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Abstract

Dantzig Selector (DS) is widely used in com-
pressed sensing and sparse learning for feature
selection and sparse signal recovery. Since the
DS formulation is essentially a linear program-
ming optimization, many existing linear pro-
gramming solvers can be simply applied for scal-
ing up. The DS formulation can be explained as
a basis pursuit denoising problem, wherein the
data matrix (or measurement matrix) is employed
as the denoising matrix to eliminate the observa-
tion noise. However, we notice that the data ma-
trix may not be the optimal denoising matrix, as
shown by a simple counter-example. This moti-
vates us to pursue a better denoising matrix for
defining a general DS formulation. We first de-
fine the optimal denoising matrix through a min-
imax optimization, which turns out to be an NP-
hard problem. To make the problem computa-
tionally tractable, we propose a novel algorithm,
termed as “Optimal” Denoising Dantzig Selector
(ODDS), to approximately estimate the optimal
denoising matrix. Empirical experiments vali-
date the proposed method. Finally, a novel sparse
reinforcement learning algorithm is formulated
by extending the proposed ODDS algorithm to
temporal difference learning, and empirical ex-
perimental results demonstrate to outperform the
conventional “vanilla” DS-TD algorithm.

1 Introduction

We consider consider the classic problem in compressed
sensing, sparse learning, and statistics [Donoho, 2006,
Candes and Tao, 2007, Bickel et al., 2009]:

Given a data (measurement) matrix X ∈ Rn×m (m �
n) and a noisy observation vector y ∈ Rn satisfying y =
Xβ∗+ε where ε is the noise vector following the Gaussian

distribution N(0, σ2I)1 and β∗ is the truth model which is
a sparse vector. How to recover the sparse vector β∗ from
this under-determined system?

Dantzig Selector (DS) [Candes and Tao, 2007] is a widely
used approach to solving this problem. The standard DS is
formulated as

(DS) β̂DS = argmin
β

‖β‖1 (1a)

s.t. ‖XT (Xβ − y)‖∞ ≤ λ. (1b)

DS has a very similar performance to another famous for-
mulation LASSO [Tibshirani, 1996] both empirically and
theoretically [Bickel et al., 2009]. The DS formulation
(1) can be formulated as a linear programming (LP) prob-
lem, thus many matured LP solvers can be directly applied
to address this problem with large-scale problem settings.
The DS formulation or its variation has been widely used
in reinforcement learning [Geist et al., 2012, Liu et al.,
2012, Mahadevan and Liu, 2012, Qin et al., 2014], com-
putational bioinformatics [Liu, 2014], and computer vision
[Cong et al., 2011].

The motivation of this paper is to explore the role of XT

(the transpose of X) in DS formulation (1). We note that
the constraint in (1b) follows two principles: 1) the de-
fined feasible region should contain the true solution β∗

with high probability; and 2) to make β̂DS close to β∗ the
feasible region defined by the constraint should be as small
as possible, that is, λ is expected to a small value. Taking
β = β∗ into the constraint leads to the smallest possible
value for λ = ‖XT (Xβ∗− y)‖∞ = ‖XT ε‖∞. If columns
of X are normalized to 1, we have limn→∞ ‖XT ε‖∞ → 0
with high probability Candes and Tao [2007]. Therefore,
the factor XT in the constraint actually plays the role of
denoising. This motivates us to ask two questions: 1) is
XT the optimal denoising matrix for the recovery of the
sparse signal β∗?; and 2) if not, how to measure the the
optimality of the denoising matrix and how to compute the
optimal denoising matrix?

1The Gaussian distribution can be generalized to any sub-
Gaussian distribution.



Unfortunately, XT is not the optimal denoising matrix in
general. We provide a counter-example in Section 3. The
main contributions of this paper are summarized below:

• We propose a generalized denoising Dantzig selector
formulation (GDDS) and define the optimal denoising
matrix for sparse signal recovery via a minimax formu-
lation;

• A two-stage approach is proposed to compute the ap-
proximately optimal denoising matrix;

• We apply the proposed ODDS algorithm to an impor-
tant application in reinforcement learning: the temporal
difference learning problem for sparse value function ap-
proximation.

This paper is organized as follows: Related work is intro-
duced in Section 2. Section 3, which is the core part of this
paper, proposes the general Dantzig Selector formulation
with both intuitive motivations as well as the mathemati-
cal backgrounds. A generalized error bound is proposed,
which leads to the definition of the optimal denoising ma-
trix, which is NP-hard in general. To address this prob-
lem, a two-stage algorithm for approximately computing
the optimal denoising matrix is given. Then in Section 4,
the algorithm is applied to reinforcement learning to design
a new algorithm for sparse value function approximation.
The experimental results are presented in Section 5, which
validate the effectiveness of the proposed algorithm.

2 Related Work

The problem considered in this paper has received substan-
tial attentions in compressed sensing, sparse learning, and
statistics. The study starts from the special case, i.e. the
noiseless case ε = 0. To recover the sparse vector β∗, there
are two types of approaches: `1 norm minimization and
greedy algorithms. The `1 norm minimization solves the
following optimization problem to estimate β∗ [Chen and
Donoho, 1994, Candes and Tao, 2005]

min
β

‖β‖1 s.t. Xβ = y. (2)

The theoretical study [Candes and Tao, 2005] suggests that
under the restricted isometric property (RIP) condition, the
`1 norm minimization formulation can recover the true so-
lution β∗ exactly. The greedy approaches include the for-
ward greedy algorithm (or OMP) [Tropp, 2004] and the
backward greedy algorithm. A similar theoretical guaran-
tee of exact recovery is proven for the forward greedy al-
gorithm in Zhang [2011b].

Now let us turn to the noisy case, i.e. ε 6= 0. The noisy case
is more challenging than the noiseless case. It also mainly
includes two types of approaches: `1 norm minimization
approaches and greedy algorithms. To deal with the noise,
there are several popular formulations including DS [Can-
des and Tao, 2007], LASSO [Tibshirani, 1996], and basis

pursuit denoising (BPDN) [Chen et al., 2001]. They essen-
tially apply different manners to denoise. BPDN uses the
`2 norm penalty to denoise:

β̂BPDN = argmin
β
‖β‖1 s.t. ‖Xβ − y‖2 ≤ ε, (3)

where the constraint basically restricts the noise ε by ‖ε‖ ≤
ε. DS uses the `∞ norm penalty to denoise ‖XT ε‖∞ ≤ λ
as shown above. LASSO applies the same spirit as DS
[Bickel et al., 2009] to denoise, but uses a different for-
mulation

β̂LASSO = argmin
β

1

2
‖Xβ − y‖22 + λ‖β‖1. (4)

The theoretical error bound for LASSO and DS is simi-
lar [Bickel et al., 2009] and better than BPDN in some
sense. The key reason lies in that the noise constraint
used in DS and LASSO ‖XT ε‖∞ ≤ λ is sharper than
the noise constraint used in BPDN ‖ε‖ ≤ ε.2 The greedy
approaches mainly include the forward greedy algorithm
[Zhang, 2009] and the forward-backward greedy algorithm
[Zhang, 2011a, Liu et al., 2013].

While Dantzig Selector primarily focuses on `1 regulariza-
tion for sparsity, the group-sparsity structures was explored
[Liu et al., 2010a], and was recently extended to gener-
alized norm [Chatterjee et al., 2014]. Other variants in-
cludes weighted Dantzig Selector [Candes et al., 2008] by
re-weighting the sparse signal, multi-stage Dantzig Selec-
tor [Liu et al., 2010b] for iterative sparse signal recovery,
etc. As for the computational achievements, besides the
primal-dual interior point method [Candes and Tao, 2007],
TFOCS [Becker et al., 2011] is also widely used. Later, in-
exact alternating direction method of multipliers (ADMM)
formulations are proposed in [Lu et al., 2012, Wang and
Yuan, 2012], which are computationally efficient.

3 Algorithm

We first show the generic error bound when “XT ” in (1b)
is substituted by an arbitrary denoising matrix QT . Then
a counter example is provided to show why XT is not the
optimal choice for QT . We prove an approximate method
to pursue the optimal denoising matrix QT in the end of
this section.

3.1 Generalized Denoising Dantzig Selector and its
Error Bound

With the backgrounds of the denoising matrix introduced
above, one intuitive question is that if XT the optimal de-
noising matrix for sparse signal recovery of β∗? The an-
swer is actually NO! To explain this, we first introduce the

2From the optimization perspective, BPDN seems consis-
tent with LASSO, but the theoretical error bound is worse than
LASSO and DS for some subtle reasons, which is beyond the
scope of this paper.



generalized denoising Dantzig Selector formulation. Next,
an error bound w.r.t the GDDS and regular DS is proposed,
and it can be proven that for regular DS, the error bound
is tighter than the existing error bound provided in [Candes
and Tao, 2007] and [Bickel et al., 2009]. Then a simple
counter-example is proposed to argue that XT may not be
the optimal denoising matrix. We here present some defi-
nitions and notations in Figure 1.

• hT , hT c : T and T c are two complementary subsets
in {1, 2, · · · ,m}. We denote by hT ∈ Rm the vec-
tor taking the same values as h on T and zeros in
the rest; the same for hT c ∈ Rm;

• |T | returns the cardinality of the set T ;
• ‖W‖∞ is defined as the induced∞ norm of matrix
W ∈ Rm×m, i.e. ‖W‖∞ = maxx

‖Wx‖∞
‖x‖∞ where

the vector infinity norm ‖Wx‖∞ and ‖x‖∞ are de-
fined as usual;

• ≤(P): less than or equal to with high probability;

Figure 1: Notation used in this paper

First we define a generalized denoising Dantzig Selector
(GDDS) formulation by using a general denoising matrix
QT (Q ∈ Rn×m) to replace the XT in the constraint:

(GDDS) min
β

: ‖β‖1

s.t. : ‖QT (Xβ − y)‖∞ ≤ λ.
(5)

Next we will propose an error bound for the proposed
GDDS in (5) and regular DS. Since the denoising matrix is
not necessarily XT anymore, the commonly used RIP con-
dition or restricted eigenvalue (RE) condition [Van De Geer
et al., 2009] are not eligible here. To extend to the general
case, we define a new condition termed as generalized re-
stricted (GR) constant.

Definition 1. (GR constant) Given X,Q ∈ Rn×m and
p ∈ [1,∞], the general restricted constant ρ(QTX, p, s)
is defined as

ρ(Q,X, p, s) := min
|T |≤s,‖hTc‖1≤‖hT ‖1

‖QTXh‖∞
‖h‖p

. (6)

This definition essentially provides the lower bound of the
ratio between ‖QTXh‖∞ and ‖h‖p over h in a subset of
Rp, which characterizes the property of QTX . The GR
constant leads to a weaker condition to exactly recover the
sparse signal β∗ for the noiseless case (ε = 0) and a tighter
error bound for the noisy case (ε 6= 0) than the existing
analysis, as shown by Theorem 1. Based on the definition
for GR constant in Definition 1, we have the following error
bound on ‖β̂GDDS − β∗‖p.

Theorem 1. Assume that the GR condition is satisfied,
i.e. the GR constant ρ(Q,X, p, ‖β∗‖0) > 0. Choose
λ = ‖QT ε‖∞ in (5). We have

‖β̂GDDS − β∗‖p ≤
2‖QT ε‖∞

ρ(Q,X, p, ‖β∗‖0)
, (7)

where β̂GDDS is the solution to (5) and p can be any value
in the range [1,∞].

It should be noted that albeit with a more general error
bound, Theorem 1 does not weaken the existing analysis
based on the following two observations:

• In the noiseless case, i.e. ε = 0, if the GR condition is
satisfied, then β̂GDDS is able to exactly recover β∗. Note
that the GR condition is weaker than the RIP condition
for Q = X [Candes, 2008]. In other words, the RIP
condition leads to GR condition when Q = X . The
detailed interpretation is provided in Appendix.

• In the noisy case, i.e. ε 6= 0, this bound (7) is a tighter
bound than the bound ‖β̂DS − β∗‖p for DS in [Candes
and Tao, 2007, Bickel et al., 2009] for Q = X . Please
also refer to Appendix for detailed comparisons.

The key reason why Theorem 1 does not loose the exist-
ing analysis lies in that the definition of the GR constant
ρ(Q,X, p, s) skips many relaxation steps by directly in-
dicating the relationship between ‖QT ε‖∞ and ‖β̂GDDS −
β∗‖2. Given p, s and X , ρ(Q,X, p, s) reflects the abil-
ity for sparse signal recovery of β∗ of the denoising matrix
QT : The larger ρ(Q,X, p, s) is, the better Q is able to
recover the sparse signal β∗. Therefore, since the error
bound provided in Theorem is tight enough, it is reason-
able to use the bound in (7) as the evaluation criteria to see
why XT is not the optimal denoising matrix and define the
optimal denoising matrix.

3.2 A Counter-Example

To see why XT may not be the optimal denoising matrix,
we show an example of Q which gives a lower value for
the bound in (7). To construct such a matrix Q, we require
the same conditions on Q as X , i.e. all columns of Q have
been normalized with norm 1. We can verify that any Q
with unit column norm, the value of ‖QT ε‖∞ is compara-
ble to ‖XT ε‖∞, according to the following standard results
in Lemma 1.

Lemma 1. For any Q ∈ Rn×m satisfying ‖Q.i‖ = 1 for
i = 1, · · · ,m, we have

‖QT ε‖∞ ≤ σ
√

logm

with high probability at least 1−O(1/m).

The key reason why ‖QT ε‖∞ and ‖XT ε‖∞ are compa-
rable lies in that all entries in random vectors QT ε ∈ Rp



and XT ε ∈ Rp follow the same Gaussian distribution
N (0, σ2). Since ‖QT ε‖∞ and ‖XT ε‖∞ are compa-
rable, we only need to find an example for Q such that
ρ(Q,X, p, s) > ρ(X,X, p, s) for some X . Let s = 1 for
simplicity and

X =

( √
3/2 1/2

1/2
√

3/2

)
, Q =

(
1 0
0 1

)
. (8)

We have

XTX =

(
1

√
3/2√

3/2 1

)
(9)

ρ(X,X, p, 1) = min
|T |≤1

‖hTc‖1≤‖hT ‖1

‖XTXh‖∞
‖hT ‖p

=1−
√

3/2 = 0.134,

ρ(Q,X, p, 1) = min
|T |≤1

‖hTc‖1≤‖hT ‖1

‖QTXh‖∞
‖hT ‖p

=
√

3/2− 1/2 = 0.366,

where in both cases the optimal value of h is h = [1,−1]T

regardless of the value of p. Thus, this example shows that
XT may not always be the optimal denoising matrix.

3.3 Optimal Denoising Matrix and its Approximation

From the counter-example in the previous section, we
know that X is not the optimal option for Q to maximize
ρ(Q,X, p, s). Therefore, it raises an optimization problem
to find the optimal Q:

Q∗ = argmax
‖Q.i‖≤1

min
|T |≤s

‖hTc‖1≤‖hT ‖1

‖QTXh‖∞
‖hT ‖p

. (10)

However, this formulation is extremely difficult to solve.
Although we can solve it easily for small n,m as in our ex-
ample above, it is NP-hard in general. Therefore, it is un-
realistic to solve this problem exactly. To find a reasonable
approximation, we consider an alternative way to finding
an optimal matrix W ≈ QTX:

W ∗ = argmax
‖W‖∞≤1

min
|T |≤s

‖hTc‖1≤‖hT ‖1

‖Wh‖∞
‖hT ‖p

. (11)

One can easily verify that the optimal solution isW ∗ = I .3

The second step is to find the optimal Q. We try to find
the best Q from another perspective. Intuitively, we want
QTX to be close to the identity matrix. We estimate Q by
the following:

min
Q

: ‖QTX − I‖p s.t. : ‖Q.i‖ ≤ 1 (12)

3Actually, it is not important which norm is used to restrict W .
For most norms we verified, the optimal solution for W should be
a diagonal matrix with equal values.

X .1

X .2

Q.2

Q.1

Figure 2: An example of X and Q.

where p ∈ [1,∞] and ‖X‖p := (
∑
i,j |Xij |p)1/p. We

have many options for choosing p ∈ [1,∞]. Based on our
empirical study, a reasonable empirical value for p is p = 2,
and thus the problem can be recast as a strongly convex
problem

min
Q

: ‖QTX − I‖22 s.t. : ‖Q.i‖ ≤ 1 (13)

There are many optimization algorithms to address this
problem. We use Nesterov’s accelerated gradient method
[Nesterov, 2004]. Note that the empirical Q obtained from
(12) or (13) is generally different from the optimal one de-
fined in (10). And the optimal denoising Dantzig Selector
algorithm is summarized as in Algorithm 1.

Algorithm 1 “Optimal” Denoising Dantzig Selector
(ODDS)
Require: X ∈ Rn×m, y ∈ Rn
Ensure: β

Compute the denoising matrix QT via Eq. (13)
Compute β via Eq. (5)

Figure 2 provides an example of Q and X in the two-
dimensional case. Intuitively, Q is an approximation to
X by slightly modifying all feature (column) vectors of X
such that they are as different from each other as possible.

4 Reinforcement Learning

Dantzig selector has an important application in reinforce-
ment learning. This section first briefly introduces rein-
forcement learning and then shows how to apply the pro-
posed ODDS method to it.

A Markov Decision Process (MDP) is defined by the tu-
ple (S,A, P ass′ , R, γ), comprised of a set of states S, a set
of actions A, a dynamical system model comprised of the
transition kernel P ass′ specifying the probability of transi-
tion from state s ∈ S to state s′ ∈ S under action a ∈ A,
a reward model R(s, a) : S × A → R, and 0 ≤ γ < 1 is
a discount factor. A policy π : S → A is a deterministic



mapping from states to actions. Associated with each pol-
icy π is a value function V π , which is the fixed point of the
Bellman equation:

V π = Tπ(V π) = Rπ + γPπV π,

for a given state s ∈ S, Rπ(s) = R(s, π(s)), and Pπ is
the state transition function under fixed policy π, and Tπ

is known as the Bellman operator. In what follows, we of-
ten drop the dependence of V π, Tπ, Rπ on π, for notation
simplicity. In linear value function approximation, a value
function is assumed to lie in the linear span of a basis func-
tion matrix Φ of dimension |S| × d, where d is the number
of linear independent features. It is easy to show that the
“best” approximation v̂best of the true value function V sat-
isfies the following equation,

v̂best = ΠV = ΠL−1R, (14)

where Π = Φ(ΦTΞΦ)−1ΦTΞ, Ξ is a diagonal matrix
where the i-th diagonal entry ξi is the stationary state distri-
bution w.r.t state si. and L = I−γP . However, L−1 is also
computationally prohibitive. To this end, a more practical
way is to compute a Galerkin-Bubnov approximate solu-
tion [Yu and Bertsekas, 2010] is via solving a fixed-point
equation

v̂ = ΠX
Φ
T v̂ (15)

w.r.t an oblique projection ΠX
Φ

onto span(Φ) orthogonal to
X , i.e., ΠX

Φ
= Φ(XTΦ)−1XT . The existence and unique-

ness of the solution can be verified since T is a contrac-
tion mapping, ΠX

Φ
is a non-expansive mapping, and thus

ΠX
Φ
T is a contraction mapping. As for the optimal solu-

tion v̂best, we have Xbest = (LT )−1ΞΦ, which is also
computational expensive. An often used X used in the
fixed-point equation (15) is XTD = ΞΦ, which is com-
putationally affordable, and the corresponding solution to
the fixed-point equation is v̂TD. The other often used X
is XBR = ΞLΦ [Scherrer, 2010], which we will not ex-
plained in details here. However, it is obvious that none of
XTD or XBR is the optimal solution. In fact, it has been
shown that ||V − v̂TD||Ξ ≤ 1

1−γ ||V − v̂best||Ξ [Tsitsik-
lis and Van Roy, 1997], which implies that approximation
error ||V − v̂TD||Ξ between the true value function V and
v̂TD can be arbitrarily bad when γ → 1. Given a fixed-
point equation (15), we have

ΠX
Φ T v̂ − v̂ = ΠX

Φ (T v̂ − v̂) = Φ(XTΦ)−1XT (T v̂ − v̂)
(16)

Thus we can formulate the approximation error via con-
straining ||XT (T v̂ − v̂)||∞ ≤ λ.

Since the P,R,Ξ models are not accessible, the sample-
based estimation is used. Given n training samples of the
form

(
si, ai, ri, s

′
i

)n
i=1

, si ∼ Ξ, ri = r(si, ai), ai ∼
πb(·|si), s′i ∼ P (·|si, ai), the empirical Bellman operator
T̂ is thus written as

T̂ (Φ̂θ) = R̂+ γΦ̂′θ (17)

We denote Φ̂ (resp. Φ̂′) the empirical feature matrices
whose i-th row is the feature vector φ(si)

T (resp. φ(s′i)
T ),

and R̂ ∈ Rn the empirical reward vector with correspond-
ing ri as the i-th row. And the error constraint can be for-
mulated as ||QT (Aθ−b)||∞ ≤ λ, whereA = Φ̂−γΦ̂′, b =
R̂, and Q ∈ Rn×d. So given Q and a pre-defined error λ,
the Dantzig Selector temporal difference learning problem
can be formulated as

θ̂DS−TD = argmin
θ
‖θ‖1 s.t. ‖QT (Aθ − b)‖∞ ≤ λ.

IfQ = Φ̂, then the algorithm is the DS-TD algorithm [Geist
et al., 2012]. Motivated by the GDDS algorithm to find
the optimal denoising matrixQT , we design a new Dantzig
Selector temporal difference learning algorithm to compute
the optimal QT for sparse value function approximation as
follows

θ̂ODDS−TD = argmin
θ
‖θ‖1 s.t. ‖QT (Aθ − b)‖∞ ≤ λ

(18)
where Q is computed from solving

min
Q

: ‖QTA− I‖2F s.t. : ‖Q.i‖ ≤ 1 (19)

Based on above, we propose the following ODDS-TD al-
gorithm.

Algorithm 2 “Optimal” Denoising Dantzig Selector for
Temporal Difference Learning with (ODDS-TD)
Require: A, b
Ensure: θ̂ODDS−TD

Compute the denoising matrix QT via Eq. (19)
Compute θ̂ODDS−TD via Eq. (18)

5 Empirical Experiment

Experiments are first conducted on synthetic data with
small-scale size and medium-scale respectively. Next, we
apply the proposed method to a reinforcement learning
problem on real data sets to show its advantage over ex-
isting algorithms.

5.1 Small-Scale Experiment
In this experiment, we conduct the comparison study be-
tween the regular Dantzig Selector (DS) and ODDS. We
first compare the performance of different algorithms w.r.t
different sparsity and noise levels. We set n = 100,m =
150, the true signal β∗ is preset, with different numbers
of non-zero elements (NNZ) among 10, 15, 20, 25. We
also change different noise level varying among σ =
0.1, 0.2, 0.3. Figure 3 shows the performance compari-
son of the two algorithms, wherein in each subfigure, the
noise level is the same, and the x-axis denotes the NNZ
level, and the result is measured by the difference of the
learned sparse signal with β∗. From Figure 3, we can see
that ||β̂ODDS − β∗||2 is much smaller than ||β̂DS − β∗||2.



Figure 3: Small-scale Experiment w.r.t different sparsity
levels.

5.2 Medium-Scale Experiment
In this experiment, we conduct the comparison study be-
tween the regular DS and ODDS. The experimental set-
ting is that given n = 500, the number of features m goes
among 700, 900, · · · , 2500, and NNZ = 10. The noise
level σ = 0.01, and λ is chosen as λ = σ

√
2 log n as

suggested by [Candes and Tao, 2007] for a fair compari-
son between DS and ODDS, and the result is averaged by
the mean-squares error (MSE), which is averaged over 50
runs. From Figure 4, we can see that the performance of
ODDS is much better than that of regular DS, with both
much lower MSE error and less variance.

5.3 ODDS-TD Experiment
In this experiment, we compare the performance of the DS-
TD [Geist et al., 2012] and the proposed ODDS-TD algo-
rithm. We test the performances of the two algorithms on
the 20-state corrupted chain domain, wherein the two goal-

Figure 4: Comparison w.r.t different number of features.

states are s ∈ [1, 20] with the reward signal +1, and the
probability transition to the nearest goal-state is 0.9. The
features are constructed as follows. 5 radial basis functions
(RBF) are constructed, and one constant is used as an off-
set, and all other noisy features are randomly drawn from
Gaussian distribution. So for each sample st, the feature
vector φ(s) = [1,RBF(1), · · · ,RBF(5), s1, · · · , sn]. 200
off-policy samples are collected via randomly sampling the
state space. Two comparison studies are carried out. In the
first experiment, there are 300 noisy features, so altogether
there are 306 features, and the value function approxima-
tion result is shown in the first subfigure of Figure 5, where
vODDS and vDS are the value function approximation re-
sults of ODDS and regular DS. From the figures, one can
see that the vODDS is much more accurate than that of
vDS . The second experiment poses an even more challeng-
ing task, where the number of noisy features is set to be
600, so altogether there are 606 features, which makes the
feature selection task much more difficult, and the result is
shown in the second subfigure of Figure 5. We can see that
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Figure 5: Comparison between ODDS-TD and DS-TD

vDS has been severely distorted, whereas vODDS is still
able to well preserve the topology of the value function,
and is able to generate the right policy.

6 Conclusion

In this paper, motivated by achieving a better sparse sig-
nal recovery, we propose a generalized denoising matrix
Dantzig selector formulation. A two-stage algorithm is
proposed to find the optimal denoising matrix. The algo-
rithm is then applied to sparse value function approxima-
tion problem in temporal difference learning field, and the
empirical results validate the efficacy of the proposed algo-
rithm. There are many interesting future directions along
this research topic. For example, the ODDS framework can
be extended to weighted Dantzig Selector (WDS) [Can-
des et al., 2008], multi-stage Dantzig Selector [Liu et al.,
2010b], group Dantzig Selector [Liu et al., 2010a] and gen-
eralized Dantzig Selector [Chatterjee et al., 2014], which
are parallel research directions of the Dantzig Selector al-
gorithms family.
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A Theoretical Analysis of ODDS

Proof to Theorem 1
Proof. Denote the difference between the solution to (5)
β̂GDDS and the true model β∗ as h = β̂GDDS − β∗. Denote
the support set of β∗ by T ⊂ {1, 2, · · · ,m}. First we verify
that the true model β∗ is a feasible point to the problem (5)
due to the following observation

‖QT (Xβ∗ − y)‖∞ = ‖QT ε‖∞ ≤ λ.

Since β̂GDDS is the minimizer of problem (5), it follows
that

‖β̂GDDS‖1 ≤ ‖β∗‖1
⇒
∑
j∈T
|(β̂GDDS)j |+

∑
j∈T c

|(β̂GDDS)j | ≤
∑
j∈T
|β∗j |

⇒
∑
j∈T c

|(β̂GDDS)j | ≤
∑
j∈T
|β∗j − (β̂GDDS)j |

⇒‖hT c‖1 ≤ ‖hT ‖1.

From the definition of ρ(Q,X, p, s) in (6), we have

ρ(Q,X, p, ‖β∗‖0)‖h‖p ≤ ‖QTXh‖∞

which indicates

‖h‖p ≤
‖QTXh‖∞

ρ(Q,X, p, ‖β∗‖0)
. (20)

It follows that

‖QTXh‖∞ =‖QTX(β̂GDDS − β∗)‖∞
=‖QT (Xβ̂GDDS − y + ε)‖∞
≤‖QT (Xβ̂GDDS − y)‖∞ + ‖QT ε‖∞
≤2‖QT ε‖∞.

Combining (20), we obtain the desired error bound

‖h‖p ≤
2‖QT ε‖∞

ρ(Q,X, p, ‖β∗‖0)
.

It completes the proof.

Proof of Lemma 1

Proof. This proof follows the standard union bound proof.
For completion, we provide the proof below. Since ε ∼
N (0, In×nσ

2), for each linear combination of ε, we have
QT.iε ∼ N (0, σ2). Recall that for any t > 0, we have that∫ ∞

t

e−x
2/2dx ≤ e−t

2/2/t. (21)

Denote the event Ai = {|QT.iε| ≤ λ}, i = 1, 2, · · · ,m:

{‖QT ε‖∞ ≤ λ} = { max
1≤i≤m

|QT.iε| ≤ λ}

= ∩mi=1Ai.



We derive the probability as follows:

Pr(∩mi=1Ai) = 1− Pr(∪mi=1A
c
i )

≥ 1−
m∑
i=1

Pr(Aci )

= 1−mPr(|ξ| ≥ λ/σ)

≥ 1− 2
mσ

λ
e−λ

2/2σ2

,

where the second inequality holds by union bound and the
last inequality follows (21) since ξ ∼ N (0, 1). Thus, we
can take λ = 2σ

√
logm so that

Pr(‖QT ε)‖∞ ≤ λ) ≥ 1− 1/m
√

logm = 1−O(1/m).

It completes the proof.

RIP Condition Implies GR Condition

Recall that to exactly recover β∗ the RIP condition requires
that δ2s >

√
2 − 1 [Candes, 2008], where s = ‖β∗‖0 and

δ2s is defined as for matrix XTX is defined as

1− δ2s ≤
‖Xg‖2

‖g‖2
≤ 1 + δ2s ∀ ‖g‖0 ≤ 2s.

Now we need to prove that δ2s >
√

2 − 1 leads to the GR
condition ρ(X,X, 2, ‖β∗‖0) > 0.

Consider an arbitrary vector h and an arbitrary index set
T0 ⊂ {1, 2, · · · ,m}with cardinality s satisfying ‖hT0‖1 ≥
‖hT c

0
‖1. T1 corresponds to the locations of the s largest

coefficients of hT c
0

; T2 to the locations of the next s largest
coefficients of hT c

0
, and so on. We use T01 to denote T0∪T1

for short.

Note the fact that if Xh 6= 0, then XTXh 6= 0. To ob-
tain ρ(X,X, 2, ‖β∗‖0) > 0, it suffices to show that for any
nonzero h satisfying ‖hT c

0
‖1 ≤ ‖hT0

‖1, the following ratio
is positive

‖Xh‖/‖h‖ > 0. (22)

We have

|〈Xh,XhT01
〉|

≥‖XhT01‖2 −
∑
j≥2

|〈XhT01 , XhTj 〉|

≥‖XhT01
‖2 −

∑
j≥2

|〈XhT0
, XhTj

〉| −
∑
j≥2

|〈XhT1
, XhTj

〉|

≥‖XhT01‖2 − δ2s
∑
j≥2

(‖hT0‖+ ‖hT1‖)‖hTj‖

≥‖XhT01
‖2 −

√
2‖hT01

‖δ2s
∑
j≥2

‖hTj
‖

≥‖XhT01
‖2 −

√
2‖hT01

‖δ2s‖hT c
0
‖1s−1/2

≥(1− δ2s)‖hT01
‖2 −

√
2δ2s‖hT01

‖2

≥(1− (
√

2 + 1)δ2s)‖hT01‖2,

where the third inequality uses the result
|〈XhTi , XhTj 〉| ≤ δ2s‖hTi‖‖hTj‖ if i 6= j, see
Lemma 2.1 Candes [2008]). It follows from the fact
|〈Xh,XhT01

〉| ≤ ‖Xh‖‖XhT01
‖ that

‖Xh‖ ≥ (1− (
√

2 + 1)δ2s)‖hT01‖. (23)

From ‖hT c
0
‖1 ≤ ‖hT0

‖1, we have ‖h‖ ≤ 2‖hT01
‖, see the

last line of the proof for Theorem 1.2 in [Candes, 2008].
It also can be found from [Candes and Tao, 2007, Bickel
et al., 2009]. Together with (23) and the RIP condition
δ2s <

√
2− 1, we obtain

‖Xh‖ ≥ (1−(
√

2+1)δ2s)‖hT01
‖ ≥ (1− (

√
2 + 1)δ2s)

2
‖h‖,

which verifies (22).

Comparison to Existing Error Bounds for DS

This section aims to show that the error bound provided in
(7) is a tighter bound than two existing results in [Candes
and Tao, 2007] and [Bickel et al., 2009]. For simpler no-
tations, we denote the difference between the estimate β̂DS
by DS and the true model β∗ as h = β̂DS − β∗, T denotes
the support set of β∗, and s denotes the sparsity of β∗. The
complete comparison requires extensive space to basically
repeat the proofs in [Candes and Tao, 2007] and [Bickel
et al., 2009]. Here, we just show their results, highlight
the key point in their original proofs, and illustrate why our
error bound does not loose theirs.

Existing results conducted in [Candes and Tao, 2007] and
[Bickel et al., 2009] are only based on the following facts

• (FACT 1) ‖hT c‖1 ≤ ‖hT ‖1 (Please refer to Eq. (3.2) in
[Candes and Tao, 2007] and Eq. (B.12) in [Bickel et al.,
2009]);

• (FACT 2) ‖XTXh‖∞ ≤ 2‖XT ε‖∞ ≤(P) 2σ
√

logm
(Please refer to Eq. (3.3) in [Candes and Tao, 2007] and
Eq. (B.7) in [Bickel et al., 2009]).

which are also the foundations to provide our error bound
in (7).

The error bound provided in Theorem 1.1 of [Candes and
Tao, 2007] is derived from (see the end of Proof of Theo-
rem 1.1 in [Candes and Tao, 2007])

‖h‖
(FACT 1)

≤ 2
√
s

1− δ − θ
‖XTXh‖∞

(FACT 2)

≤ 2
√
s

1− δ − θ
2‖XT ε‖∞.

(24)

Please check the original paper for the definitions of δ and
θ. The error bound (with p = 2, m = s) provided in
[Bickel et al., 2009] is derived from

‖h‖
(FACT 1)

≤ 32s

κ(s, s, 1)
‖XTXε‖∞

(FACT 2)

≤ 32s

κ(s, s, 1)
2‖XT ε‖∞.

(25)



Please refer to the original paper for the definition of
κ(s, s, 1).

From these two bounds in (24) and (25), they essentially
uses FACT 1 to find an upper bound for ‖h‖/‖XTXh‖∞.
This observation motivates us to directly define the upper
bound through the definition of ρ(·, ·, ·) in (6)

ρ(X,X, s, 2) ≤ ‖X
TXh‖∞
‖h‖

∀h under FACT 1.

Then we simply apply FACT 2 as (24) and (25) to obtain
the error bound in (7). Therefore, our analysis provides a
tighter error bound than Candes and Tao [2007] and Bickel
et al. [2009].
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