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ABSTRACT 

We developed a prototype sig11 language transla- 
liot~ spstern wlcich translates sigu lan~rlage into spo- 
ket~ laibgt~age. Sign language is input to a rolnprrter 
using a I)ataCllove. Mforrls i l l  the sign Yat~gttage sell- 
!ellre ar r  c~coguized hy r o ~ ~ t i i ~ i ~ o u s  dyuamir program- 
n~ing (DP) rnatcl~il~g. Co~~t inuaus  Dl' ~ ~ ~ a t c l ~ i ~ l g  1 1 ~ s  
IIPPII  impmwtl to decrease recognition time 1)s match- 
ing co~nl~rrssed patterils. I l s i t i~  this ~netliod, the 
worcl rccogliition rate was 97.3% ail(! tile rcrognition 
is al>proxitnately 16 times faster than witl~ol~t com- 
1,ressiotl. 'The systcni then t~.anslat,es tlw words to 
sen t~~ tccs  of spoke11 languagr Ily add illy; part irles and 
i l~ f l~ r f in~ l s .  

I INTRODUCTION 

2 STRUCTURE OF SIGN LANGUAGE 
TRANSLATION SYSTEM 

The structure of the system is shown in Fig. 1. 
Tlte object of this system i s  Japanese sign lan- 

guage. There are three types of Japanese sigr~ lan- 
guage a s  follows[D]. 

I .  Tradi tioual Sig11 Language 

This type i s  quite different from t he  Japanese 
language. 

2. lapat~pse-based Sign Language 

This by pe correspo~lr!s exactly to the Japanese 
Ia11g11ap. 

for deaf p~nple[ l ] .  Deal people anrl li~arillg people 
3. Composite Sign Gat~guage. 

~ e ~ ~ e r a l l y  c o r n n i i ~ ~ ~ i c a t ~  tl~rotigl~ a sigtl-language in- 
tcl.llretpr. Ilowever, \vller~ they wisl~ lo I ~ a v e  privacy, 

siicl~ as wlielt in llospital or i l l  a l~olire station, they 
need to romrn~~nicate rlilhectly wit11 I ~ ~ a r i n g  people 
with on^, a sign-laagt~ag~ i n i ~ r p r ~ t e r .  Flirthermore, 
somrtiiii~s t l ~ ~ y  caltr~ot speak wl~er~ t h ~ y  wish. since 
the nutt~t)cr of inlerprelers is lilniterl al~tl tlieir ser- 
vices arc i n  grmr ilemantf. TllerrTorc, there is an 
il~clrasiiig need for automatic tral~slatioi~ of sign Ian- 
gtlage. 

Therc I~ne, already heen research in to sigl~-lal~g\iage 
r~ropyit,ioi1[2, 3, 4, 51. T l ~ a  ol)jerts to Itc r ~ r o g ~ ~ i r e ( l  
arp w~rrIs represellted by static pat terns  srtc!~ as  tlif- 
f ~ r ~ l i t  co~nl>i~iatiorts of fiugcr positinits, a ~ ~ d  simple 
linear t~~oriotis s i ~ c l ~  as lip, r low~~,  left, airti rigl~t. Ilow- 
cvrar. C O Z I ~ ~ ~ I ~ I O ~ I S  recogl~ilin~~ of s i g ~ ~  ' t a i l ~ r ~ a ~ ~  is t ~ n t  
vet p ~ s s i l ) l ~ .  111 real r o i ~ ~ ~ r s i l  ti0115, Inany  1 Iiit~gs arc 
rel,rerrtl trd a tntl t ~ I I ~ I O I I S  c*oli~l,ir~al in11 of i l  y l~a~n ic  
pattesils, and  tlwse arp v i h l  for n ~ a i ~ r ~ a i ~ i i ~ i l :  t l ~ t .  colt- 
v ~ r s a t i o ~ ~  Row. 1t is, rl~cl.erore, i~nllnrtaz~l to rcgard 
sig~i la i ig~lag~ as dynamic pat t~rns .  

I r l  Lltis paper, we pl.esc~lt a sigu Idriguagc transla- 
tion srstern that uses c o ~ l t i n ~ ~ o \ ~ s  DP ~na t r l i i~~g .  \17e 
also descrille a  in~tlrotl of cottljlressi~~g ~ig11 laltg~iage 
patterns allrl nlaichiug coinl~ressctl pal I r w s  i l i  order 
to ~ ! P C I . P ~ S P  reco~iiit in11 Z i ~ i l ~ .  

This type borrows i ts words from the traditional 
sign language and the order of words is similar 
to the Japal~ese language. 

Our system trallslates the composite sign language. 
The pattern or the sign language is iitpttt to a co~n- 
pu ter usiilg a DataGlove[7]. 'I'he computer repre- 
sents the siglr language as a continuous pattern of 32- 
dimensional vectors. Words i n  sign language are rec- 
og~tizetl by c o ~ ~ t i ~ ~ t ~ o l ~ s  dynamic progra~nrtting / DP ) 
1natcltingI8j. This is discussed in the next section i n  
detail. 

After m a t c l ~ i ~ ~ g ,  tttp words i l l  the it~pti 1 pattern are  
detected anrl comlpi ned according to their overlap to 
generate the canditlates of a sentence. 

1 T  the ca~tditlate is a corrpct sentence, the sequence 
of words trat~slates to a sentence. To geiieralp the 
seuteltce, first, the attrilllrt~s (Fig. 2 )  and casp-Frame 
[Fig. 3) of earl1 word i n  the candidate are read. Next, 
tlre relatiot~s of the words are analyzed based on the 
attribl~tes and case-frame. Finally, the particles and 
iltflections are added to words based on their relations 
and supplement rule (Fig. 4 ) .  

Translated sentences are displayed on t lte screen. 



Figure 1: Struct~rre of sign language translation system 

in proportion to hot11 the numhes of words and the 
le~lgtli of inptr t pattern when conventional continuo~l~ 
Dl' matching is used. To decrease the recognitiol~ 
time, we exalninerl ( I )  tbe comptession of the sign- 
language patterns hased on their dyl~amic features, 
and ( 2 )  a matching method based on comparing the 

Figitre 2: Example of word dictio~tary cam pressed pat terns. 

Ouwur H@] 

Figure 3: Exainple of case-frame ~l ic  tionary 
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5.1 Cant inuous  D P  Matching 
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\.\+ I I S P ~  C O ~ I ~ ~ I I ~ I O I ~ S  DP ~ i ~ a t c i ~ i ~ l g  t t ~  r~rog1liz.e the 
sigli-latlffilager\~ortls in ~ I I P  i l l p \ ~ l  ~)ilttt&r~l. I1P niatcll- 
ing i s   itall ally r~setl il l  tlw firltl or sl)r~cIi ~ .~rogt~i t ion .  
CVP chose this n~e t l~nd ,  since tllp rSa ta fro111 111e Data- 
Cilove is similar to thr spec t r i~ r~~  ~ ~ a t t r r t l  of sl~eecl~. 

111 DP t na tc l~ in~ ,  co~lstl-aints sirch as i l l  Fig. 5 are  
i~sed to find tlre corres~10110i11~ I ) O ~ I ~  of 13atter11s. 
This r o l ~ s t r a i ~ ~ t  is callctl tlie 111' path. T l ~ c  rl ista~~ce 
l ~ t t v ~ e ~ l  [iatteri~s is calci~latert arrr)rrlil~g to the DP 
pat l~ .  111 coatiai~ous DP  nla tchi~l~,  especially, the dis- 
Lance i s  seql~etltially calculaterl alo~lg t l r ~  tiinr* axis of 
I ~ P  i~lpilt 1 ~ t t e r 1 1  (Fig, fi). This g i v ~ s  s~rffiriv~ll recog- 
ilition accuracy, but thp r e r o ~ n i t i ~ t ~  t i t lw  incl.~ases 

3.2 Compression of Sign Language 

To conlprrss patterns, two kinds of features are de- 
tected a s  follows. 

1. the position when velocity is  minimum 

2. the position wS1e13 the change ef vector direction 
esceerls x tl~resl~old (Eq. 1 ) 

p ( I )  = pattern vector at 1 
v ( l )  = velocity vector a t  t 

H ( v ( t l ) , v ( t 2 ) )  = angle Iwtween v ( t t )  and v(t4 
8 = threshold 

P a t t ~ r n s  are stored as detected points and the 
times to tnove between tllem. By this method, pat- 
lertls were cIosely modeled I)y a rrrv points in tile 
original trhjectory of the pa t t e r~~s .  

3.3 Compressed Continuous DP Matching 

To n~at , r l~  com[~rcssed patterns, the constrai~tts Tor 
the I)P path are set loosely and the time hetwee~~ 
feature points is z~setl as the weight For each pat11 
(Fig. 7 3 .  The distarlre betweer1 correspo~~rli~~g featt~ re 
points iu tlte input patter11 and the word pattern i s  
definccl a s  tlre slim of the r ~ u a l  vector rlisiai~ce (Ell- 
clideau rlislascc) and a vall~e 1,asetl oil the ratio of  
the tiole intervals between feature poirlts (Eq. 2).  
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Figure 6: Prit1ri1)le or rniitinuoos Dl' liiatrl~iirg 

11(iE = Tlmc length of i-rh faturc point 
o t  lnpur pdtlcm 

t2b) = Ttmc l e n g h ~  of 1-th tcaturc p , n t  
of wnrd pallcrn 

A N u m b  or corrccl w o d r  
R Nurnher of words in input scnlence 
C Number oldclcc~d words 
D Nurnbcr 01 words which BTC dcl~cled at blank 
E Number of mirlakea among lint candrdala 

Figr~re R: Ilrlatien t)etween tl~resliold aitrl recognit,io~~ 
rate (C:DP) 
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Figirrp 9: R~latioll betwee11 ~hreshold awl recognition 
sate (CCDP) 

Figl~i-e 7 :  DP  pa?!^ for 1'c'nI' 

11 ,  J J  = top and end of word 
rorepsol~ding tn i 

I)iit, E l  = i z  or jl = j 2 ,  . . .  . 
12 = 2,32 = J 

r l ,  i 2  = top anrl purl of inpul 
cnrrespo~~cii~~g to J 

We call this type of ro~~ltinuous DP matching "com- 
pre~sed  colitiruio~~s n P inatchillg (C:CI)P 1". 

4 EXPERIMENTS 

ifre carried 011 t P S P F ~ ~ I I I C I I I S  011 r r c ~ ~ i i i t  in11 of words 
from s i g ~ ~  I ; l r l g ~ ~ a ~ ~  sentellccs t~siiig ( ' D P  a n d  CT'DP. 

\fC prepared the data of I T  ki i i t l s  of ruorrls (20 data 
for earl1 word) as word pattern, anrl illr ( la la  of -5 
kinds of set1tctlc~ ( 5  da ta  for each s ~ ~ ~ t e ~ l c r . )  as trsl 
data. :Ill tllr data was S I - O ~ I  onP pel.soll. 
To ll~ake tllc worrl ] ) a t t ~ ~ . ~ t ,  ]>art of t l ~ e  wort! was 

take11 lro~l\ d a t a  l ~ y  hailrl. T I ~ P I ~ ,  t l~p  data  were avcr- 



I Metl~od 11 GDP 1 CCDP 1 

hlf length of i l l pu t  pattcrn 
IV length of word pattern 
P number of words 
C 1-CR (CR:co~npression sate) 

Data 
~lamber of wortls 17 words 

length of words 38.7 Frame (average) 
number of sentences 25 selitellces 

Icngtll of sentencps 122.2 framr (average) 
El  the rate t l ~ a t  correct wortls are 

detected as first candidate. 
E2 the rate between correct a~irl 

and all candidates 
Matching time is CPIJ time on H PSOOO /model 720 

I 

Matcl~i~ig time 
I.: 1 

Table I : Contpariso~i betweell 2 types of collti~~nous 
DP matclling 

h l l v  
M(h7 - 1) --- 

l l P N  

Ci~lrlila tion 
Co~l~par~soli  

Mernorv 

aged a f k r  DP matching for each rvortt. 
T l ~ e  results are sl~o~vri i n  Figs. 8 aicrl 9. 

r2 24 1 A' 
C!hf (c ' rY  - 1 ) 

Y P I ' N  
1 

30.ti8 sec 

1 o o . n ~  

5 DISCUSSTON 

1.91 scc 
n;.n%, 

la this section we disci~ss the perinl.riiaiice of CDP 
a i d  CGDP. Tab. 1 shows the arnollr~t of calrulatio~~, 
memory for matching, co~njlressio~i rate, ~ n a  t rl~ing 
time and accuracy of CDP aitd C'CDP. 

In CFDP, t l ~ e  tiuml>er of calc~rlatiaus or rlista~~ce 
i s  proportional to C2, sillre the let~gtli of pattert~ is 
C' times the origitial length. 111 the experir~ients, tlie 
conipressiot~ rate was T2.7%, oil averaEe. 

The memory for CCDP is less than  Tor CDP he- 
cause of i t s  DP path. Furthesmor~, t l l ~  iiietttnry re- 
duces in proportion to r. Tlier~fore Ll~e tluantity of 
word patterns in klie system decreases a11r1 iuauy word 
patterns cwi be stored. 

To ~st i rnate  the accitracy of recog~~itian, two kiiltls 
of valiies were defia~ed as iollowa. 

El is the  rate that correct words are first raf~didates 
wl~eil all of the correct wortls are rletected. 

E2 is ~Zie rate of correct tvords a l ~ d  all of the rl~tected 
words w1le11 all of the correct word5 are rletectetl. 

The greater these val tles, tlie I~igllrr i s  t I~c  accuracy 
sf recog~litioit. E l  ancl E2 of CCDP are lower ~ l ~ a n  
those of ODP. Tlris i s  hecal~sc C:C:DP i s  all appros- 
imatio~i of CDP, n i ~ t  the direr~rre is t~ot  so large. 

And considering the matching time, CGDP ia enough 
for practical ~ s e .  From this result, i t  is  clear that the 
co~npressian bawd on dynamic features captures suf- 
ficient features of the sign language. 

8 CONCLUSION 

We preseu ted a sign Ian p a g e  translation system that 
recognizes sign language wards from continuous sign- 
language patterns and translates the words to sen- 
tences. 

To recognize sign-language words, we used continu- 
ous DP matching as used in the field of speech recog- 
nition. Further we improved it in order to rlecrease 
recognition time. 

Witli these methods, the word detection rate was 
97.3% using word patterns of 17 words and 25 sen- 
tences a s  test data. The recognition wm approxi. 
~nately  16 litnes faster tllar~ willlotit compressiol~. 
In tile fntilre, we will increase the words whicli this 

system can recognize, and develop a practical system. 
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