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Abstract—The use of IoT devices is increasingly present in
our daily lives, as they offer many possibilities for developers
and the industry to develop applications, taking advantage of
their connectivity capabilities, low cost, and, often, small size.
As the use of these applications is continuously increasing,
the concerns about the privacy and confidentiality of the data
generated by these devices also increase, since many applications
share the collected data with fog and cloud servers, due to the
computational constraints of the edge devices. Fog and cloud
environments are used to aggregate and analyze data collected
by multiple devices, allowing to summarize these data and to
offer personalized services to the users. As IoT devices can
collect sensitive data from users, such as personal and behavioral
information, it is crucial to handle such data ensuring the
privacy of their owners. Privacy-preserving data aggregation
schemes are proposed in the literature, but many of them
are limited to specific functions and homogeneous data or to
specific contexts, such as smart metering and e-health, and
there is no publicly available tool to handle heterogeneous data.
This paper describes ongoing research that aims to build a
generic data aggregation scheme, taking advantage of Trusted
Execution Environments (TEE) to ensure data and user privacy
and allowing to process heterogeneous data and perform complex
computations, including the use of machine learning algorithms.
We describe the system architecture, our preliminary findings,
and the next steps to implement and validate our proposal.

Index Terms—SGX, security, confidentiality, data processing,
sensitive data, user privacy.

I. INTRODUCTION

The Internet of Things (IoT) concept has gained much
attention in the last years, due to the capacity to create
various new applications by interconnecting many devices,
enabling to explore new domains, such as logistics, healthcare,
surveillance, industrial control, and many others. Despite the
fact that IoT devices have many advantages, including cost,
flexibility, and remote management, the capabilities of these
devices often do not allow to perform more complex tasks due
to processing, memory, and battery constraints. To overcome
these limitations, integration with cloud environments can be
performed [1].

One of the key features of the cloud computing model is the
concept of resource pooling, in which workloads associated
with multiple users (known as tenants) are typically placed

in the same pool of physical resources. Cloud computing
provides elastic scalability features, where the number of
resources can be increased or decreased based on user de-
mand, with minimal management effort or service provider
interaction [2].

Alternatives to cloud computing are edge and fog com-
puting. In the edge computing scenario, there is a local
data processing, with the gateway located together with the
IoT devices [3]. When more processing power is required,
with response time constraints, local servers can be used,
performing data process and storage. This scenario is defined
as fog computing, which can reduce latency and decrease costs
with cloud processing and communication [4]. Data processed
in the edge and fog can also be sent to the cloud, in order to be
analyzed and shared with other systems. Fig. 1 describes the
interaction among devices, edge, fog, and cloud environments.
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Fig. 1. Common scenarios for IoT applications. The arrows represent the
possible communication between the devices and the edge, fog, and cloud
layers.

Fog and cloud environments provide more computational
power to summarize and analyze the data generated by the
IoT devices. This integration brings many advantages to IoT



applications, but some issues concerning data privacy and
confidentiality must be considered, since many IoT applica-
tions deal with sensitive data, such as medical, financial, and
personal information, which can be attractive and valuable for
cybercriminals.

In this sense, protecting data and user privacy is one of the
most critical concerns presently, and data produced by IoT
devices must be handled safely since they can reveal a lot of
information about their owners. A way to deal with sensitive
data in fog and cloud environments is the use of privacy-
preserving data aggregation schemes, but most of them only
support one type of aggregation for homogeneous IoT devices
and do not allow aggregating data from heterogeneous devices
[5]. Furthermore, security is an essential issue for the data
aggregation process [6].

Our work seeks to fill a gap in the literature since aggre-
gation techniques with privacy-preserving for heterogeneous
data and devices are not addressed in other solutions. Many
IoT systems contain heterogeneous devices operating in large,
dynamic, and self-organizing networks, defined as swarm [7],
and there is no public tool that implements and evaluates
privacy-preserving mechanisms for heterogeneous data types
[8].

In this paper, we propose a new scheme to perform data
aggregation from heterogeneous IoT devices in fog and cloud
environments with privacy-preserving constraints, by using a
Trusted Execution Environment, namely Intel SGX. Such tech-
nology provides mechanisms to compute and store sensitive
data in a secure way, ensuring confidentiality and integrity,
and has been largely used in IoT fog- and cloud-enhanced
applications [9].

The remainder of this paper is structured as follows: Section
II describes the concepts of the Intel SGX technology; Sec-
tion III presents the issues regarding privacy-preserving data
aggregation; Section IV discuss the related work; Section V
presents the system architecture of the solution proposed in
this work; Section VI describes the implementation of a proof
of concept; and Section VII concludes the paper and presents
the next steps in our research.

II. INTEL SGX

Software Guard Extensions (SGX) comprises a set of new
instructions added to Intel processors that enables the devel-
oper to put sensitive data and code in a secure region, called
enclave. Enclaves are placed in an encrypted region of mem-
ory, ensuring confidentiality and integrity. This memory has
also access control primitives that prevent malicious software
from accessing data, even the privileged ones, such as the
operating system, hypervisor, and BIOS [10].

The main goal of the SGX is to reduce the Trusted Com-
puting Base (TCB) to a piece of hardware and software, as
shown in Fig. 2. Thus, the surface attack is reduced, resulting
in software that is less likely to be compromised.

When loading the enclaves to memory, SGX is capable to
detect if any part of them has been tampered with, preventing
an enclave with unauthorized modifications from being loaded.
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Fig. 2. Attack surface of a security-sensitive application without and with
SGX enclaves [11].

Also, the enclave is linked to the application that created it,
which is open to any inspection and analysis [10].

Enclaves are able to share data with each other by using
an attestation mechanism, which allows an enclave to prove
that it is legitimate, has not been tampered with, and was
loaded correctly, allowing the creation of a secure channel for
communication. Local attestation is used when both enclaves
are running in the same platform, defining a symmetric key by
a Diffie-Hellman key agreement procedure, authenticated by
the hardware. Remote attestation is also provided, allowing
to create secure communication channels over the network
with third-party devices. Establishing a secure channel must
be linked to the attestation process to prevent an entity from
providing confidential data to an entity other than the enclave
that was attested [12].

SGX also provides mechanisms to store sensitive data
in persistent memory in a secure way, through the sealing
process. Each enclave can request the CPU a unique key, called
sealing key, derived from the enclave identity and the CPU
itself. The sealing feature ensures that only the same enclave
that seals the data can unseal them, and only using the same
CPU [12].

III. PRIVACY-PRESERVING DATA AGGREGATION

Data aggregation is the process of gathering data and
presenting it in a summarized format. Data can be collected
from multiple data sources with the intention of combining
these data sources into a summary for data analysis. Data
aggregation can provide comprehensive and accurate data to
information systems, increasing the reliability and accuracy of
the system and, therefore, it can be considered an important
area of research.

In IoT applications, datasets collected by various devices
are characterized by often containing redundant and highly
correlated data. Thus, data aggregation becomes an effective
mechanism to combine such redundant data and generate
information, being a common operation in IoT systems.

In addition, since many systems collect and manipulate
potentially sensitive data, ensuring the privacy of such data
becomes a first-order concern, especially in IoT applications
aided by fog and cloud environments, where the collected



data is transmitted to other providers, possibly outsourced and
shared with other companies [13, 14].

IV. RELATED WORK

Privacy-preserving data aggregation is a research topic that
has been explored by several authors, with different schemes
being proposed in the literature. Lu et al. [5] highlight the fact
that several proposed schemes do not deal with heterogeneous
data or hybrid devices, not being applicable to many IoT
applications. The authors present a solution to fill this gap
by using Paillier homomorphic encryption to aggregate the
data and one-way hash chain techniques to perform authenti-
cation. Paillier homomorphic encryption is also used by [15],
combined with signature techniques to build a scheme that is
suitable in the edge layer.

Pseudonyms are used by [14] to ensure the device
anonymity, as well the concept of pseudonym certificate is
used to authenticate the devices. Data aggregation is performed
with Paillier homomorphic encryption, with the solution being
applied to fog-enhanced IoT systems. A privacy-preserving
data aggregation scheme for mobile edge computing assisted
IoT applications is presented by [13], protecting the privacy
and providing source authentication and integrity.

Aggregation is also performed in fog and cloud environ-
ments, with [16] presenting a protocol to aggregate smart
meters data in the fog by using homomorphic encryption.
Wang et al. [17] also use homomorphic encryption to perform
data aggregation in the fog and send them to the cloud.
Another protocol is proposed by Shen et al. [18], allowing
dynamic join and exit of terminal devices.

Intel SGX is used to handle sensitive IoT data in fog
and cloud environments. Gremaud et al. [19] presents a
middleware to perform privacy-preserving IoT data processing
at the cloud, hiding data from the cloud provider and any
unauthorized party. Silva et al. [20] present an architecture
for data aggregation in cloud computing applied to a smart
grid scenario, considering two approaches for data security and
privacy: homomorphic encryption and the use of Intel SGX.
Finally, privacy-aware data dissemination is proposed by [21],
with data anonymization and aggregation being performed
with the use of Intel SGX, which proved more feasible than
homomorphic encryption.

Despite the many advances in the area and the different tech-
niques adopted, the proposed solutions for data aggregation in
fog and cloud environments do not treat heterogeneous data
or data from different types of devices, focusing on a specific
application context. Thus, such approaches are not applicable
to many IoT applications, which manipulate and aggregate
data from different sources and which allow dynamism in
the inclusion and removal of devices that make up the data
collection network [5].

V. PROPOSED ARCHITECTURE

With the advent of Trusted Execution Environments (TEE),
mainly the Intel SGX technology, new possibilities to perform
computation over sensitive data can be explored. In this paper,

we propose a new solution to perform IoT data aggregation
ensuring data and user privacy, by using the enclaved execution
provided by Intel SGX. We keep the data totally opaque to the
cloud provider, which may be considered as an untrusted party,
enabling trusted communication channels to transfer the data
from the IoT devices or edge gateway to the fog or cloud
environment. An illustrative schema of the architecture can be
seen in Fig. 3.
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Fig. 3. The architecture of the proposed solution.

The system relies on a data manager to create and handle
several enclaves, which we call trusted aggregators, that will
perform the aggregation functions. The use of SGX enclaves
enables to run complex functions on encrypted data at full
processor speeds, ensuring data confidentiality with a reduced
overhead [22]. The capabilities of Intel SGX include the
execution of machine learning and neural network algorithms
over private and sensitive data [23–26].

The data manager is able to handle multiple aggregators in
a coordinated manner. Data manager also contains an enclave
to handle sensitive information, called enclave controller,
which will receive all data from the edge gateway or the
IoT devices, choosing a specific aggregator to perform the
computations. The enclave controller ensures that all requests
and data received from the devices are manipulated in a trusted
environment.

All the communication between the enclave controller and
the edge gateway and devices is done by using a trusted chan-
nel, created by the remote attestation procedure. As described
in Section II, remote attestation allows the SGX enclave to
communicate securely with third parties over the network, in
addition to ensuring that the enclave was correctly instantiated
and was not tampered with.

Communications between the enclave controller and the
trusted aggregators are also done through a secure channel,



using the local attestation procedure. This procedure ensures
that all data exchanged between them are kept opaque to the
untrusted provider. Also, since the data is also encrypted and
handled inside the enclaves, their confidentiality is maintained,
as well as the privacy of their owners.

All data received by the data manager and the results of
the computations performed by the trusted aggregators can be
stored in the fog/cloud environment in a secure way using
the trusted storage, ensuring data confidentiality and integrity.
Trusted storage relies on the sealing feature, provided by Intel
SGX (see Section II), with the enclave controller requesting a
sealing key to the CPU to encrypt and save all requested data
in the persistent storage. Alternatively, trusted aggregators can
also store data directly in fog/cloud storage.

The use of enclaved execution, provided by Intel SGX, will
allow to manipulate and aggregate heterogeneous data in a
feasible way, with minor overhead, when compared with other
approaches described in the literature, such as homomorphic
encryption [21].

The architecture described in Fig. 3 can be replicated in
fog and cloud environments, allowing a multi-level data ag-
gregation, since the cloud provider may have more computing
power to perform complex data summarization and analysis,
as well may be able to aggregate data coming from different
fog environments.

VI. PROOF OF CONCEPT

A proof of concept is currently being developed to assess
the proposed architecture. Preliminary results demonstrate
that, although the use of remote attestation provides strong
guarantees of data confidentiality and integrity, it imposes a
communication overhead between the parties that must be
considered [27, 28]. SGX attestation also requires the use of
the Intel Attestation Service (IAS) to determine if the platform
the enclave is running on has SGX enabled and if the enclave is
genuine. Thus, we will also evaluate the use of OPERA [29] to
perform the remote attestation procedure between the enclave
controller and edge gateway and IoT devices. Alternatively,
data can be sent using asymmetric encryption after a key
agreement, reducing the computational cost of the operation.

Enclave initialization also imposes a high computational
cost, due to memory allocation, which affects the response
time of the solution, since each trusted aggregator resides
inside an enclave. To address this issue, we will implement
enclave management techniques, such as enclave sharing [27]
and pool [30], to reduce the enclave initialization overhead in
the communication with the trusted aggregators.

VII. CONCLUDING REMARKS AND FUTURE WORK

This paper presented a new scheme to ensure user and data
privacy for data aggregation in fog and cloud environments.
Our scheme relies on Trusted Execution Environment (TEE)
to provide privacy and confidentiality capabilities and enables
the handling of heterogeneous data generated by different
devices, allowing to apply machine learning and other complex
algorithms.

Although this is still a work in progress, a proof of concept
of the proposed scheme is currently being developed. The
implementation will be evaluated in realistic IoT scenarios,
considering a strong adversarial model. A security analysis
of the proposed solution would highlight its strengths and
weaknesses. Also, performance tests will be carried out to
measure the overhead introduced by both Intel SGX and
encrypted communications.
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