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The anonymization of query logs is an important process that needs to be performed prior
to the publication of such sensitive data. This ensures the anonymity of the users in the
logs, a problem that has been already found in released logs from well known companies.
This paper presents the anonymization of query logs using microaggregation. Our proposal
ensures the k-anonymity of the users in the query log, while preserving its utility. We pro-
vide the evaluation of our proposal in real query logs, showing the privacy and utility
achieved, as well as providing estimations for the use of such data in data mining processes
based on clustering.

� 2011 Elsevier Ltd. All rights reserved.
1. Introduction

The search logs generated by a web search engine (from now on WSE) is a great source of information for researchers or
marketing companies, but at the same time their publication may expose the privacy of the users from which the logs were
generated (Jones et al., 2007). There is at least one well known case of released search logs with poor anonymization, which
have been shown to reveal enough information to re-identify some users. The release was done by AOL in an attempt to help
the information retrieval research community, and ended up with not only important damage to AOL users privacy, but also
a major damage to AOL itself with several class actions suits and complaints against the company (EFF, 2009; Mills, 2006).

Ideally, the search logs should be properly anonymized before they become public. The problem is that achieving a desir-
able degree of privacy in search logs is not easy, and presents an important trade-off between privacy and the usefulness of
the data. There are several approaches (Cooper, 2008) to anonymize such data, but they are normally reduced to the deletion
of specific queries or logs. Moreover, common techniques used in statistical disclosure control (SDC) have not been applied to
this specific problem until very recently (Hong et al., 2009; Navarro-Arribas and Torra, 2009).

In this paper, we propose the application of microaggregation to anonymize search logs. This approach ensures a high
degree of privacy, providing k-anonymity at user level, while preserving some of the data usefulness.

The paper is organized as follows. Section 2 introduces the problem and our motivations. In Section 3 we present the mic-
roaggregation of the query logs. Section 4 provides the evaluation of our proposal both in terms of privacy and usability, and
finally, Section 5 concludes the paper.
. All rights reserved.
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2. Motivations: query logs and privacy

As mentioned earlier, the release of query logs from AOL with poor anonymization, was a mistake normally regarded as a
bad initiative taken by the company. Our objective is to provided a stronger anonymization so the release of query logs by
search engine companies can be done without risking the privacy of their users.

A query log from a WSE is composed of lines of the form:
id; q; t; r; uð Þ
where id is the user identifier, q is the query string, t is a timestamp, u is the URL clicked by the user after the query, and r is
the rank of the clicked URL. This format corresponds to logs released by AOL in 2006, Fig. 1 shows some real logs from the
AOL data. The information provided in these logs is the same as the logs from AllTheWeb (Jansen and Spink, 2005), and it
closely resembles other released data from Excite (Jansen et al., 2000) or AltaVista (Jansen et al., 2005). It is normally con-
sidered as a generic query log format.

For our work we have used the AOL query logs. As other released query logs, we have to bear in mind that they have al-
ready been anonymized by normally poor anonymization techniques. Thus, the clicked URL (u) is truncated to the domain
name before publishing as a minor privacy measure. We can also assume that private information from the query terms such
as social security numbers has been removed (Xiong and Agichtein, 2007).

The user identifier (id) is a unique identifier for each user. This identifier can be obtained directly by the WSE, where the
user needs to log in, or indirectly by, for example, a combination of the URL, user agent, and cookies of the user from the Web
server access logs. The user identifier is normally anonymized by a simple hash function or a similar approach. It has been
shown that, even using such anonymization, users can be identified (Barbaro and Zeller, 2006). Moreover, hashing tech-
niques, applied to the query terms, are vulnerable to frequency analysis (Kumar et al., 2007).

Other anonymization techniques have been developed for search logs, such as removing infrequent queries (Adar, 2007),
or more sophisticated techniques to remove selected queries to preserve an acceptable degree of privacy (Poblete et al.,
2010), or to choose the publishable queries (Korolova et al., 2009).

The work presented in this paper departs from an initial approach (Navarro-Arribas and Torra, 2009), which has been
greatly improved both in terms of computational efficiency and on the results obtained.

2.1. Privacy by means of k-anonymity

To ensure anonymity, a well known principle used in statistical disclosure control is k-anonymity (Samarati, 2001; Swee-
ney, 2002), which states that each query to the anonymized data should return at least k equal records. It is clear that ensur-
ing k-anonymity in search logs is a desirable goal, which somehow has been attempted by the previously mentioned related
works. Nevertheless, these works did not completely ensure k-anonymity and the way they attempt to achieve it is by
removing some queries from the log.

In this paper we present a technique to ensure k-anonymity in search logs by means of microaggregation, without having
to explicitly remove any query from the log (although they are somehow perturbed). Moreover we provide k-anonymity at
the user level. That is, in the protected version of the query logs, there are k indistinguishable users, so it is not feasible to re-
identify users as in the case of the released logs from AOL (Barbaro and Zeller, 2006) for some given k.

We can represent each user by a simple ordered tree, grouping all its queries. Fig. 2 shows the representation of the users
from the query logs of Table 1. All requests in the query log belonging to the same user are treated as a single record in the
protection process.
Fig. 1. Example of search query log.

Fig. 2. Example of user query trees.



Table 1
Example of queries.

id Query string Timestamp Rank Clicked URL

id0 (l0, l1) t0 r0 u0

id0 (l0, l2) t1 r1 u1

id0 (l1, l2, l3) t2 r2 u2

id0 (l1) t3 r3 u2

id1 (l4, l0, l1) t4 r4 u4

id1 (l1) t5 r5 u5

478 G. Navarro-Arribas et al. / Information Processing and Management 48 (2012) 476–487
As we will show, our proposal aggregates different users to achieve user k-anonymity, which results in the loss of some
information for each individual in the protected data. Achieving privacy in these scenarios always presents a trade-off be-
tween privacy and utility. In our case, we will show that even achieving a high degree of privacy, the data still preserve en-
ough utility to be used in data mining processes.

In the following sections we will introduce the microaggregation of query logs, and discuss our results.

3. Microaggregation of query logs

In order to apply microaggregation to query logs we have to define the microaggregation process. Next sections introduce
microaggregation and how we use it to protect query logs.

3.1. Microaggregation

Microaggregation is a statistical disclosure control technique, which provides privacy by means of clustering the data into
small clusters and then replacing the original data by the centroids of the corresponding clusters.

Privacy is achieved because all clusters have at least a predefined number of elements, and therefore, there are at least k
records with the same value. Note that all the records in the cluster replace a value by the value in the centroid of the cluster.
The constant k is a parameter of the method that controls the level of privacy. The larger the k, the more privacy we have in
the protected data.

Microaggregation was originally (Defays and Nanopoulos, 1993) defined for numerical attributes, but later extended to
other domains. E.g., to categorical data in Torra (2004) (see also (Domingo-Ferrer and Torra, 2005)), and in constrained do-
mains in Torra (2008).

From the operational point of view, microaggregation is defined in terms of partition and aggregation:

� Partition. Records are partitioned into several clusters, each of them consisting of at least k records.
� Aggregation. For each of the clusters a representative (the centroid) is computed, and then original records are replaced by

the representative of the cluster to which they belong to.

From a formal point of view, microaggregation can be defined as an optimization problem with some constraints. We give
a formalization below using kij to describe the partition of the records in the sensitive data set X (each record denoted as xj).
That is, kij = 1 if record xj is assigned to the ith cluster. Let vi be the representative of the ith cluster, then a general formu-
lation of microaggregation with g clusters and a given k is as follows:
Minimize SSE ¼
Xg

i¼1

Xn

j¼1

kijðdðxj;v iÞÞ2

Subject to
Xg

i¼1

kij ¼ 1 for all j ¼ 1; . . . ;n

2k P
Xn

j¼1

kij P k for all i ¼ 1; . . . ; g

kij 2 f0;1g
For numerical data it is usual to require that d(x, v) is the Euclidean distance. In the general case, when attributes
V = (V1, . . . , Vs) are considered, x and v are vectors, and d becomes d2ðx;vÞ ¼

P
Vi2Vðxi � v iÞ2. In addition, it is also common

to require for numerical data that vi is defined as the arithmetic mean of the records in the cluster. I.e.,
v i ¼

Pn
j¼1kijxi=

Pn
j¼1kij. As the solution of this problem is NP-Hard (Oganian and Domingo-Ferrer, 2001) when we consider

more than one variable at a time (multivariate microaggregation), heuristic methods have been developed.
MDAV (Domingo-Ferrer and Mateo-Sanz, 2002) (Maximum Distance to Average Vector) is one of such existing algo-

rithms. It is explained in detail in Algorithm 1, when applied to a data set X with n records and A attributes. The implemen-
tation of MDAV for categorical data is given in Domingo-Ferrer and Torra (2005).
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Note that when all variables are considered at once, microaggregation is a way to implement k-anonymity (Samarati,
2001; Sweeney, 2002).

Algorithm 1.
3.2. Distance and aggregation of query logs

To microaggregate user queries of the form shown in Fig. 2, we need to define a proper distance function for the partition
step of the microaggregation and an aggregation operator to be used in the aggregation step.

We will denote the user query tree for a given user idi as:
qðidiÞ ¼ idi; ui
� �
where ui ¼ ui
1;ui

2;ui
3; . . .

� �
is the vector of queries for user idi. That is, ui

j corresponds to the jth query for user idi, and is

composed of ui
j ¼ ti

j; r
i
j;u

i
j;/

i
j

n o
, where /i

j ¼ l0;l1;l2; . . .
� �

is the query string (search terms used in the query). We will also

use juij as the number of queries for user idi, and /i
j

��� ��� as the number of terms (words) in the query j of user idi.
A previous step to the microaggregation is the normalization of the numeric data: timestamp, rank, number of queries per

user, and number of terms per query. In general, given an attribute A with maximum value max(A) and minimum value
min(A) in the original log, the normalization of xi (the original values) and denormalization of x0i (the protected values)
for all xi 2 A, and x0i 2 A0 is given by:
normðxiÞ ¼
xi �maxðAÞ

maxðAÞ �minðAÞ
denorm x0i

� �
¼ x0iðmaxðAÞ �minðAÞ
� �

þminðAÞ
The normalized number of queries for user idi is denoted as juij, and the normalized number of terms in the query ui
j as j/i

jj.

3.2.1. User query distance
The distance is calculated as the aggregation of several distance functions for each pair of user queries. We define the dis-

tance functions used as:

� deuclidðx; yÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� yÞ2

q
: Euclidean distance will be used for the rank.

� dt(ti, tj): Distance between two timestamps t1, t2, as the Euclidean distance of the UNIX epoch representation of the
timestamps.
� du(ui, uj): Distance between two domain names (the clicked URL). Given two domain names: X = xn . . . x0, and Y = ym . . . y0,

and assuming m P n, the distance is given by
duðX;YÞ ¼
Xm

i¼0

wiai
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where wi = 2m�i/(2m � 1) and ai = 0 if xi = yi (case-insensitive string equality) or 1 otherwise. That is, du is a weighted mean
of ai. Note that we consider most relevant the right-most part of the domain name.
� dlev(x, y): The normalized Levenshtein or edit distance between two strings x, y. The distance calculates the minimum

number of edits (insertion, deletion, or substitution) needed to convert one string into the other. The value is then nor-
malized by the maximum length of the strings.
� d/(/i, /j): Distance between two query strings (the terms introduced by the user). The distance is computed as:
d/ð/i;/jÞ ¼
1
3

2 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
j/ij � j/jj
� �2

r
þ dHð/i;/jÞ

 !
ð1Þ
where dH is the Hausdorff distance defined in the metric space (l, dlev), where l is the set of all words li. Each query is
seen as a set of words, /i ¼ li

1;li
2; . . .

� 	
, and the edit distance is used to compare the words. Thus
dHð/1;/2Þ ¼ maxðIHð/1;/2Þ; IHð/2;/1ÞÞ ð2Þ
where
IHð/1;/2Þ ¼max
li2/1

min
lj2/2

dlevðli;ljÞ
Note that d/ considers the similarity of the words between the query strings relying in the edit distance, but also takes
into account the size of the query in number of words, something that the Hausdorff distance does not measure.

� du(ui, uj): Distance between two single queries of the form ui = (ti, ri, ui, /i), as a mean of the corresponding distances:
duðu1;u2Þ ¼
1
6

dtðt1; t2Þ; deuclidðr1; r2Þ; duðu1;u2Þ;3 � d/ð/1;/2Þ
� �

ð3Þ
Given the previous distance functions, the distance between two users is calculated as:
dðqðid1Þ; qðid2ÞÞ ¼
1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ju1j � ju2j
� �2

r
þ dHðu1;u2Þ

 !
ð4Þ
where dH is the Hausdorff distance in the metric space (u,du), where u is the set of all queries ui.
Note that we consider the number of queries of both users and the similarity of the set of queries between the users. The

purpose of the distance is to form clusters of similar users. That is, users with a similar profile of search queries.

3.2.2. Comments on the distance function
We have chosen the distance functions attempting to provide the more straightforward measure for each part. Numeric

values use Euclidean based distances, which are widely used and accepted in continuous data protection methods (especially
in statistical disclosure control). The distance for domain names, clearly weights the most relevant part of the domain name.
This distance was successfully applied to the anonymization of access logs from Web servers (Navarro-Arribas and Torra,
2010).

The query strings distance from Eq. (1) is more elaborated. It first computes the Hausdorff distance between the set of
terms of each query using the Levenshtein distance between terms (strings) as shown in Eq. (2). Since the Hausdorff distance
does not take into account the number of elements in each set we have also introduced a measure of the number of terms,
computing the Euclidean distance between the normalized number of terms of each query. Note also that the Hausdorff dis-
tance has more weight than the distance between number of queries (double weight). This is so, because we consider more
important the similarity of the string itself than the length of the query. Moreover, when we consider the distance between
single queries in Eq. (3), the distance between the query strings has more weight, prevailing over the other parts.

A similar approach is used to compute the final distance between two users in Eq. (4), where we use the Hausdorff dis-
tance between the set of queries of each users and also consider the distance between the number of queries of each user. In
this case both measures have the same weight. The number of queries is in this case more relevant due to the aggregation
process that will be described in Section 3.2.3. Aggregating users with very different number of queries will result in higher
information loss.

Finally, it is important to remark that the objective of the distance function is to group similar users, or users with the
same search profile, together. Nevertheless a very relevant part is the distance between the terms of the queries which at
the end relies in the Levenshtein or edit distance. This distance only takes into account syntactic similarities and does not
actually consider the semantics of the queries. Thus, our method can be seen as a user anonymization and protection at syn-
tactic level. A semantic approach could lead other interesting results which are to be explored.

3.2.3. User query aggregation
To find the centroid of a cluster of user queries, we compute their aggregation ðCÞ as the aggregation of each part of the

user queries:
Cðqðid1Þ; . . . ; qðidkÞÞ ¼ id0;Cuðu1; . . . ;ukÞ
� �
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where id0 is a temporary identifier for the centroid that will be replaced by the original user id in the protected dataset. And
the aggregation of queries Cu is defined as:
Cuðu1; . . . ukÞ ¼ Cu u1
1; . . . ;u1

ju1 j

� �
; . . . ; uk

1; . . . ;uk
juk j

� �� �
¼ u� ¼ u�1; . . . ;u�ju�j

� �

The centroid u⁄ is composed of queries from the cluster queries ui for i = 1 . . . k. For each original query vector ui, that is, all
queries from user i, we pick a sub-vector u⁄,i of queries such that:
ju�;ij ¼ ju
�j � juijPk
j¼1jujj
These queries, u�;i ¼ u�;i1 ; . . . ;u�;iju�;i j
� �

, are such that preserve the frequency of query strings from the original query ui. That

is, in a more formal way, given a frequency function f on query strings, we require that,
f u�;iq

� �
’ f ðuiÞ
where
f u�;iq

� �
¼

uju ¼: u�;iq and u 2 u�;i
n o��� ���

ju�;ij
where ui ¼
: uj if the query string of both queries are equal, that is, if and only if /i = /j.

The other parts of the query are aggregated by using the arithmetic mean for the rank and the timestamp, and general-
izing the URL to the right-most common part (sub-domain).

4. Evaluation

To evaluate our proposal we have tested the microaggregation of real data from the AOL logs released in 2006, which cor-
responds to the queries performed by 650000 users over three months. For our tests, we randomly select 1000 users from
the logs, which correspond to 55666 lines of query logs.

In the following sections we measure the privacy achieved by our method, and the utility of the protected data. We also
evaluate the utility of the protected data in data mining processes, and provide an analysis of the frequency of queries and
words.

4.1. Profile exposure level

For each user id we have her original set of queries u and the corresponding protected ones u0, which have been protected
by means of our microaggregation method. Note that u and u0 can be seen as two random variables, which can take so many
values as different queries they have and with probability proportional to the number of repetitions.

In order to verify that our method protects the users’ queries obtaining k-anonymity we have used the Profile Exposure
Level (PEL) (Erola et al., submitted for publication) that is defined as follows:
PEL ¼ Iðu;u0Þ
HðuÞ � 100
where H(u) is the entropy of the original set of queries, and I(u, u0) is the mutual information between u and u0.
PEL measures the percentage of the user information that is exposed when u0 is disclosed. Thus the user information is

calculated as the entropy of u, and the mutual information gives a measure of the information that u0 provides about u, i.e.
when u0 is known, how does it reduces the uncertainty about u. So, if we divide the I(u, u0) by H(u) we obtain the percent-
age of information that attackers can deduce of u by means of u0. In order to protect the users’ privacy, the percentage
should be as low as possible.

We have microaggregated the 1000 users from the AOL logs for k 2 {2, . . . , 50}. Then we have computed the PEL for each
user and value of k.

Fig. 3 shows for k = {2, . . . , 10} the theoretical level of privacy, i.e. the k-anonimity, and the average of the PEL obtained.
Thus, we can see that our method offers k-anonymity, since the theoretical and the PEL obtained experimentally are very
close.

4.2. Information loss

The first usability measure for categorical data was presented in Domingo-Ferrer et al. (2001). The authors proposed an
entropy-based measure to evaluate the information loss in SDC. In the same line, Lixia and Jianmin (2009) proposed to mea-
sure the information loss as:
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ILR ¼ original entropy� new entropyj j
original entropy

� 100
We have used the ILR (Information Loss Ratio) to evaluate the utility of our proposal with the same files obtained
previously when we calculated the PEL. Thus, we have 1000 users and their original queries, and for every k 2 {2, . . ., 50}
the protected queries for every user. Fig. 4 shows the data utility broke down according to the parameter k of the microag-
gregation. It can be observed that when the k increases (thus, the number of user per cluster increases), the information loss
of the user also grows. Note that minor fluctiations are due to small and expected perturbations in the microaggregation
process.
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4.3. On the relation of the PEL and IRL

The PEL and the ILR help us to establish a trade-off between privacy and usefulness of the data (information loss).
Using a greater k we have a high information loss (ILR), as we can see in Fig. 4. For k = 35 we loose the 50% of the users’

information, and for k = 3 we loose only the 10%. The minimum ILR provides the most utility data, so we should select the
smallest values of k.

Nonetheless, as it is shown in Fig. 3 a greater k offers more privacy to the users, i.e. their profiles are less exposed. For
instance, when k = 2, 50% of the user’s profile is exposed, and for k = 10 only the 10% is exposed. From the privacy point
of view a greater k would be recommendable to protect the privacy of the users. However, we consider that a user’s profile
has enough protection if the PEL is at least of 40%, i.e. k = 3 (see Erola et al. (submitted for publication)).

Thus, we can conclude that the optimal k for the microaggregation is k = 3, because we obtain a reasonable privacy level
(PEL) and a low information loss (ILR).

Note also that the number of records for each user is not very relevant, since all measures and operations are based on
percentages. Obviously, users with extremely low number of queries (one or two) will lose a lot of information (close to
100%) in the protected version. Nevertheless this won’t affect to the overal results in normal situations (recall that we are
dealing with real data from the AOL search engine, where the number of queries per user is relatively large (Pass et al.,
2006)).

4.4. Utility in data mining

Query logs are normally used in data mining processes for their analysis. To evaluate the utility of our protection method
in data mining we have considered clustering as a generic data minig process. There are several data mining techniques, from
which clustering is one of the most popular (Baeza-Yates et al., 2007; Beeferman and Berger, 2000; Beitzel et al., 2007).
Although normally the clustering of query logs is performed with some customized and more elaborated clustering, we show
our results on a simple clustering just to give a generic idea.

We have compared the clustering of protected data with the clustering of the original data. We have used the k-means
algorithm to cluster user query logs relaying in the distance and aggregation functions described in Sections 3.2.1 and 3.2.3.

To compare the clusters obtained in the original data and the protected data, we have used two different well known in-
dexes: the Jaccard index and the Rand index.

We denote the partition of the original data as P, and the partition of the protected data as P 0. Let P = {pi, . . . , pn} and
P0 ¼ p01; . . . ;p0n

� 	
(both partitions have the same number of clusters). We define r, s, t, and u as the number of pairs of ele-

ments (a, b) such that:

� r: a and b are in the same cluster in P and P 0.
� s: a and b are in the same cluster in P but not in P 0.
� t: a and b are in the same cluster in P0 but not in P.
� u: a and b are in different clusters in P and P 0.

Then the indexes are defined as:

Jaccard index
JIðP;P0Þ ¼ r
r þ sþ t

Rand index

RIðP;P0Þ ¼ r þ u
r þ sþ t þ u

Fig. 5 shows the Jaccard and Rand indexes comparing the original data with the data protected with k 2 {3, 5, 10, 20,
30, 50}, using the k-means algorithm with j = 2 . . . 500. We use j to denote the k parameter of the k-means algorithm, which
corresponds to the number of clusters. As the number of clusters increases, the indexes are closer to 1, meaning that both
partitions are very similar. Regardless of the k used in the microaggregation process, we obtain similar results for both
indexes.

More interesting is to see the differences between the indexes as the microaggregation k is incremented. As noted in Sec-
tions 4.1 and 4.2, as this k increments, we achieve more privacy but less utility. Given a protected dataset with k = 3 and
another with k = 50, Fig. 6 shows the difference between the clusters of the two datasets, as the k-means j increases. The
straight line denotes de difference between the Jaccard index of both datasets, and the doted line the difference between
the Rand index.

Although the values for the indexes in Fig. 5 seem similar. We can see in Fig. 6 that the differences between the same
index but for the two different values of k (3 and 50) decrements as the k-means j increases. This means that if we are going
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Fig. 5. Rand and Jaccard indexes for aggregated data with k 2 {3, 5, 10, 20, 30, 50}.
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to cluster data in the data mining process with relatively big j, we can use a relatively big k in the microaggregation. That is,
we can provide high privacy protection to the data while preserving the partitions of the clustering.

Note that we are clustering users (or user profiles) using the same user distance used in the microaggregation process.
This anticipates that the relatively good results were expected from how the protected log is generated. We think that this
is the main reason that makes microaggregation a good protection technique for privacy-preserving data mining when a dis-
tance-based clustering is used in the data mining process. The example described here is just an exemplification of this state-
ment. Some particular data mining application where our protection method will provide good results are in fact those
making use of some clustering technique: categorization, classification, etc.
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4.5. Frequency analysis

We have also analyzed the frequency of queries in the protected data. Fig. 7 shows the frequency of the 10 most popular
queries in the original data, and their evolution in the protected data as the microaggregation k increases. Note that k = 1 in
the figure corresponds to the original data.

Although there are variations in the frequency, they are very low. Most relevant is that in all the protected data the same
10 queries are the 10 most popular, with some minor exceptions.

If we take a look to the frequency of single words, excluding common stop words, we see a similar result. As shown in
Fig. 8, frequency of words is relatively preserved. There are some concrete cases where a given word disappears with big
values of k, but the overall result is quite good.
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Normally this kind of studies are performed with much bigger datasets (note that the most frequent word appears less
than a 2.5%). The fact that our method preserves the frequencies with relatively smaller sets, points to a even better pres-
ervation in bigger datasets.

5. Conclusions

In this paper we have provided a technique to ensure user k-anonymity in query logs by microaggregation. The query logs
can be protected to prevent the disclousure of sensitive information, and the reidentification of users, in order to make them
public. The main advantage of our proposal with respect to previous ones, is that it provides user k-anonymity. That is, from
the protected data set, there are k indistinguishable users. Any attack which attempts to re-identify a user, will end up with a
set of k potential users, so the probability of reidentification is directly related to the size of the parameter k used in the
microaggregation.

To provide microaggregation at user level, we have defined a new user distance and aggregation operator. The user aggre-
gation described in Section 3.2.3 was designed in order to be as computationally efficient as possible. Note that the most
important part is the aggregation of the queries since it is the information that will be more valuable in future analysis. Note
also that queries are aggregated separately. An alternative could be to actually mix the terms of queries from different users
to end up with new queries that somehow summarize all the users’ queries. We opted for the fist approach given the com-
plexity that the second one imposes, and also because it already produced satisfactory as show in Section 4.

The other parts of the query are aggregated with the most common aggregation operators used in data privacy and sta-
tistical disclosure control. Other operators could easily be used, if required.

As always happens with statistical disclosure techniques, there is a trade-off between privacy and usability. We have
shown that our proposal, besides providing k-anonymity, maintains to some extend the information of the original logs.
Both, in terms of the information regarding the users, and in the use of the data for data mining. Our proposal can be seen
as an efficient and relatively simple method to protect query logs, when compared to existing solutions, to ensure a high
degree of anonymity and privacy.
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