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Abstract. In this paper, the modified weighted g-fair (MWGF') schedul-
ing scheme with rise over thermal (RoT) filling is proposed for QoS guar-
anteed services in DS-CDMA uplink networks, in which RoT is directly
related to the loading factor of a wireless network. The proposed scheme
computes priorities of QoS guaranteed traffic for each slot based upon
the weighted values of the QoS factor, channel factor, and fairness fac-
tor. Once priorities are assigned, power and rate used for each user are
computed within a limited RoT by using RoT filling, which adjusts the
transmit rate of the traffic assigned least priority. The proposed algo-
rithm increases more throughput by 6 to 10 % compared to that of the
current autonomous rate control (ARC) scheme. It also lowers transmis-
sion delays and ensures more fairness in delay outages than the round
robin scheduler and ARC scheme.

1 Introduction

In 3G wireless networks, link adaptation and channel scheduling are key tech-
niques used for dynamic resource management. In a cdma2000 1xEV-DO type
downlink, adaptive modulation and coding (AMC) as well as proportional fair-
ness (PF) scheduling have improved the overall performance of high data rate
services [1]. The modified largest weight delay first (MLWDF) [2] and exponen-
tial (EXP) [3] algorithms have been proposed for real-time services. An adaptive
EXP/PF algorithm has also been proposed for applications in multiple QoS
service traffic experienced in a 1xEX-DO downlink [4].

The proposed uplink system should offer QoS to multimedia traffic as well as
control multiple access interference, as not to overload the system. A cdma2000
1x (IS-2000) like uplink control scheme called autonomous data rate control
(ARC) is employed in 1xEV uplink [5]. This distributed control scheme can nei-
ther support the various QoS requirements nor hold RoT constraint, which is
associated with system loading, and used in highly traffic loaded environments.
The weighted proportional fairness (WPF) algorithm was proposed to schedule
the best effort services for the uplink [6]. However, it did not yet consider delay



requirements necessary for efficient QoS guaranteed services. In this paper, we
take into consideration a scheduling algorithm for applications in QoS guaran-
teed services in cdma2000 type uplink, and propose a modified weighted g-fair
(MWGF) algorithm for by using the notion of the WPF [6], MLWDF [2] and
G -fair [7]. The total performance of the proposed algorithm is evaluated with
simulations and compared with those of the ARC scheme as well as round robin
scheduling algorithm.

The remainder of the paper is organized as follows. In section 2, the conven-
tional uplink MAC algorithm for cdma2000 is presented. In section 3, proposed
uplink scheduling schemes are presented. The total performance of the schemes
is studied in section 4 by simulation. Finally, conclusions are made in Section 5.

2 Uplink MAC Algorithm for CDMA Cellular Networks

The uplink MAC is used to control the data rate at which the access terminals
transmit. The access networks control the data rates of the mobile users by
using two mechanisms: Reserve rate limit, and Reverse activity bit (RAB) and
the transition probabilities.

2.1 Reverse Rate Limit

In autonomous data rate control (ARC) scheme, the user can send data anytime
regardless of transmitting of the uplink traffic channel request message. The user
initially starts to send his or her message at the lowest data rate. Then, if the
user receives an idle RAB from the base station (BS), it will increase the data
rate to the next higher level or transmission power level. If the user receives a
busy RAB, it will decrease the data rate to the next lower level or transmission
power level. However, when the data rate reaches its minimum, maximum, or
the required transmit power of a mobile user exceeds the maximum available
transmit power, the current data rate is maintained.

2.2 Reverse Activity Bit and Transition Probabilities

The RoT, defined as the total received power to thermal noise ratio occurring
in a specific BS, is the parameter used to determine the network’s capacity. The
BS measures the received RoT given in (1).
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where Pry ; is the transmit power of the i-th user, L; is the radio path loss, I},

is the other cell interference from the k-th cell, and NoW is the thermal noise.

The RAB is determined by equation (2) and broadcast to all users in the cell,

in a regular manner.

RoT =

idl@, if RoT' < ROTeetpoint

RAB = {busy, if RoT > RoTsetpoint (2)



where RoTetpoint is the threshold of the RAB operation. This threshold is gen-
erally set smaller than RoTj;my;: which is the pre-determined receive interference
level of BS. Fig. 1 shows the autonomous data rate transition process along with
transition probabilities. Two rate transition probabilities can be defined for use
in rate transition. If the RAB is idle, the user can transit to the higher data rate
with the probability, p as shown in Fig. 1 (a). If the RAB is busy, the user can
transit to the lower data rate with the probability, ¢ as presented in Fig. 1 (b).
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Fig. 1. Reverse rate transition process (N: the number of available data rates)

3 Uplink Scheduling for CDMA Cellular Networks

In a DS-CDMA uplink, there are two system constraints. One is the limited
transmit power of each user and the other is the receive interference level of the
base station (BS). Therefore, the uplink scheduler is used to determine how to
allocate the available amount of power to each user without exceeding the pre-
determined interference level as well as priority determination [6][8]. The channel
scheduler of a cdma2000 uplink can serve some users simultaneously within the
pre-determined RoT limit value, while the channel scheduler of a TDM type
1xEV-DO downlink allocates the full power of the BS to one user in each slot.
Since the BS does not identify queue status of each user’s traffic, the schedul-
ing and rate/power allocation should be determined at the BS by data rate
requests and the queue status from users. Then, the uplink scheduling scheme
has three stages as shown in Fig. 2. First, each user requests a desired transmit



data rate and informs the queue status to BS. Secondly, the BS performs the
scheduling process by executing two phases, i.e. scheduling and rate/power allo-
cation. Since the cdma2000 uplink has two constrains on the available amount
of transmit power as well as receive interference, which make joint determina-
tion of scheduling and simultaneous rate/power allocation very difficult, schedul-
ing is first processed and subsequently followed by power/rate allocation. After
scheduling and rate/power allocation processes are completed, the users can
transmit their traffic by using contention-free dedicated resources. Since it re-
quired three stages to transmit data from initial demand of channel, uplink
scheduling has at least two potential delay slots.

BS Scheduler User
Slot n-1
1. Data rate request
Slotn 2. Scheduling,
Rate/Power Allocation
Slot n+1 -

3. Data Transmission

Fig. 2. Uplink scheduling schemes for a DS-CDMA system

Most distributed control schemes can neither support various QoS require-
ments nor hold the RoT constraint which is associated with system loading, and
designed for use in highly traffic-loaded environments. The WPF centralized
scheduling scheme was proposed to schedule the best effort services for use in
the uplink [6]. We take into consideration a scheduling algorithm for use with
QoS guaranteed services, and propose innovative MWGF algorithms.

3.1 Weighted Proportional Fairness (WPF)

In [6], the WPF algorithm was proposed for the uplink in order to ensure best
effort services and results demonstrated the trade-off between throughput and
fairness. The scheduler determines user priorities by applying the following met-

rics:
RTed 1/«
P = w; - (11%1) (3)

where w; can be corrected to existing channel conditions in order to give a
higher priority to the mobile users with better channels. Hence, it introduces
another degree of freedom in adjusting fairness. The expression R;“//R; is a
well-known PF factor [6].



3.2 Proposed Scheduling Algorithm: Modified Weighted G-Fair
(MWGF)

We adopt the MWPF scheduling algorithm for used in QoS guaranteed services,
whose priority metrics are given in (4):

PG (@) (W) (R)' @
where C; is the service grade factor of the i-th user and can be determined by
the user’s subscribing class grade such as gold, silver or bronze. The symbol Q;
represents the QoS factor and is given as (5):

D;
Qi = Drea (5)

where D; is the head of line (HOL) delay and D;? is the required delay QoS
class in which the i-th user belongs. Normalization factor identified by D;“? can
have a priority value weighted by the amount of each user’s delay sensitivity.
In [6], the forward link signal to interference and noise ratio (FL SINR) was
used as a channel factor. However, we assume that the uplink pilot channel in
a cdma2000 1xEV provides continuous channel estimation, so that the channel
factor could be set to the uplink path loss value given in (6), instead of FL SINR:

W; = UL Path Loss; (6)

We also consider the normalized uplink path loss presented in (7), as another
candidate of the channel factor:
UL Path Loss;
W, = 7
UL Average Path Loss, 0

Finally, F; is the fairness factor that can be set to the G-Fair factor given in

(8).

R ()

(3

Fi = (8)
where R “//R; is a well-known PF factor. The uplink rate request R;? is

determined by the user’s buffer status and does not include the channel condition
as defined in (9).

R}“Y = min(traffic rate, regional rate, service grade rate) (9)

where traffic rate represents the data rate required to transmit the remaining

data volume. When the regional rate is the user’s maximum available transmis-
sion rate predetermined by user’s distance from the BS, and the service grade
rate is the maximum available transmission rate associated with the user’s ser-
vice grade [5]. The symbol h(z) represents a user-specific function that specifies
the fairness behavior. If h(x) is constant, the scheduler attempts to provide the
same average throughput to all users. If h(x) = x, the g-fair scheduler becomes
the proportional fair scheduler that we currently use [7].



3.3 Proposed Rise over Thermal Filling

Since cdma2000 uplink has two constrains concerning the limited transmit power
and receive interference, which make joint determination of scheduling and si-
multaneous power /rate allocation very difficult. Therefore, scheduling is first
processed and subsequently followed by power/rate allocation. Once user re-
quests are prioritized, then the transmit power, Prx ; is calculated at the BS as
follows,

= —_ 10
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where Ej /Ny is the bit energy per noise ratio, W is the signal bandwidth, L is

the channel path loss, and ;44 is the total interference [9]. Once the required
power levels are calculated, the scheduler starts allocating power to users in a
decent order of priorities while computing the RoT value given in (1), and the
BS can only allocate power levels within the available RoT limit value. This
RoT filling technique is applied to the scheduling schemes. If the RoT value
exceeds the RoT limit, while computing RoT, the data rate of the last filled
user is decreased to the nearest level so that the computed RoT value does not
exceed the RoT limit. Then, all users start transmission with these given rates
and powers.

4 Simulations: QoS Guaranteed Service Assumption

4.1 Simulation Environments

Six video telephone users are assumed to be uniformly distributed within a cell.
They have the minimum required rate of 64.3 kbps and very strict slot delay
constraints (around 10 to 30 msec). These 19 circular cells with a 1.44 km cell
radius are assumed, but simulation results have been extracted from the center
cell only. The uplink reuse fraction is set at 0.55. Other simulation parameters
are listed as follows:

- Signal BW: 1.2288 MHz

- Target Eb/No : 3.10 dB (for all users)

- Tx power limit: 23.0 dBm (200 mW)

- Slot size: 1.67 msec (1xEV-DO)

- Propagation model: 28.6 + 35l0g1o(dmeter) dB

- Shadowing: Log normal with a standard deviation of 8.9 dB
- Rayleigh fading with Doppler frequency, 10.0 Hz
- Max propagation loss: 146.0 dB

- BS antenna gain: 5.0 dB

- Thermal noise density: -174.0 dBm/Hz

- RoT limit: 10.0 dB



The available transmission data rate of users can be selected according to 1xEV
data rates: 0(NULL), 9.6, 19.2, 38.4, 76.8, 153.6, 307.2, 614.4, and 1,024 kbps [5].
The regional rate differentiation is also applied to our simulation. The distances
from the BS to the user as well as regional rate constraints of users are shown
as Table 1. We have investigated three schemes: ARC, MRR, and the MWGF
scheduler:

(Scheme 1) ARC scheme: simulations were conducted for the ARC of 9.0
dB RoT set point and 8.0 dB RoT set point respectively. The rate transition
probabilities were set to p = ¢ = 0.5.

(Scheme 2) Modified round robin (MRR) scheduler: a priority rotation
method is used, in which the priorities were rotated among users. For example,
if the priority orders were (User 1, User 2, User 3, User 4, User 5, User 6) in the
n-th slot, the priority orders were (User 2, User 3, User 4, User 5, User 6, User
1) in (n+1)-th slot, and the priority orders will be (User 3, User 4, User 5, User
6, User 1, User 2) in the next slot. The priorities for the subsequent slots will be
rotated in every slot.

(Scheme 3) Proposed MWGF scheduler: the proposed scheduling algo-
rithms were investigated for three different factor choices. The discrepancy cal-
culated three versions is shown in Table 2. The weighting indexes are set to
a=2.0~6.0,0=0.5, c=1.0. These values were chosen through trials, experi-
mentations and simulations in order to find nearly optimal values.

Table 1. User’s average geometry and regional rate

User Average distance from BS [m] Regional rate [kbps]

1 72.01 1,024
2 996.86 614.4
3 724.11 1,024
4 129.58 1,024
5 903.46 614.4
6 541.41 1,024

Table 2. Investigated MWGF algorithms applied in various simulation scenarios

Factor Algorithm 1 Algorithm 2 Algorithm 3

1. Service grade No use No use No use

2. QoS Normalized delay =~ Normalized delay Normalized delay
3. Channel UL path loss Normalized path loss Normalized path loss

4. Fairness Conventional PF Conventional PF G-Fair (h(z) =1)




4.2 Throughput and Delay Performance

Fig. 3 shows the total throughput of the investigated schemes. The scheduling
schemes, i.e. MRR and MWGF, produce more throughput when compared to
those of the ARC schemes by 6 to 10 %. These improvements originate from the
multi-user diversity gain of the centralized scheduling schemes [1]. Fig. 4 shows
the user throughput of the best geometry user (User 1) and that of the worst
geometry user (User 2). Since User 2 has excessively poor channel conditions,
User 2 can not be served with the 64.3 kbps minimal rate used in ARC schemes.
Therefore, User 2 needs to be allocated more channel resources.

385.4 385.8 385.8 385.8

Total throughput (kbps)

T T T T T
ARC(8dB) ARC(9dB) MRR MWGF1 MWGF2 MWGF3

Fig. 3. Total throughput for the investigated schemes

Table 3 shows the average transmission delay of the best geometry user (User
1) and that of the worst geometry user (User 2). In the MRR scheme, it is shown
that throughput of User 2 can be served with a transmission speed around the
minimal rate, but User 2 suffers very a large delay compared to the MWGF
scheme. This indicates that the round robin can allocate channel resources to
users by fairly with reference time, but cannot allocate the channel resources in
an adequate channel scheduling time.

4.3 Delay Outage Probability Performance

Fig. 5 displays the delay outage probability of users in the MRR algorithm. It
is shown that user 2 suffers a very large delay outage probability. Fig. 6, 7 and
8 show the outage delay probability of the proposed algorithms: Algorithm 1,
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Fig. 4. Throughput for the best geometry user and the worst geometry user

Table 3. Average delays for the best geometry user and the worst geometry user

Best channel condition Worst channel condition

(User 1) (User 2)
ARC (8 dB) 45.94 msec 464.0 sec
ARC (9 dB) 30.27 msec 376.0 sec
MRR 7.03 msec 4.53 sec
MWGEF 1 9.03 msec 16.88 msec
MWGEF 2 10.15 msec 9.93 msec
MWGEF 3 10.32 msec 9.59 msec




Algorithm 2, and Algorithm 3. In Algorithm 2 and Algorithm 3, the difference
between user with the best delay performance and the worst one is smaller than
in Algorithm 1. The figures indicate that the 10~2 outage of Algorithm 1 can be
achieved within around 35 msec, and those of Algorithm 2 and Algorithm 3 can
be obtained within 20 msec. Algorithm 2 and Algorithm 3 produce increased
fairness when compared to Algorithm 1 and the MRR with regard to delay
outage.
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Pr(transmission delay > x)
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Fig. 5. Delay outage probability of the modified round robin scheduling scheme

4.4 Effect of Weighting Index on MWGF Scheduling Scheme

Fig. 9 shows the average transmission delay of the proposed schemes according
to their weighting indexes. In this figure, we set the QoS weighting index a
to 2.0 to 6.0. Symbols b and ¢ are fixed at (b = 0.5, ¢ = 1.0). Therefore, as
QoS weight a increases, average transmission delays decrease. Since the channel
factor of Algorithm 1 is not normalized, the effect of the increase of a is the
largest among the proposed Algorithms. Fig. 10 shows average received RoT
level of the proposed schemes, calculated according to their weighting indexes.
It is shown that as a increases, the RoT level of Algorithm 1 decreases from 8.6
dB to 8.3 dB, and those of Algorithm 2 and Algorithm 3 increase 8.25 dB to 8.4
dB respectively.

The proposed algorithm produces increased throughput of 6 to 10 %, when
compared with the autonomous rate control and demonstrates lower transmis-
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Fig. 8. Delay outage probability of the proposed MWGF Algorithm 3 (weighting index:
a=4.0,b=05,c=1.0)

sion delays as well as increased fairness than the round robin scheduler. It also
displays a 8 to 8.5 dB received RoT level.

5 Concluding remarks

The MWGF scheduling scheme was proposed for use in QoS guaranteed services
in a cdma2000 type uplink. The proposed scheme mainly focuses on computing
priorities used for QoS guaranteed traffic based on the weighted values of QoS,
channel, and fairness factor. Once priorities were assigned, power and rate for
each user were computed within a limited RoT level by using RoT filling, which
adjusted the overall user traffic transmit rate. The proposed algorithm produces
6 to 10 % increased throughput when compared to that of autonomous rate con-
trol (ARC) scheme and ensures lower transmission delays as well as more fairness
in delay outages than either the round robin scheduler or the ARC scheme. It is
also demonstrated that the choice of weighting index by the proposed scheduling
algorithm allows trading off received RoT level and transmission delays.
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