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Abstract

We study recent algebraic attacks (Briaud-Øygarden EC’23) on the
Regular Syndrome Decoding (RSD) problem and the assumptions un-
derlying the correctness of their attacks’ complexity estimates. By re-
lating these assumptions to interesting algebraic-combinatorial problems,
we prove that they do not hold in full generality. However, we show that
they are (asymptotically) true for most parameter sets, supporting the
soundness of algebraic attacks on RSD. Further, we prove—without any
heuristics or assumptions—that RSD can be broken in polynomial time
whenever the number of error blocks times the square of the size of error
blocks is larger than 2 times the square of the dimension of the code.

Additionally, we use our methodology to attack a variant of the Learn-
ing With Errors problem where each error term lies in a fixed set of con-
stant size. We prove that this problem can be broken in polynomial time,
given a sufficient number of samples. This result improves on the seminal
work by Arora and Ge (ICALP’11), as the attack’s time complexity is
independent of the LWE modulus.

1 Introduction
Regular Syndrome Decoding. The Syndrome Decoding (SD) resp. Learn-
ing Parity with Noise (LPN) problem is one of the foundational problems at the
heart of coding theory, and it is used as a standard assumption to prove the
security of a multitude of cryptographic constructions in code-based cryptog-
raphy. Further fueled by the surge of interest in post-quantum cryptography,

‡Part of this work was done while Ünal worked at ETH Zurich, Zurich, Switzerland.
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research on constructing and analysing cryptographic schemes based on spe-
cific parameter sets for these foundational assumptions has gained increasing
traction.

Let e ∈ Fn be a vector with low Hamming weight, at most w, over a finite
field F. Given the parity-check matrix H ← F(n−k)×n of a linear code over F
and the syndrome, defined as s := He, the SD problem asks to recover the error
vector e.

A more structured version of this problem, known as the Regular Syndrome
Decoding (RSD) problem1, with additional information about the error distri-
bution in e was introduced two decades ago by Augot, Finiasz and Sendrier
in the context of fast syndrome-based hash functions [AFS03]. For parame-
ters (b, k, w), with n = bw, the RSD problem asks again to decode (H,He).
This time, the error vector e = (e(1), . . . , e(w)) consists of w consecutive chunks
e(1), . . . , e(w) ∈ Fb of Hamming2 weight ≤ 1.

During the past 5 years, the popularity of the structured RSD problem has
grown as it allowed to increase the efficiency of cryptographic schemes and to
design new advanced cryptographic constructions. For instance, RSD was used
in the TinyKeys MPC-protocol [Haz+18], to introduce new signatures with re-
duced signature size [CCJ23] or to construct Vector Oblivious Linear Evaluation
(VOLE) [Boy+18] and Pseudorandom Correlation Generators (PCG) [Boy+19]
which in turn can be used to construct more involved MPC and ZK appli-
cations and have sparked an entire series of works on the topic, e.g. [Boy+20;
Wen+21; Yan+20]. Additionally, RSD (besides LPN) implies local PRGs, which
enjoy application in the construction of indistinguishability obfuscation [RVV24;
BCM24].

Apart from the regular structure of the error vector, several of these con-
structions diverge from the standard syndrome decoding problem which is often
stated over the binary field Z2 by considering instances over larger fields [Boy+18;
Boy+19; Wen+21] or even over polynomial rings [Boy+20].

Cryptanalysis on RSD. Cryptanalysis of RSD was done by Liu, Wang,
Yang and Yu [Liu+24] with advanced information set decoding (ISD) algo-
rithms, by Briaud and Øygarden with algebraic attacks [BØ23] based on as-
sumptions and by Esser and Santini with combinatorial ISD attacks [ES24]. In
Table 1, we provide an overview of the estimated time complexities of their at-
tacks for special parameters put forth by Boyle, Couteau, Gilboa and Ishai [Boy+18].

While recent attacks could catch up with the algebraic solvers of [BØ23] over
Z2, we can see that the performance of algebraic attacks for large parameters
over big fields is still far out reach for linear and combinatorial attacks. Given
that the proof of correctness provided in [BØ23] relies on assumptions, one may
raise concerns about the actual soundness of algebraic attacks on RSD. Indeed,
Briaud and Øygarden base the soundness of their attacks on the semi-regularity
of the polynomial systems they solve. Semi-regularity is a complicated alge-
braic concept inspired by Fröberg’s [Frö85] work and put forth by Pardue in

1Note that RSD is equivalent to Regular Learning Parity with Noise (RLPN).
2For simplicity, we deviate in this work from the standard convention of each block having

Hamming weight exactly 1, and allow for blocks of weight 0 or 1. We do this to simplify our
analysis in the following. We think this relaxation is justified as in the big-field setting, this
difference is negligible. In the case of F = Z2, the exact Hamming-weight case (for parameters
(b, k, w)) can be reduced to the relaxed case (for parameters (b − 1, k − w,w)) by extracting
one correct linear equation per block.
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LWYY BØ ES LWYY BØ
[Liu+24] [BØ23] [ES24] [Liu+24] [BØ23]

n k w RSD over F2 RSD over F2128

210 652 106 176 145 113 194 179
212 1589 172 131 135 109 155 150
214 3482 338 132 138 118 150 150
216 7391 667 135 139 126 151 150
218 15336 1312 139 122 122 153 133
220 32771 2467 143 125 125 155 131
222 64770 4788 147 103 103 156 110

Table 1: Overview of logarithms of runtimes for different attacks on RSD over F2

and F2128 .

algebra [Par10] and Bardet [BFS03] in cryptography. While most random sys-
tems of polynomials are semi-regular, Fröberg already pointed out that there
are special polynomial systems that can never be semi-regular [FH94] (inde-
pendently of their randomness). Additionally, Hodges, Molina and Schlather
[HMS17] investigated semi-regular sequences over Z2 and noted that for certain
parameters semi-regular sequences can never exist. All of these leads us to the
following question:

Do algebraic attacks on RSD actually work, or are they too good to
be true and their analysis based on faulty assumptions?

Contribution. Our contribution lies in answering the above question posi-
tively by demonstrating that one can replace the semi-regularity assumptions in
several works by concrete proofs. Concretely, we investigate under which con-
ditions the equation systems in [BØ23] have a degree of regularity or witness
degree3 of 2. While our first result is negative and proves that the assumptions
of [BØ23] do not hold in full generality, we prove that they hold asymptoti-
cally for all relevant parameters. We think these results strongly support the
soundness of the algebraic attacks on RSD of [BØ23] for all cases where they
target4 a witness degree of 2. Additionally, as a reward, we get a polynomial-
time algebraic attack on RSD for certain parameter ranges over big fields whose
correctness is fully proven without any assumptions.

Main Theorem 1 (Theorem 2). Let F be a large enough field. For each con-
stant c > 1, there is a PPT algorithm that can solve RSD over F with parameters
(b, k, w) with high probability if

w ·
(
b

2

)
≥ c · 3

2
·
(
k + 1

2

)
.

3Briaud and Øygarden [BØ23] bound their complexities by the witness degree, which is
bounded by the degree of regularity of a homogenized system. In the hybrid attacks of [BØ23],
where a lot of incorrect guesses happen, the degree of regularity of the homogenized system
can be bounded by the hypothesis we study here.

4Verifying witness degrees of 3 or higher poses another interesting, but even more compli-
cated open problem. We give details to the different assumptions used in [BØ23] in Section F.
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We strongly suspect that the assumptions of [BØ23] are already fulfilled
whenever w ·

(
b
2

)
≥
(
k+1
2

)
and w ≥ 4. Hence, we think that RSD is cryptograph-

ically weak whenever the tighter inequality w ·
(
b
2

)
≥
(
k+1
2

)
holds.

Conjecture 1. There is a PPT algorithm that can solve RSD with parameters
(b, k, w) with high probability whenever

w ·
(
b

2

)
≥
(
k + 1

2

)
.

As advice for protocol designers, we recommend keeping a large distance
between wb2 and k2 when deploying RSD.

The insecurity of RSD for w ·
(
b
2

)
≥ c · 32 ·

(
k+1
2

)
was not known5 before. In

particular, this result shows that there are parameter ranges for which algebraic
attacks on RSD excel while linear attacks will need super-polynomial time. This
is a big difference to the normal Syndrome Decoding problem where algebraic
attacks do not appear to surpass linear attacks [LSS22; Stä23].

Additionally, we will apply the methodology we developed for algebraic
attacks on RSD to algebraic attacks on the Learning With Bounded Errors
(LWBE) problem. LWBE is a generalization of the Learning With Binary Er-
rors problem and asks to recover x from (G ∈ Fn×k,Gx+ e ∈ Fn) where each
term of the noise-vector e lies in some fixed set of size d. While Learning With
Errors is the gold standard in theory, LWBE is more relevant in reality, as it
is more suitable to sample noise from small instead of Gaussian distributions.
As an example, we can give the standardized post-quantum ML-KEM (Crystal
Kyber) whose noise terms lie in sets of size 5 and 7 [Lyu24]. LWBE has been
studied multiple times with either relinearization attacks [AG11] or algebraic
attacks relying on different assumptions [MP13; Alb+14; STA20; Ste24]. The
attack we devise in this paper will be free of assumptions and optimal with
respect to its runtime in relation to the number of samples it needs. Concretely,
we show:

Main Theorem 2 (Theorem 4). Let n =
(
k+d−1

d

)
and let F be large enough with

characteristic > d. There is an algorithm that solves LWBE, with n samples
and code dimension k where each error-term lies in a set of size d, with high
probability. The time complexity of this algorithm is O(dkM) where M is the
cost of inverting an n× n matrix.

We give an overview of existing attacks on LWBE in Table 2. Note that the
soundness of most attacks relies on assumptions. The only exceptions are one
attack with exponential runtime [Ste24], and the attack of Arora and Ge [AG11],
whose time complexity grows superlinear in q. In contrast to our attack, whose
time complexity is independent of q, this is suboptimal for large moduli, which
appear, for example, in the LWR problem.

The same analysis done for the LWBE problem applies to the case of the
Learning with Rounding (LWR) Problem 5 introduced by Banerjee, Peikert
and Rosen [BPR12]. The LWR problem uses deterministic noise instead of
the randomly sampled noise used in LWE which means it is more suitable for

5Briaud and Øygarden already proved the soundness of their attacks when the code-rate
is n−b and the error-rate n−a for a+ 2b > 1. However, these proofs needed assumptions and
the parameter ranges we give are asymptotically tighter.
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Work Size of Number of Time Complexity Without
Errors Samples n Heuristics?

AG
d O

(
log(q) · q · kd

)
O
(
log(q) · q · kωd

)
YES[AG11]

ACFP
2 O (k log log k) O

(
k2 · 2

ωk log log log k
8 log log k

)
NO[Alb+14]

ACFP
2 c · k O

(
k2 · 2ωk(1+β)H2(β/(1+β))

)
NO

[Alb+14] for β = c− 0.5−
√
c(c− 1)

STA
2 c · k2 kO(1/c) NO[STA20]

STA
2 k1+α

2Õ(n
1−α) NO[STA20]

Steiner
[Ste24] d > k O

(
n · (d− 1) · k

· 2ω·(8d
ln(4)−1)1/ ln(4)·k

)
YES

Steiner
d O

((
k+d−1

d

))
O
(
d3 · c(k−1)

1−1/ ln(4)

d

)
NO[Ste24]

Steiner
2 O

(
k2
)

O
(
k2 ·

(
k+3
3

)ω+2
)

NO[Ste24]
This

d
(
k+d−1

d

)
O
(
dk1+dω

)
YESWork

Table 2: An overview of attacks on LWBE with secret key length k and number
of samples n. Each error term must lie in a fixed set of size d. Note that
H2(x) = −x log(x)−(1−x) log(1−x) is the binary entropy function and ln = loge
the natural logarithm. ω denotes the linear algebra constant, which lies between
2 and 3. To save space, we had to set cd := 2(ω+3)·21/ ln(2)·(2d−1)1/ ln(4)

.

constructing primitives that are inherently deterministic such as PRFs. Our
results imply that LWR with primes q > p can be broken in time O(qk1+ωq/p/p)
when given O(kq/p) samples.

1.1 Technical Overview
1.1.1 Equivalence of Primal and Dual Modelings.

Let (H ∈ Fn×k, s = He ∈ Fn−k) be an RSD instance over a large field, e.g.
F = F2128 , where e = (e(1), . . . , e(w)) consists of w blocks e(1), . . . , e(w) ∈ Fb.
To extract e out of (H, s), Briaud and Øygarden [BØ23] consider the following
dual polynomial equation system

E(i)
α · E

(i)
β = 0, for i ∈ [w], 1 ≤ α < β ≤ b,

hj(E) = sj , for j ∈ [n− k],

where E = (E
(i)
α )α∈[b],i∈[w] is a vector of n = wb formal variables. The hj(E) :=

hT
j · E are linear polynomials that compute the rows hT

1 , . . . ,h
T
n−k of H. The

equations E(i)
α E

(i)
β = 0 ensure that each solution (e(1), . . . , e(w)) has Hamming

weight at most 1 per block, while the equations hj(E) = 0 ensure that e lies in
the kernel of H.
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Remember that the degree of regularity of a system of polynomials is the
smallest degree d such that the ideal generated by the top terms6 of all polyno-
mials contains all monomials of degree d. To estimate the time complexity of al-
gebraic algorithms for solving the above equation system, the authors of [BØ23]
assume that the linear forms h1, . . . , hn−k form a semi-regular7 sequence with
respect to the quotient ring

R := F[E]/(E(i)
α · E

(i)
β | i ∈ [w], 1 ≤ α < β ≤ b).

This assumption implies that the Hilbert series of the quotient ringR/(h1, . . . , hn−k)
is given by the truncation8 of

(1− T )n−k · HR(T ) = (1− T )n−k · (1 + bT + bT 2 + . . .)w,

where HR(T ) is the Hilbert series of R. We will show that the first three
coefficients of this power series are given by

1 + k · T +

((
k + 1

2

)
− w

(
b

2

))
· T 2 +O(T 3).

This means, the assumptions underlying [BØ23] imply a degree of regularity of
2 for the above polynomial equation system whenever the inequality

w

(
b

2

)
≥
(
k + 1

2

)
holds. We claim that this is no coincidence. In fact, let us show that the
polynomial system above is equivalent to a primal system with w

(
b
2

)
degree-2

equations over k variables. For the dual RSD problem (H, s = He), consider
an equivalent RLPN problem (G ∈ Fn×k,y = Gx + e ∈ Fn), where G is
a generator matrix for the code of H. Let X1, . . . , Xk be new variables that
represent the unknown entries of x. Denote by (g

(i)
α )T, i ∈ [w], α ∈ [b], the rows

of G (indexed according to error blocks of e), and denote by g(i)α ∈ F[X] linear
forms that compute the rows of G, i.e., g(i)α (X) := (g

(i)
α )T ·X. To extract x (and

therefore e) from (G,y), we consider the following primal system of degree-2
polynomials(

g(i)α (X)− y(i)α

)
·
(
g
(i)
β (X)− y(i)β

)
= 0, for i ∈ [w], 1 ≤ α < β ≤ b.

This modeling is very similar to the systems studied by Arora and Ge [AG11].
However, the key difference is that we extract a maximum number of

(
b
2

)
equa-

tions per error block e(i), while [AG11] usually extracts only one equation per
error block.

We will prove that both modelings are equivalent. This means that algebraic
algorithms solving those models have similar runtimes. In particular, both mod-
els have the same degree of regularity. Note that the primal model is significantly
simpler than the dual model. This simplicity allows us to determine its degree

6The top term of a polynomial f is the sum of all monomials of f of degree deg(f).
7We define semi-regularity in Section D.
8Truncation means we cut the formal power series off before the first non-positive coeffi-

cient.
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of regularity. Indeed, the primal modeling has degree of regularity 2 (with over-
whelming probability over G← Fn×k) whenever the following hypothesis holds:

Hypothesis (Hypothesis 3). There exist linear forms g
(i)
α ∈ F[X]1 for

i ∈ [w], α ∈ [b] such that

spanF

{
g(i)α · g

(i)
β

∣∣∣ i ∈ [w], 1 ≤ α < β ≤ b
}
= F[X]2,

where

F[X]1 := spanF{X1, . . . , Xk} and F[X]2 := spanF{XiXj | i, j ∈ [k]}

denote the spaces of 1-forms and 2-forms, respectively.

This hypothesis constitutes an interesting algebraic-combinatorial problem.
The assumptions of [BØ23] imply that this hypothesis must be true whenever
w
(
b
2

)
≥
(
k+1
2

)
. In the following, we will examine when this is the case:

Negative Results. Our first results are negative. Indeed, we will prove
that the hypothesis must be wrong for w = 2, b < k and w = 3, b < 2k/3. This
implies that the assumptions of [BØ23] are false whenever w ∈ {2, 3}.

Let us sketch our proof in the case w = 2 and b = k− 1. In this case, we are
given two blocks g(1)1 , . . . , g

(1)
k−1 ∈ F[X]1 and g(2)1 , . . . , g

(2)
k−1 ∈ F[X]1. Assume, for

the sake of contradiction, that we would have

spanF

{
g(1)α · g

(1)
β

∣∣∣ α < β
}
+ spanF

{
g(2)α · g

(2)
β

∣∣∣ α < β
}
= F[X]2.

Now, without loss of generality, the intersection of A := span{g(1)1 , . . . , g
(1)
k−1} and

B := span{g(2)1 , . . . , g
(2)
k−1} has exactly dimension k − 2. Denote this space by

C. Since C is generated by k− 2 linearly independent linear forms, F[X]/(C) is
isomorphic to a polynomial ring in two variables. In particular, the set of homo-
geneous degree-2 polynomials of F[X]/(C) has exactly dimension 3. However, A
and B modulo C have only one dimension. This means, modulo C they are gen-
erated by single elements γ and δ ∈ F[X]/(C), respectively. In particular, the
spaces spanF

{
g
(1)
α · g(1)β

∣∣∣ α < β
}
⊂ A2 and spanF

{
g
(2)
α · g(2)β

∣∣∣ α < β
}
⊂ B2

modulo C are generated by the elements γ2 and δ2, i.e. they are one-dimensional.
Now, our assumption would imply that the sum of two one-dimensional spaces
equals a three-dimensional space, which is clearly a contradiction.

The proof in the case w = 3 and b < 2k/3 works similarly. In this case, we
have three blocks Ai = span{g(i)1 , . . . , g

(i)
b }, i ∈ {1, 2, 3}, and consider the sum

of intersections C = (A1 ∩A2) + (A1 ∩A3) + (A2 ∩A3).
Positive Results. Besides the cases w = 2 and w = 3, we could not find

any more parameters for which the hypothesis does not hold when w
(
b
2

)
≥
(
k+1
2

)
.

In fact, we think that the hypothesis is true whenever w ≥ 4 and w
(
b
2

)
≥
(
k+1
2

)
.

Note that in the cases w = 2 and w = 3, the block size b needs to be larger
than k/2. This implies in those cases that the different blocks of linear forms
intersect, which leads to non-trivial dependencies for their generated 2-forms.
Now, in the case w ≥ 4 and w

(
b
2

)
≥
(
k+1
2

)
, the block size b can be lower than

k/2 + 1, which leads to (almost) no intersection of blocks. This seems to be
the reason why there are no dependencies between the two-forms generated by
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different blocks of linear forms for w ≥ 4. While we cannot prove this conjecture
tightly, we prove the following asymptotically equivalent statement.

For all constants c > 1, there is a constant wc such that the hypothesis holds
whenever w ·

(
b
2

)
≥ c · 32 ·

(
k+1
2

)
and w ≥ wc (for fields F of large enough size

|F| ≥ b).
We prove this by considering the case of a square number of blocks w = a2

of size b ≥ k/a + 1. In this case, it is possible to give concrete candidates for
the linear forms g(i)1 , . . . , g

(i)
b of each block i ∈ [w] and prove that∑

i∈[w]

spanF

{
g(i)α g

(i)
β

∣∣∣ 1 ≤ α < β ≤ b
}
= F[X]2.

Again, this implies that we have a degree of regularity of 2 whenever w ·
(
b
2

)
≥

c · 32 ·
(
k+1
2

)
and w ≥ wc. Since a polynomial equation system can be efficiently

solved whenever it has a constant degree of regularity [ST21; Sal23; Ste24],
this yields directly PPT algorithms for RSD, leading to our first main result,
Theorem 2.

Learning With Bounded Errors. We can apply the same methodology
as outlined above to the LWBE problem. Given an instance (G ∈ Fn×k,y =
Gx + e ∈ Fn) where each entry of e lies in some set S, the Arora-Ge [AG11]
modeling of the problem is given by∏

z∈S
(yi − gi(X)− z) = 0, for i ∈ [n],

where g1, . . . , gn ∈ F[X]1 are the linear forms that compute the rows of G. This
problem admits a PPT algorithm if its polynomial equation system has a con-
stant degree of regularity. We will show that for n ≥

(
k+d−1

d

)
, the above system

has a degree of regularity of d (with high probability over the size of F). Note
that the top terms of the system are given by the powers (−g1)d, . . . , (−gn)d.
Hence, it suffices to show that these powers of linear forms generate the space of
all homogeneous polynomials of degree d. We will do so by constructing an ex-
plicit system of linear forms g1, . . . , gn with this property by using multivariate
Vandermonde matrices.

1.2 Overview.
In the next Section 2, we will give preliminaries on code-based problems and
systems of polynomial equations. Preliminaries on semi-regularity can be found
in Section D. In Sections 3 and 5, we will prove our main results for RSD and
LWBE, respectively. In Sections C and 4, we will provide positive and negative
results for block hypotheses; in Section E, we will relate those hypotheses on
polynomials to hypotheses on tensors. In Sections A, B and G, we will provide
additional details for our proofs. In Section B, we will relate more assumptions
of Briaud and Øygarden [BØ23] to certain polynomial block hypotheses.

Acknowledgments. We thank Pierre Briaud and Morten Øygarden for help-
ful discussions on algebraic attacks on RSD, and the EC reviewers for helpful
comments.
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2 Preliminaries

2.1 Notation
Throughout this work, F denotes a finite field and F× = F \{0} its multiplicative
group. By Fq we denote the field of size q. Further, N = {1, 2, 3, . . .} is the set
of natural numbers and N0 := N∪{0}.

For n ∈ N, we use the shorthand notation [n] := {1, 2, . . . , n}. Given a finite
set S, we denote by |S| its cardinality. By log, we denote the logarithm to base
2.

Matrices are denoted by upper-case bold letters M, vectors by lower-case
letters v. Vectors v = (v1, . . . , vk) are always column vectors, row vectors are
given by their transpose vT. The inner product of v,w ∈ Fk is given by vT ·w.
Unless stated otherwise, mT

i denotes the i-th row of M, mi,j denotes the (i, j)-th
entry of M and vi denotes the i-th entry of v.

Variables are denoted by italic upper case letters, e.g. X1, . . . , Xk and
E1, . . . , En. Given variables X1, . . . , Xk and E1, . . . , En we denote the corre-
sponding column vectors of variables byX = (X1, . . . , Xk) and E = (E1, . . . , En),
respectively.

2.2 Regular Syndrome Decoding
Definition 1. Let n, k ∈ N, n ≥ k. Let F be a field. An [n, k]-code over F is a
vector space C ⊂ Fn of dimension k.

A matrix G ∈ Fn×k is called a generator matrix for C if C equals the
image of G, i.e.

C =
{
G · x

∣∣∣ x ∈ Fk
}
.

A matrix H ∈ F(n−k)×n is called a parity-check matrix for C if C equals the
kernel of H, i.e.

C = {y ∈ Fn | H · y = 0} .

Definition 2. Let e ∈ Fn. We define the Hamming weight of e = (e1, . . . , en)
as the number of coordinates which are not zero, i.e.

hw(e) := |{i ∈ [n] | ei ̸= 0}| .

Definition 3. Let b, w ∈ N, set n = bw. A vector e ∈ Fn is called b-regular
if there exist vectors e(1), . . . , e(w) ∈ Fb of Hamming weight ≤ 1 such that e is
the concatenation

eT =
(
e(1), . . . , e(w)

)
.

Problem 1 (Regular Syndrome Decoding). Let b, k, w ∈ N, n = b ·w, and let H
be a parity check matrix H ∈ F(n−k)×n. The Regular Syndrome Decoding
(RSD) problem consists of extracting a b-regular vector e ∈ Fn given the parity
check matrix H and syndrome s = H · e.

9



Remark 1. Note that we deviate from the usual notion of RSD. Usually, in the
literature, each error block must contain exactly one noise term. We allow error
blocks to be of Hamming-weight 0. This generalises the usual notion, and it
simplifies our notation later.

In the big-field setting, this difference is (almost) not relevant. In the bi-
nary case (i.e. F = Z2), the exact Hamming-weight case can be reduced to
the problem studied by us. Indeed, given H ∈ Z(n−k)×n

2 and s = He with
hw(e(1)) = . . . = hw(e(w)) = 1, we can use the linear equations

e
(i)
1 + . . .+ e

(i)
b = 1

to eliminate one noise term per block. This leads to an equivalent problem
H′ ∈ Z(n−k)×(n−w)

2 , s′ = H′e′ where e′ ∈ Zn−w
2 is (b − 1)-regular in the sense

of Definition 3. Hence, our definition of RSD is indeed a generalisation of the
usual notion in literature.

RSD is the dual version of the following variation of Learning Parity with
Noise.

Problem 2 (Regular Learning Parity with Noise). Let b, k, w ∈ N, n = b · w,
and let G ∈ Fn×k be a generator matrix. The Regular Learning Parity with
Noise (RLPN) problem consists of extracting a b-regular vector e ∈ Fn and a
secret vector x ∈ Fk from G and a noisy code word y = G · x+ e.

The following lemma shows that RSD has a unique solution, even over any
field extension of F, with overwhelming probability if n is large enough. Taking
extensions of F into account is important, since this way we know exactly how
the Groebner basis of a corresponding algebraic modeling of RSD looks like (cf.
Corollary 1).

Lemma 1. Let F be a field of size q. Denote by F the algebraic closure of F.
Let A ⊂ Fn

be the set of all b-regular vectors over F. For H ← F(n−k)×n, we
have

Pr [∃e, e′ ∈ A : He = He′, e ̸= e′] ∈ O
(
b2wq2w+k−n) .

Proof. Let e, e′ ∈ A such that He = He′ but e ̸= e′. Since H has only values
over F, we can assume without loss of generality that e, e′ ∈ Fn. Set f := e− e′

and note that f = (f (1), . . . , f (w)) admits a decomposition into blocks of length
b and Hamming weight ≤ 2. If we fix f ̸= 0 and sample H uniformly at random,
then the probability of Hf = 0 is exactly qk−n. Now, let B be the set of all
such f that are not zero, i.e.

B =
{
f = (f (1), . . . , f (w)) ∈ Fn

∣∣∣ f ̸= 0, hw(f (i)) ≤ 2 ∀i ∈ [w]
}
.

We have for H← F(n−k)×n

Pr [∃e, e′ ∈ A : He = He′, e ̸= e′] = Pr [∃f ∈ B : Hf = 0]

≤
∑
f∈B

Pr [Hf = 0] =
|B|
qn−k

≤

((
b+1
2

)
· q2
)w

qn−k
.
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2.3 Learning With Bounded Errors
Problem 3 (Learning With Bounded Errors). Let F be a field. Let k, n, d ∈ N,
and choose subsets S1, . . . , Sn ⊂ F each of size d.

For a generator matrix G ∈ Fn×k, the Learning With Bounded Errors
(LWBE) problem asks to extract x ∈ Fk from (G,b = Gx + e), where e ∈
S1 × . . .× Sn.

It is easy to see that the LWBE problem is equivalent to its dual version:

Problem 4 (Bounded Syndrome Decoding). For a parity-check matrix H ∈
F(n−k)×n, the Bounded Syndrome Decoding (BSD) problem asks to extract
e from (H, s = He), where e ∈ S1 × . . .× Sn.

The BSD problem generalises the restricted syndrome decoding problem
[Bit+23] and the inhomogeneous short integer problem [Ajt96].

Lemma 2. Let F be a field of size q. Denote by F the algebraic closure of F.
Let S1, . . . , Sn ⊂ F be of size d. Set A := S1 × · · · × Sn. For H← F(n−k)×n, we
have

Pr [∃e, e′ ∈ A : He = He′, e ̸= e′] ∈ O
(
d2n/qn−k

)
.

Proof. We will proceed analogously to Lemma 1. Let e, e′ ∈ A such that He =
He′ but e ̸= e′. Set f := e− e′ and note that f lies in the set

B := {α− γ | α, γ ∈ S1} × · · · × {α− γ | α, γ ∈ Sn}

of size ≤ d2n. For H← F(n−k)×n we have

Pr [∃e, e′ ∈ A : He = He′, e ̸= e′] ≤
∑
f∈B

Pr [Hf = 0] =
|B|
qn−k

≤ d2n

qn−k
.

2.4 Learning With Rounding
Problem 5 (Learning With Rounding). Let k, n ∈ N, and p < q be two prime
numbers. If ⌈·⌋ denotes the usual rounding function over the integers, we define
⌈·⌋p : Zq → Zp as the function that maps a to ⌈p · a/q⌋. We extend ⌈·⌋p to
vectors by applying it component-wise. For a generator matrix G ∈ Zn×k

q ,
the Learning With Rounding (LWR) problem asks to extract x ∈ Zk

q from
(G,b = ⌈Gx⌋p) ∈ Zn×k

q ×Zn
p .

We omit the dual version of Problem 5.

2.5 Algebraic Preliminaries
Lemma 3 (Schwartz-Zippel [DL78; Zip79; Sch80]). Let F be a field of size q.
Let f ∈ F[X] such that f ̸= 0. For x← Fn, we have

Pr[f(x) = 0] ≤ deg(f)/q.

Lemma 4 (Poor Man’s Schwartz-Zippel). Let F be a field of size q. Let f ∈
F[X] such that f /∈ (Xq

1 −X1, . . . , X
q
n −Xn). For x← Fn, we have

Pr[f(x) = 0] ≤ 1− q− deg f .

11



A proof of Lemma 4 can be found in [Üna24].

Definition 4 (Graded Rings, Homogeneous Elements, Isomorphisms). Let R
be an F-algebra. We call R a graded ring if it admits a decomposition into
vector spaces

R =

∞⊕
i=0

Ri

such that
1. R0 = F,
2. every Ri has a finite dimension as F-vector space,
3. Ri ·Rj ⊆ Ri+j ,
4. the elements of R1 generate R as F-algbera.

An isomorphism of two graded F-algebras R,S is a ring isomorphism ϕ :
R→ S that preserves the grading, i.e., we have for each i

ϕ
(
Ri
)
= Si.

We call elements in Rd homogeneous (for any d). The degree of a homo-
geneous element r ∈ Rd is defined to be d. Set

R≤d :=

d⊕
i=0

Ri.

An ideal I ⊆ R is called homogeneous if it is generated by homogeneous
elements. This is equivalent to the existence of a decomposition I =

⊕∞
i=0 I

i

with Ii ⊂ Ri.

Definition 5 (Formal Power Series). For a formal variable T , formal power
series are defined to be infinite sums

∑∞
i=0 ci · T i of powers of T with integer

coefficients ci ∈ Z. The set of formal power series forms a local ring.
For a power series H(T ) =

∑∞
i=0 ci · T i, we define its truncation by

[H(T )]+ =

min{n∈N0 | cn+1≤0}∑
i=0

ci · T i.

Definition 6 (Hilbert Series). Let R be a graded F-algebra. The Hilbert-
series of R is given by

HR(T ) :=

∞∑
i=0

dimF
(
Ri
)
· T i.

Definition 7 (Degree of Regularity). Let I ⊆ R be a homogeneous ideal. The
degree of regularity of I is given by

dreg(I) = min
({
d ∈ N0

∣∣ Id = Rd
}
∪ {∞}

)
.

For an element f ∈ R of degree d, there is a unique decomposition

f = f (0) + . . .+ f (d)

12



with f (0) ∈ R0, . . . , f (d) ∈ Rd and f (d) ̸= 0. We define the top-term of f by

f top := f (d)

We define the degree of regularity of a sequence f1, . . . , fm ∈ R by

dreg(f1, . . . , fm) := dreg((f
top
1 , . . . , f topm )).

Lemma 5. Let M(X) ∈ (F[X1, . . . , Xn])
m1×m2 be such that the degree of each

entry of M is bounded by d.
If there exists x ∈ Fn, such that M(x) has full rank m = min(m1,m2), then

we have

Pr
x←Fn

[M(x) has full rank] ≥ max

(
1− d ·m

|F|
, |F|−d·m

)
.

Proof. Let A(X) ∈ (F[X])
m×m be a submatrix of M(X) such that A(x) is

invertible. Since detA(x) ̸= 0, detA(X) ∈ F[X] is not the zero polynomial.
The claim now follows by Lemmas 3 and 4 and observing that deg(detA(X)) ≤
m · d.

For large fields, a minimal degree of regularity is persistent:

Lemma 6. Let f1, . . . , fm ∈ R be homogeneous of degrees d1, . . . , dm. For
g1 ← Rd1 , . . . , gm ← Rdm , we have

Pr [dreg(g1, . . . , gm) > dreg(f1, . . . , fm)] ≤ min

(
D

|F|
, 1− |F|−D

)
,

where D = dimFR
dreg(f1,...,fm).

Proof. Set d := dreg(f1, . . . , fm). Consider the linear map

µ : Rd1 × · · · ×Rdm −→ HomF
(
Rd−d1 × · · · ×Rd−dm , Rd

)
(a1, . . . , am) 7−→ [(h1, . . . , hm) 7→ a1 · h1 + . . .+ am · hm] .

For each (g1, . . . , gm) ∈ Rd1 × · · · × Rdm , µ(g1, . . . , gm) is a linear map of type
Rd−d1 × · · · ×Rd−dm → Rd. Let ϕ be a linear isomorphism

ϕ : FN −→ Rd1 × · · · ×Rdm

and let ψ be a canonical linear isomorphism

ψ : HomF
(
Rd−d1 × · · · ×Rd−dm , Rd

)
−→ FM×D

that maps each linear L : Rd−d1×· · ·×Rd−dm → Rd to its matrix representation
in FdimF(R

d−d1×···×Rd−dm )×dimF(R
d) = FM×D. The composition ψ ◦µ◦ϕ is linear

and maps vectors to matrices. Hence, we can interpret it as a matrix whose
entries are degree-1 polynomials in a polynomial ring over F. The claim now
follows from Lemma 5 (where the full rank is D).

Salizzoni and Steiner both proved that Mutant-XL algorithms [Din+08] can
compute Groebner bases in polynomial time if the degree of regularity is con-
stant [Sal23; Ste24]. We recall the results of Salizzoni here.
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Theorem 1 ([Sal23]). There exists an algorithm A that on input f1, . . . , fm ∈
F[X1, . . . , Xn] outputs the minimal Groebner basis of (f1, . . . , fm) (with respect
to some monomial degree-ordering) if dreg(f1, . . . , fm) ≥ deg(fi) for all i ∈ [m].

The time complexity of A lies in O(n4(1+dreg(f1,...,fm))).

Corollary 1. Let f1, . . . , fm ∈ F[X1, . . . , Xn] with dreg(f1, . . . , fm) ≥ deg(fi)
for all i ∈ [m].

1. If the system f1(X) = . . . = fm(X) = 0 is insatisfiable over the algebraic
closure of F, then algorithm A of Theorem 1 outputs 1 as Groebner basis.

2. If f1(X) = . . . = fm(X) = 0 has exactly one solution x over the algebraic
closure of F, then x lies in Fn and A outputs

(X1 − x1)e1 , . . . , (Xn − xn)en

for some e1, . . . , en ≤ dreg(f1, . . . , fm).

Proof. For the first claim, note that f1(X) = . . . = fm(X) = 0 is satisfiable if
and only if 1 /∈ (f1, . . . , fm).

For the second claim, note that solutions of f1(X) = . . . = fm(X) = 0 are
invariant under the action of the Galois group of the algebraic closure over F.
Hence, x needs to have entries in F. Because of Hilbert’s Nullstellensatz, we
have

(f1, . . . , fm) = ((X1 − x1)e1 , . . . , (Xn − xn)en)

for some e1, . . . , en ∈ N. Naturally, we must have e1, . . . , en ≤ dreg(f1, . . . , fm).
Since (X1−x1)e1 , . . . , (Xn−xn)en is the minimal Groebner basis of (f1, . . . , fm),
the claim follows.

3 Regular Syndrome Decoding
Let F be a field of size q and let b, k, w ∈ N. Set n = bw. The main result of
this section are given by the following two claims.

Theorem 2. 1. For every constant c > 1, there exists a poly-time algorithm
Sc that solves RSD instances (H ∈ F(n−k)×n, s ∈ Fn) with w blocks of
size b. The success probability of Sc is at least

≥ 1− (k + 1)k

2q
− b2wq2w+k

qn
,

over the randomness of H← F(n−k)×n whenever q ≥ b− 1 and

w ·
(
b

2

)
≥ c · 3

2
·
(
k + 1

2

)
.

2. For every constant c > 1, there exists a poly-time algorithm S ′c that solves
RSD instances (H ∈ F(n−k)×n, s ∈ Fn) with w blocks of size b. The success
probability of S ′c is at least

≥ 1− (k + 1)k

2q
− b2wq2w+k

qn
,
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over the randomness of H← F(n−k)×n whenever q ≥
√
b and

w ·
(
b

2

)
≥ c · 9

4
·
(
k + 1

2

)
.

Note that both claims differ in minor technical points. The first claim allows
for a tighter inequality, but requires a larger field of size b. The second claim
requires a larger constant in the inequality, but allows for smaller fields of size√
b.

To solve the RSD problem, Briaud and Øygarden introduced the following
system of polynomial equations.

Modeling 1 (Dual modeling, Briaud-Øygarden [BØ23]). Let (H, s = He) be
an instance of the RSD problem such that H ∈ Fn−k×n and e = (e(1), . . . , e(w)) ∈
Fn is b-regular. Introduce formal variables

E
(1)
1 , . . . , E

(1)
b , . . . , E

(w)
1 , . . . , E

(w)
b .

Denote by h1, . . . , hn−k ∈ F[E]1 linear forms that correspond to the rows of H,
i.e.

hi(E) := hT
i ·
(
E

(1)
1 , . . . , E

(1)
b , . . . , E

(w)
1 , . . . , E

(w)
b

)
.

The dual or Briaud-Øygarden modeling of the problem (H, s = He) is
given by the polynomial equations

E(i)
α · E

(i)
β = 0, for i ∈ [w], 1 ≤ α < β ≤ b,

hi(E)− si = 0, for i ∈ [n− k].

To bound the time complexity of algebraic algorithms solving Modeling 1,
Briaud and Øygarden [BØ23] assume the following for all parameters b, k, w ∈ N.

Hypothesis 1 ([BØ23], Assumption 1). Set

Q′ := F[E(1)
1 , . . . , E

(1)
b , . . . , E

(w)
1 , . . . , E

(w)
b ]/(E(i)

α · E
(i)
β |i ∈ [w], 1 ≤ α < β ≤ b).

If we draw h1, . . . , hn−k ← F[E]1 uniformly at random, then the sequence
h1, . . . , hn−k is semi-regular with respect to Q′ with high probability.

Note that Hypothesis 1 implies that the Hilbert-series ofQ := Q′/(h1, . . . , hn−k)
for h1, . . . , hn−k ← F[E]1 is given by

HQ(T ) =
[
(1− T )n−k ·

(
1 + bT + bT 2 + . . .

)w]
+

with some high probability (cf. Section D for details). Because of Lemma 6,
this is equivalent to the following hypothesis for parameters b, k, w,F.

Hypothesis 2. There exist linear forms h1, . . . , hn−k ∈ F[E]1 such that we
have for Q = Q′/(h1, . . . , hn−k)

HQ(T ) =
[
(1− T )n−k ·

(
1 + bT + bT 2 + . . .

)w]
+
.
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Lemma 18, which we prove in Section A, implies that we have

(1− T )n−k ·
(
1 + bT + bT 2 + . . .

)w
= 1 + kT +

((
k + 1

2

)
− w ·

(
b

2

))
T 2 +O(T 3).

I.e., Hypothesis 1 implies a degree of regularity 2 whenever we have w ·
(
b
2

)
≥(

k+1
2

)
. This is no coincidence. In the following, we will relate Modeling 1

by the use of ring isomorphisms to another modeling with w ·
(
b
2

)
quadratic

equations over k variables. For parameters k, b, w ∈ N, n = bw, and a field F,
let H ∈ F(n−k)×n, G ∈ Fn×k be a parity-check and a generator matrix of the
same code. Given an RSD problem (H, s = H), we can convert it to a regular
LPN problem (G,y = Gx+ e) and consider the following modeling for it.

Modeling 2. For a regular LPN problem (G,y = Gx+ e), decompose G into
blocks

G =

G(1)

...
G(w)

 of shape b× k with rows G(i) =


g
(i)
1
...

g
(i)
b

 .

Also, decompose y = (y(1), . . . ,y(w)) = ((y
(1)
1 , . . . , y

(1)
b ), . . . , (y

(w)
1 , . . . , y

(w)
b )).

Let g(1)1 , . . . , g
(1)
b , . . . , g

(w)
1 , . . . , g

(w)
b ∈ F[X1, . . . , Xk]

1 be linear forms that cor-
respond to the rows of G, i.e.

g(i)α (X) := (g(i)
α )T ·X.

The primal or Arora-Ge modeling is given by

(g(i)α (X)− y(i)α ) · (g(i)β (X)− y(i)β ) = 0, for i ∈ [w], 1 ≤ α < β ≤ b.

Both modelings share the same degree of regularity as the following lemma
shows.

Lemma 7. The ring Q from Hypothesis 1 is isomorphic to the ring R given by

R := F[X]/
(
(g(i)α (X) · g(i)β (X))|i ∈ [w], 1 ≤ α < β ≤ b

)
.

This isomorphism preserves the gradings of both rings.

Proof. The map G : Fk → Fn induces a dual ring morphism

G∗ : F[E] −→ F[X]

on the coordinate rings by

E(i)
α 7−→ g(i)α .

Since G is linear, it preserves the degree of its inputs. The kernel of G∗ is given
by (h1, . . . , hn−k), hence, we have the isomorphism

F[E]/(h1, . . . , hn−k)
∼−→ F[X].
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Under this isomorphism, the element E(i)
α · E(i)

β gets mapped to g
(i)
α · g(i)β . In

particular, the ideal

(E(i)
α · E

(i)
β |i ∈ [w], 1 ≤ α < β ≤ b) ⊂ F[E]

gets mapped to the ideal

(g(i)α · g
(i)
β |i ∈ [w], 1 ≤ α < β ≤ b) ⊂ F[X].

Hence, we have a grade-preserving isomorphism Q→ R.

A more general version of Lemma 7 is given in Section B. Now, consider the
following hypothesis for the primal modeling:

Hypothesis 3. For parameters b, k, w ∈ N and a field F, there are linear forms

g
(1)
1 , . . . , g

(1)
b , . . . , g

(w)
1 , . . . , g

(w)
b ∈ F[X1, . . . , Xk]

1

such that

V1 + . . .+ Vw = F[X]2,

where

Vi = spanF

{
g(i)α · g

(i)
β

∣∣∣ 1 ≤ α < β ≤ b
}
.

Note that a necessary condition for Hypothesis 3 to be true is the inequality
w ·
(
b
2

)
≥
(
k+1
2

)
. On the other hand, Lemma 18 and Hypothesis 2 imply that Hy-

pothesis 3 must hold whenever w ·
(
b
2

)
≥
(
k+1
2

)
. Hence, to study the correctness

of Hypotheses 1 and 2 it suffices to study Hypothesis 3. We will do this in more
generality in Section 4. We will show the following theorem, i.e. Hypothesis 3
is wrong in general, however, correct for all relevant cases in practice.

Theorem 3. Let b, k, w ∈ N, n = bw. Let F be a finite field of size q. Hypothe-
ses 2 and 3 are wrong if:

1. w = 2, b < k,
2. w = 3, b < 2k/3.

Hypotheses 2 and 3 are true if:
3. w = 2, b ≥ k, b > 1,
4. w = 3, b ≥ 2k/3 + 1,
5. w ≥

(
k+1
2

)
and b ≥ 2,

6. w ≥ a2 for some a ∈ N and b ≥ k/a+ 1, q ≥ b− 1,
7. w ≥ ⌈k/(b− 1)⌉2 and q ≥ b− 1,
8. w ≥ a+ 3

(
a
2

)
for some a ∈ N, b ≥ k/a+ 1, q2 ≥ b− 1,

9. w ≥ c
(
√
c−1)2 , q ≥ b− 1 and w ·

(
b
2

)
≥ c · 32 ·

(
k+1
2

)
for each constant c > 1.

10. w ≥ 3 c
(
√
c−1)2 , q2 ≥ b and w ·

(
b
2

)
≥ c · 94 ·

(
k+1
2

)
for each constant c > 1.

Proof. The statements for two blocks follow from Lemmas 9 to 11. The state-
ments for three blocks follow from Lemmas 9, 25 and 26. The statement for
blocks of size at least 2 follows from Lemmas 9 and 30. The statements for
a square number of blocks follow from Lemmas 9, 12 and 27. The seventh
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statement follows from the fourth by setting a = ⌈k/(b− 1)⌉. The eighth
statement follows from Lemma 28 and Lemma 29 depending on the charac-
teristic of the field. The ninth and tenth statements assert that the hypothesis
is asymptotically true. I.e., for each constant c > 1, the hypothesis is true if
w ·
(
b
2

)
≥ c ·1.5 ·

(
k+1
2

)
respectively w ·

(
b
2

)
≥ c ·2.25 ·

(
k+1
2

)
, and w is large enough.

We prove these results in Lemmas 13 and 31 by bootstrapping them on the case
of w = a2 and w = a +

(
a
2

)
, respectively. The general cases of w ≥ a2 and

w ≥ a+
(
a
2

)
follow from Lemma 9.

Let us conclude this section with the proof of Theorem 2:

Theorem 2. 1. Let c > 1 be constant. Let wc = c
(
√
c−1)2 be the constant

from Lemma 13. Let F be a field of size q ≥ b − 1. Let (G ∈ Fn×k,y =
Gx + e ∈ F) be an RLPN instance with w ≥ wc error blocks of size
b. Lemmas 6 and 13 imply that Modeling 2 for (G,y) has degree of
regularity 2 with probability ≥ 1 − dimF(F[X]2)

q = 1 −
(
k+1
2

)
/q if we draw

G ← Fn×k uniformly at random. Lemma 1 implies that (G,y) has a
unique solution x with probability ≥ 1 − b2wq2w+k

qn . Corollary 1 implies
now that an algebraic algorithm can solve (G,y) in time O(k12) with
probability at least ≥ 1− dimF(F[X]2)

q − b2wq2w+k

qn .

On input an RLPN instance (G,y) for w blocks of size b and k secret
dimensions, Sc now proceeds as follows: If w < wc, then Sc guesses b− 1
error-free positions in each block and tries to solve the RSD instance by
linear algebra. This has a time complexity of O(k3bwc), which is polyno-
mial, since wc is constant. If w ≥ wc, Sc uses Salizzoni’s algorithm to solve
Modeling 2 for (G,y). Because of Lemmas 1, 6 and 13 and Corollary 1,
this has a success probability of at least

≥ 1− dimF(F[X]2)

q
− b2wq2w+k

qn

and a time complexity in O(k12).

2. Let c > 1 and wc = 3 · c
(
√
c−1)2 . On input an RLPN instance with w blocks

of size b and code dimension k, S ′c proceeds similarly to Sc: If w < wc,
S ′c solves the problem by brute-force in time O(k3bwc). Otherwise, it
uses Mutant-XL to solve Modeling 2. Because of Lemmas 1, 6 and 31
and Corollary 1, this has a success probability of 1− dimF(F[X]2)

q − b2wq2w+k

qn

and a time complexity in O(k12) if q2 ≥ b, w ·
(
b
2

)
≥ c · 94 ·

(
k+1
2

)
and the

generator matrix of the problem is sampled uniformly at random.

4 Block Hypotheses
In this section, we study for which parameter ranges Hypothesis 3 is true or
false. Remember that Hypothesis 3 is true for b, k, w ∈ N and a field F if there
are linear forms f (i)α ∈ F[X]1 = F[X1, . . . , Xk]

1, i ∈ [w], α ∈ [b] such that

V1 + . . .+ Vw = F[X]2
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where for i ∈ [w]

Vi := spanF

{
f (i)α · f

(i)
β

∣∣∣ 1 ≤ α < β ≤ b
}
.

Since the dimension of each Vi is bounded by
(
b
2

)
, a necessary condition for

Hypothesis 3 to be true is the inequality

w ·
(
b

2

)
≥ dimF(V1 + . . .+ Vw) = dimF(F[X]2) =

(
k + 1

2

)
.

Since a space Vi does not need to contain the square elements (f (i)1 )2, . . . , (f
(i)
b )2,

Hypothesis 3 is a bit complicated to understand. Therefore, we will introduce
the following simpler hypothesis.

Hypothesis 4. For parameters b, k, w ∈ N and a field F, there are linear forms

f
(1)
1 , . . . , f

(1)
b , . . . , f

(w)
1 , . . . , f

(w)
b ∈ F[X1, . . . , Xk]

1

such that

V1 + . . .+ Vw = F[X]2

where Vi = spanF

{
f
(i)
α · f (i)β

∣∣∣ 1 ≤ α ≤ β ≤ b}.

Note that the inequality w ·
(
b+1
2

)
≥
(
k+1
2

)
must hold for Hypothesis 4 to be

true. Hypotheses 3 and 4 are related as the following lemma shows:

Lemma 8. Hypothesis 3 for (b, k, w,F) implies Hypothesis 4 for (b, k, w,F).
Hypothesis 4 for (b, k, w,F) implies Hypothesis 3 for (b+ 1, k, w,F).

Proof. The first direction is easy to see, as Vi ⊆ Vi.
For the other direction, let f (1)1 , . . . , f

(1)
b , . . . , f

(w)
1 , . . . , f

(w)
b ∈ F[X]1 such

that

V 1 + . . .+ V w = F[X]2.

For each i ∈ [w], we define

f
(i)
b+1 := f

(i)
1 + . . .+ f

(i)
b .

Now, let Vi = spanF

{
f
(i)
α · f (i)β

∣∣∣ 1 ≤ α < β ≤ b+ 1
}

. We claim that V i =

Vi. Indeed, it is easy to see that Vi ⊆ V i. On the other hand, all squares
(f

(i)
1 )2, . . . , (f

(i)
b )2 are contained in Vi, since

(f
(i)
j )2 = f

(i)
b+1 · f

(i)
j −

∑
ℓ∈[b]\{j}

f
(i)
ℓ · f

(i)
j

and Vi contains f (i)b+1f
(i)
j , f

(i)
1 ·f

(i)
j , . . . , f

(i)
b ·f

(i)
j . It follows V i = Vi, and therefore

V1 + . . .+ Vw = V 1 + . . .+ V w = F[X]2.

19



We will now turn to proving several negative and positive results for different
parameter ranges. Because of limited space, most of the lemmas have been
moved to Section C. The following observation will prove useful in general:

Lemma 9. Let b, b′, k, k′, w, w′ ∈ N such that b ≤ b′, k ≥ k′, w ≤ w′. Let
F ⊆ F′ be an extension of fields.

Hypothesis 3 and Hypothesis 4 for (b, k, w,F) imply Hypothesis 3 and Hy-
pothesis 4 for (b′, k′, w′,F′), respectively.

Proof. We show the claim only for Hypothesis 3, as the proof for Hypothesis 4.
If Hypothesis 3 holds for (b, k, w,F), then there are linear forms f

(i)
α ∈

F[X1, . . . , Xk]
1, i ∈ [w],α ∈ [b], s.t. V1 + . . . + Vw = F[X1, . . . , Xk]

2 where
Vi = spanF{f

(i)
α · f (i)β | 1 ≤ α < β ≤ b}. Denote by ϕ : F[X1, . . . , Xk] →

F[X1, . . . , Xk′ ] the surjective morphism that sends Xi to Xi, if i ≤ k′, and to 0,
if i > k′. We define linear forms g(i)α ∈ F[X1, . . . , Xk′ ]1, α ∈ [b′], i ∈ [w′], by

g(i)α (X1, . . . , Xk′) :=

{
ϕ(f (i)α (X)), if α ≤ b and i ≤ w,

0, if α > b or i > w.

Further, set Wi := spanF{g
(i)
α · g(i)β | 1 ≤ α < β ≤ b′} for i ∈ [w′]. We have

Wi = ϕ(Vi) for i ∈ [w]. Hence,

W1 + . . .+Ww′ = ϕ(V1 + . . .+ Vw) + 0 + . . .+ 0 = ϕ(F[X1, . . . , Xk]
2) = F[X1, . . . , Xk′ ]2

and Hypothesis 3 is true for (b′, k′, w′,F). The soundness of Hypothesis 3 for
(b′, k′, w′,F′) follows from the fact that spanF(W1 + . . . + Ww′) contains all
monomials XiXj for 1 ≤ i, j ≤ k′.

Lemma 10. Let b, k ∈ N, k > 2, w = 2 and let F be any field. If b < k, then
Hypotheses 3 and 4 are false.

Proof. It suffices to refute Hypothesis 4 in the case b = k − 1.
Assume that Hypothesis 4 does hold and let f (1)1 , . . . , f

(1)
k−1, f

(2)
1 , . . . , f

(2)
k−1 ∈

F[X]1 be such that V1 + V2 = F[X]2. Set

A := spanF{f
(1)
1 , . . . , f

(1)
k−1} and B := spanF{f

(2)
1 , . . . , f

(2)
k−1}.

Without loss of generality, we can assume that we have

dimFA = dimFB = k − 1.

Indeed, if, let’s say, A does not have full dimensions, we could replace f (1)1 , . . . , f
(1)
k−1

by linear independent g1, . . . , gk−1 ∈ F[X]1 such that

A ⊂ spanF{g1, . . . , gk−1},
V1 ⊂ spanF {gα · gβ | 1 ≤ α ≤ β ≤ k − 1} .

It would then suffice to refute the hypothesis for g1, . . . , gk−1 and f (2)1 , . . . , f
(2)
k−1.

Hence, we assume that A and B have full dimension k − 1. We can further
assume that A and B are different vector spaces, since, otherwise, the dimension
of V 1 + V 2 = V 1 would be smaller than the dimension of F[X]2. Thus,

dimF(A ∩B) = k − 2.
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Let h1, . . . , hk−2 be a basis of A ∩B and choose f (1)∗ , f
(2)
∗ ∈ F[X]1 such that

A = spanF{h1, . . . , hk−2, f
(1)
∗ }, B = spanF{h1, . . . , hk−2, f

(2)
∗ }.

For i ∈ {1, 2}, we then have

V i = spanF

{
f (i)α · f

(i)
β

∣∣∣ 1 ≤ α ≤ β ≤ b}
=spanF {hα · hβ | 1 ≤ α ≤ β ≤ k − 2}+ spanF

{
hα · f (i)∗

∣∣∣ α ∈ [k − 2]
}
+ spanF{(f

(i)
∗ )2}.

In particular, we have

V 1 + V 2 = spanF {hα · hβ | 1 ≤ α ≤ β ≤ k − 2}+ spanF

{
hα · f (1)∗

∣∣∣ α ∈ [k − 2]
}

+ spanF

{
hα · f (2)∗

∣∣∣ α ∈ [k − 2]
}
+ spanF{(f

(1)
∗ )2}+ spanF{(f

(2)
∗ )2}.

Now, the dimension of V 1 + V 2 can be upper-bounded by

dimF(V 1 + V 2) ≤
(
k − 1

2

)
+ 2(k − 2) + 2

=
(k − 1)(k − 2)

2
+ 2k − 2 =

k2

2
− 3

2
k + 1 + 2k − 2 =

k2 + k

2
− 1.

This is smaller than the dimension
(
k+1
2

)
of F[X]2. This contradicts Hypothe-

sis 4.

Lemma 11. Let b, k ∈ N, k > 2, w = 2 and let F be any field. If b ≥ k, then
Hypotheses 3 and 4 are true.

Proof. It suffices to prove Hypothesis 3 in the case b = k.
In this case, we can choose for the first block

f
(1)
1 (X) := X1, f

(1)
2 (X) := X2, . . . , f

(1)
k (X) = Xk,

and for the second block

f
(2)
1 (X) := X1 +X2, f

(2)
2 (X) := X2 +X3, . . . , f

(2)
k (X) = Xk +X1.

Now, the first block

V1 = spanF

{
f (1)α · f (1)β

∣∣∣ 1 ≤ α < β ≤ b
}
= spanF {Xα ·Xβ | 1 ≤ α < β ≤ k}

contains all degree-2 monomials of different variables. To prove V1+V2 = F[X]2,
we need to argue that the remaining square monomialsX2

1 , . . . , X
2
k are contained

in V1 + V2.
Let i ∈ [k], i > 1, and consider

f
(2)
i−1(X) · f (2)i (X) = (Xi−1 +Xi)(Xi +Xi+1) = X2

i +Xi−1Xi +XiXi+1 +Xi−1Xi+1.

X2
i + Xi−1Xi + XiXi+1 + Xi−1Xi+1 is contained in V2. Since V1 contains

Xi−1Xi, XiXi+1 and Xi−1Xi+1, it follows that V1 + V2 contains X2
i for i =

2, . . . , k. For X2
1 , note that V2 contains

f
(2)
1 (X) · f (2)k (X) = (X1 +X2)(Xk +X1) = X2

1 +X1X2 +X1Xk +X2Xk.
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Since V1 contains X1X2 +X1Xk +X2Xk, V1 + V2 contains X2
1 . It follows that

V1 + V2 contains all degree-2 monomials and we have

V1 + V2 = F[X]2.

Because of limited space, we had to move the proofs for w = 3 to Section C.
We now prove the correctness of the hypothesis for a square number of blocks:

Lemma 12. Let a ∈ N and assume

w = a2, b ≥ k/a, |F| ≥ b.

Then, Hypothesis 4 is true for (b, k, w,F) and Hypothesis 3 is true for (b +
1, k, w,F).

Proof. We will prove here only the case charF ̸= 2. The proof in the case
charF = 2 works similarly and is given in Section C.

It suffices to prove Hypothesis 4. We only need to prove Hypothesis 4 in the
case9 where k = ab. To prove the hypothesis, let us divide the k = ab variables
of F[X] into a groups:

Y
(1)
1 , . . . , Y

(1)
b , . . . , Y

(a)
1 , . . . , Y

(a)
b .

Let κ1, . . . , κb be b distinct elements of F. We construct three groups of blocks:
the first group contains a blocks A1, . . . , Aa ⊂ F[X]1, the second and third group
contain

(
a
2

)
blocks, which we denote by (Bα,β)α,β∈[a],α<β and (Cα,β)α,β∈[a],α<β .

For α ∈ [a], we set

Aα :={Y (α)
1 , . . . , Y

(α)
b }.

For α, β ∈ [a] with α < β, we set

Bα,β :={Y (α)
1 + Y

(β)
1 , . . . , Y

(α)
b + Y

(β)
b },

Cα,β :={Y (α)
1 + κ1 · Y (β)

1 , . . . , Y
(α)
b + κb · Y (β)

b }.

Further, let us set

Uα :=spanF {f · g | f, g ∈ Aα} ,
V α,β :=spanF {f · g | f, g ∈ Bα,β} ,
Wα,β :=spanF {f · g | f, g ∈ Cα,β} .

Then, we have for all i, j ∈ [b] and α, β ∈ [a]

Y
(α)
i · Y (α)

j ∈ Uα,

(Y
(α)
i + Y

(β)
i )(Y

(α)
j + Y

(β)
j ) ∈ V α,β ,

(Y
(α)
i + κi · Y (β)

i )(Y
(α)
j + κj · Y (β)

j ) ∈Wα,β .

It is left to prove that all cross-monomials Y (α)
i · Y (β)

j for i, j ∈ [b], α, β ∈ [a]

with α < β are contained in
∑

α Uα +
∑

α,β V α,β +
∑

α,β Wα,β .

9If a does not divide k, the claim follows by the correctness of the hypothesis for k′ =
a · ⌈k/a⌉, b′ = ⌈k/a⌉ ≤ b and setting the last coordinates Xk+1, . . . , Xk′ to zero.
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For i = j, we point out that V α,β contains

(Y
(α)
i + Y

(β)
i )2 = (Y

(α)
i )2 + 2Y

(α)
i Y

(β)
i + (Y

(β)
i )2.

Since (Y
(α)
i )2, (Y

(β)
i )2 ∈ Uα +Uβ and the characteristic of F is not 2, it follows

that
∑

α Uα +
∑

α,β V α,β +
∑

α,β Wα,β contains Y (α)
i · Y (β)

i .
Now, let i ̸= j. Then, we have

(Y
(α)
i + Y

(β)
i ) · (Y (α)

j + Y
(β)
j ) ∈ V α,β ,

(Y
(α)
i + κi · Y (β)

i ) · (Y (α)
j + κj · Y (β)

j ) ∈Wα,β .

It follows

Y
(α)
i · Y (β)

j + Y
(β)
i · Y (α)

j ∈ V α,β + Uα + Uβ ,

κj · Y (α)
i · Y (β)

j + κi · Y (β)
i · Y (α)

j ∈Wα,β + Uα + Uβ .

Since κi ̸= κj , it follows

Y
(α)
i · Y (β)

j , Y
(β)
i · Y (α)

j ∈Wα,β + V α,β + Uα + Uβ .

Hence,
∑

α Uα +
∑

α,β V α,β +
∑

α,β Wα,β contains all monomials of F[X]2.

Lemma 13. Let c > 1 and set wc :=
c

(
√
c−1)2 . We have for all w ≥ wc, k ∈ N,

b > 2 and fields F with |F| ≥ b− 1

w ·
(
b

2

)
≥ c · 3

2
·
(
k + 1

2

)
=⇒ Hypothesis 3 is true for (b, k, w,F).

Proof. Let w ≥ wc, b > 1, k ∈ N such that w ·
(
b
2

)
≥ c · 32 ·

(
k+1
2

)
. We have

w ≥ c · 3
2
· (k + 1) · k
b · (b− 1)

≥ c ·
(

k

b− 1

)2

,

since 3
2 ·

k+1
b ≥ k

b−1 (which holds because b ≥ 3). Set a :=
⌈

k
b−1

⌉
. We claim

that we have w ≥ a2. This follows because

a2 ≤
(

k

b− 1
+ 1

)2

≤
(√

w√
c
+ 1

)2

= w

(
1√
w

+
1√
c

)2

≤ w,

where the last inequality follows from

1√
w

+
1√
c
≤ 1
√
wc

+
1√
c
≤
√
c− 1√
c

+
1√
c
= 1.

Since |F| ≥ b−1, Lemmas 9 and 12 imply now Hypothesis 3 for (b, k, a2,F).
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5 Learning With Bounded Errors
In this section, we use the methods developed above to study the LWBE prob-
lem. Let G ∈ Fn×k,H ∈ F(n−k)×n be the generator and parity-check matrix of
a code C. As in Problems 3 and 4, let S1, . . . , Sn be the sets of size d containing
the errors e1, . . . , en. For i ∈ [n], let fi be the following univariate polynomial.

fi(Z1) :=
∏
e∈Si

(Z1 − e).

Our main result is the following:

Theorem 4. Let F be a field of size q ≥ dn+ 2 and characteristic charF > d.

1. Let n =
(
k+d
d

)
. There is an algorithm D that on input (G,Gx + e) will

always output 0 if e ∈ S1× . . .×Sn. However, for uniform random inputs,
we have

Pr
G←Fn×k,y←Fn

[D(G,y) = 1] ≥ 1− dn/q.

The time complexity of D is dominated by inverting an n× n matrix.

2. Let n =
(
k+d−1

d

)
. There is an algorithm S that on input (G,Gx + e)

outputs e ∈ S1 × . . . × Sn with success probability ≥ 1 − (d2n + 1) · k/q
over the randomness of G← Fn×k. The time complexity of S is O(dkM),
where M is the cost of inverting an n× n matrix.

Before proving this result, we observe that it implies that the LWR Problem 5
with primes q > p can be solved in time O(qk1+ωq/p/p) when given

(
k+⌈q/p⌋
⌈q/p⌋+1

)
samples. Indeed, it suffices to consider the polynomials

fi(Z1) :=

⌈(q+p)/2p⌋−1∏
e=−⌈(q+p)/2p⌋

(Z1 − e), for all i,

which have degree ⌈q/p⌋ + 1. We can map the samples (G,b = ⌈Gx⌋p) ∈
Fn×k
q ×Fn

p to samples (G,b′) ∈ Fn×k
q ×Fn

q where b′ := ⌈q/p · b⌋ can be written
as b′ = Gx+e for some error e ∈ {−⌈(q + p)/2p⌋ , . . . , ⌈(q + p)/2p⌋−1}n. This
follows from the fact that if a ∈ Zq and b = ⌈a⌋p = ⌈ap/q⌋, then∣∣∣∣a− ⌈qpb

⌋∣∣∣∣ ≤ ∣∣∣∣a− q

p
b

∣∣∣∣+ ∣∣∣∣qpb−
⌈
q

p
b

⌋∣∣∣∣ ≤ q

p

∣∣∣∣apq − b
∣∣∣∣+ 1

2
≤ q

p

1

2
+

1

2
=
q + p

2p
.

Now we proceed to study the LWBE problem in order to prove Theorem 4.
The primal and dual modeling of LWBE and BSD are given by:

Modeling 3. Denote by g1, . . . , gn ∈ F[X]1 linear forms that compute the rows
of G, i.e.

gi(X) := gT
i ·X.

The primal modeling of (G,y = Gx+ e) is given by

f1(y1 − g1(X)) = 0, . . . , fn(yn − gn(X)) = 0.
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Modeling 4. Denote by h1, . . . , hn−k ∈ F[X]1 linear forms that compute the
rows of H, i.e.

hi(X) := hT
i ·X.

The dual modeling of (H, s = He) is given by

f1(E1) = 0, . . . , fn(En) = 0,

h1(E)− s1 = 0, . . . , hn−k(E)− sn−k = 0.

By the following lemma, both modelings are equivalent in the sense that the
ideals of their top terms are isomorphic.

Lemma 14. Let

I :=
(
(−g1)d, . . . , (−gn)d

)
,

J :=
(
Ed

1 , . . . , E
d
n, h1, . . . , hn−k

)
.

Then, F[X]/I and F[E]/J are isomorphic as graded rings.

We omit the proof of Lemma 14 as it is analogous to the proof of Lemma 7. A
more general lemma is proven in Section B. To ease notation, we will consider the
polynomials gd1 , . . . , gdn ∈ F[X]d instead of (−g1)d, . . . , (−gn)d in the following.
Note that this is equivalent, since

spanF{(−g1)d, . . . , (−gn)d} = spanF{gd1 , . . . , gdn}.

Theorem 5. Let d, k ∈ N. Let F be a field with char(F) > d.
There are n =

(
k+d−1

d

)
linear forms g1, . . . , gn ∈ F[X]1 such that

spanF{gd1 , . . . , gdn} = F[X]d.

For this n, Theorem 5 implies that Modelings 3 and 4 have a degree of
regularity d with high probability (see Lemma 6). There are multiple ways to
prove Theorem 5. Our strategy here utilizes multivariate Vandermonde ma-
trices, as those matrices naturally capture the combinatorics of multivariate
degree-d polynomials.

For an index β ∈ Nk
0 , denote its weight by |β| = β1 + . . . + βk. Let

α(1), . . . , α(n) be an enumeration of the set of indices of weight ≤ d{
α ∈ Nk−1

0

∣∣∣ |α| ≤ d} .
We define β(1), . . . , β(n) to be corresponding homogenized indices of weight d.
Concretely, for i ∈ [n], we set β(i) := (α(i), d− |α(i)|) ∈ Nk

0 .
We use the following theorem from the PhD thesis of Ünal [Üna24, Thm. 54]:

Theorem 6. Let m1, . . . ,mn ∈ Z[X1, . . . , Xk−1] be an enumeration of all mono-
mials of degree ≤ d, given by

mi = Xα(i) = X
α(i)1
1 · · ·Xα(i)k−1

k−1 .

We have for the determinant of the multivariate Vandermonde matrix V =
(mj(α(i)))i,j∈[n] for inhomogeneous polynomials of degree d over k−1 variables

detV =

d∏
i=1

(d+ 1− i)i·(
k−2+i

i ).

25



Lemma 15. Define γ1, . . . , γn ∈ F by

(X1 + . . .+Xk)
d =

n∑
j=1

γj ·Xβ(j).

If charF > d, then no γi can be zero.

Proof. We prove the statement by induction on k and d. Note that we have

(X1 + . . .+Xk)
d =

d∑
i=0

(
d

i

)
·Xi

k · (X1 + . . .+Xk−1)
d−i.

Let us study the coefficient ofXi1
1 · · ·X

ik
k . It is given by

(
d
ik

)
times the coefficient

γ′ ∈ F of the monomial Xi1
1 · · ·X

ik−1

k−1 in the polynomial (X1 + . . .+Xk−1)
d−ik .

By induction, γ′ ̸= 0. The coefficient of Xi1
1 · · ·X

ik
k is hence given by γ′ ·

(
d
i

)
,

which is not zero in F, since charF > d.

Theorem 5. We set each gi to be

gi := Xk +

k−1∑
j=1

α(i)j ·Xj .

Note that we have

gdi =

n∑
j=1

γj · (α(i), 1)β(j) ·Xβ(j) =

n∑
j=1

γj · α(i)α(j) ·Xβ(j).

Let M ∈ Fn×n be the matrix where the i-th row contains the coefficients
of gdi . Concretely, the i-th row of M is given by

(γ1 · α(i)α(1) · · · γn · α(i)α(n)).

We can see that M equals V · D where V is the Vandermonde matrix from
Theorem 6 and D is a diagonal matrix with γ1, . . . , γn on its diagonal. Since
γ1, . . . , γn are all non-zero, the determinant of M is not zero. It follows that
the homogeneous polynomials gd1 , . . . , gdn ∈ F[X]d are linearly independent. As
dimF F[X]d = n, they span the whole space.

Theorem 4. A naive approach would be to use the theorem of Salizzoni Theo-
rem 1 and bound the runtime of the Mutant-XL algorithm. However, we can
do better by using the degree of regularity and a search-to-decision reduction.
Let n =

(
k+d
d

)
. For the first claim, let D act as follows: On input G and y,

D computes the polynomials f1(y1 − g1(X)), . . . , fn(yn − gn(X)), where n is as
specified in Theorem 4. It computes a basis of the space

V := spanF{f1(y1 − g1(X)), . . . , fn(yn − gn(X))} ⊆ F[X]≤d.

If 1 ∈ V , it outputs 1, otherwise, it outputs 0. Now, if y = Gx + e for some
e ∈ S1 × · · · × Sn, then V ⊂ (f1(y1 − g1(X)), . . . , fn(yn − gn(X))) can never
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contain 1. On the other hand, draw G and y uniformly at random. Introduce
a homogenization variable H1 and set for i ∈ [n]

g′i(X,H1) := yi ·H1 − gi(X).

The g′1, . . . , g′n are distributed uniformly at random in F[X,H1]
1. Additionally,

let f ′i(Z1, H1) =
∏

e∈Si
(Z1 − eH1) be the homogenization of fi for i ∈ [n]. In

Lemma 36, we show that the space

V ′ := spanF{f ′1(g′1), . . . , f ′n(g′n)}

equals F[X,H1]
d with probability ≥ 1− dn/q. Now, we have Hd ∈ V ′ iff 1 ∈ V .

Hence, if G and y are uniformly random, then D will output 1 with probability
≥ 1− dn/q.

For the second claim, let n =
(
k+d−1

d

)
. Given D, S acts as follows on input

(G,y = Gx+ e): For i ∈ [k] and z ∈ Si, S guesses that e has the value ei = z
at position i. By this, it reduces10 n and k of the LWBE problem by one by
using the equation gi(x) + z = yi to reduce the dimension of x. Additionally,
it removes the i-th row of G and y. It ends with a smaller LWBE instance
(G′ ∈ F(n−1)×(k−1),y′ ∈ Fn−1). Now, it runs D on (G′,y′). If D(G′,y′) = 0,
then S assumes that ei = z. If the guess ei = z is incorrect, then G′ and y′ are
distributed uniformly at random, and we have D(G′,y′) = 1 with probability
≥ 1 − dn/q. By a union bound, the probability that D outputs 1 for every
wrong guess of S is at least 1− d2kn/q. At the end, S learns e1, . . . , ek. With
probability ≥ 1 − k/q, the first k rows of G are linearly independent. In this
case, S can solve for x, since it knows the first k values of e.
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Supplementary Material

A Computations on Power Series
First note that we have the following for parameters b, k, w, n ∈ N

(1− T )n =

n∑
i=0
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n

i

)
· (−T )i

= 1− nT +

(
n

2

)
T 2 +O(T 3),(

1 + bT + bT 2 + . . .
)w
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1 + bT + bT 2

)w
+O(T 3)

=
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w

i
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= 1 + wb(T + T 2) +

(
w

2
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Lemma 16. We have(
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Lemma 17. We have
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Lemma 18. We have with n = bw
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Lemma 19. We have
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With Lemma 16, it follows
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Lemma 20. With n = bw, we have
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A.1 The Hybrid Setting
For the hybrid approach of Briaud and Øygarden [BØ23], where one guesses
u < b error-free positions in f ≤ w blocks, the following computations are
relevant:

Lemma 21. For n = bw, we have
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Proof. Note that we have
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It follows with Lemma 17
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Lemma 22. For n = bw, we have
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2

))
T 2 +O(T 3).

Proof. Again, we use n− fu = b(w − f) + (b− u)f to consider

(1 + bT )w−f · (1 + (b− u)T )f

(1 + T )n−fu

=
(1 + bT )w−f

(1 + T )b(w−f)
· (1 + (b− u)T )f

(1 + T )(b−u)f

=

(
1− (w − f)

(
b

2

)
T 2

)
·
(
1− f

(
b− u
2

)
T 2

)
+O(T 3)

= 1−
(
(w − f)

(
b

2

)
+ f

(
b− u
2

))
T 2 +O(T 3).

It follows

(1 + bT )w−f · (1 + (b− u)T )f

(1 + T )n−k

= (1 + T )k−fu · (1 + bT )w−f · (1 + (b− u)T )f

(1 + T )n−fu

=

(
1 + (k − fu)T +

(
k − fu

2

)
T 2

)
·
(
1−

(
(w − f)

(
b

2

)
+ f

(
b− u
2

))
T 2

)
+O(T 3)

= 1 + (k − fu)T +

((
k − fu

2

)
− (w − f)

(
b

2

)
− f

(
b− u
2

))
T 2 +O(T 3).

B Equivalence of Primal and Dual Modelings
Let F be a finite field. We introduce here general learning and syndrome decod-
ing problems:

Problem 6 (General Learning). Let k, n,m ∈ N, and fix polynomials f1, . . . , fm ∈
F[E1, . . . , En].

For a generator matrix G ∈ Fn×k, the General Learning problem asks to
extract x ∈ Fk from (G,y = Gx+ e) where e ∈ Fn fulfils

f1(e) = . . . = fm(e) = 0.

Its dual problem is given as follows:

Problem 7 (General Syndrome Decoding). For a parity-check matrix H ∈
F(n−k)×n, the General Syndrome Decoding problem asks to extract e ∈ Fn

from (H, s = He) s.t.

f1(e) = . . . = fm(e) = 0.
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Lemma 23. Let G ∈ Fn×k and H ∈ F(n−k)×k be a generator and a parity-
check matrix for a k-dimensional code C. The General Learning problem for G
and the General Syndrome Decoding for H problem are equivalent via reductions
that have a time complexity in O(n3).

Proof. First note that we have the following short exact sequence of linear spaces

0 −→ Fk G−→ Fn H−→ Fn−k −→ 0.

Now, let (G,y = Gx + e) be an instance of the General Learning problem
for the polynomials f1, . . . , fm ∈ F[E]. By applying H to y, we get the Gen-
eral Syndrome Decoding problem (H,Hy = He). Because of our short exact
sequence, any solution e′ for (H,He) yields a solution (x′, e′) for (G,y).

On the other hand, let (H, s = He) be an instance of the General Syndrome
Decoding problem for the polynomials f1, . . . , fm ∈ F[E]. Compute any y ∈ Fn

s.t. Hy = s. Because of our short exact sequence, there exists an x ∈ Fk s.t.
y = Gx + e. Hence, we get a General Learning instance (G,y). Any solution
(x′, e′) for (G,y) yields a solution e′ for (H, s).

Modeling 5 (General Primal Modeling). Let (G,y = Gx+ e) be an instance
of the General Learning problem for polynomials f1, . . . , fm ∈ F[E1, . . . , En].
Denote by g1, . . . , gn ∈ F[X1, . . . , Xk]

1 the linear forms that compute the rows
of G, i.e.

gi(X) = gT
i ·X.

The primal modeling of (G,y) is given by

f1(y1 − g1(X), . . . , yn − gn(X)) = 0,

...
fm(y1 − g1(X), . . . , yn − gn(X)) = 0.

Modeling 6 (General Dual Modeling). Let (H, s = He) be an instance of the
General Syndrome Decoding problem for polynomials f1, . . . , fm ∈ F[E1, . . . , En].
Denote by h1, . . . , hn−k ∈ F[E1, . . . , En]

1 the linear forms that compute the rows
of H, i.e.

hi(X) = hT
i · E.

The dual modeling of (H, s) is given by

f1(E) = 0, h1(E)− s1 = 0,

...
...

fm(E) = 0, hn−k(E)− sn−k = 0.

Lemma 24. There is a grade-preserving ring isomorphism

F[E]/(f top1 , . . . , f topm , h1, . . . , hn−k) −→ F[X]/(f top1 (g1(X), . . . , gn(X)), . . . , f topm (g1(X), . . . , gn(X))).

This isomorphism implies that the primal Modeling 5 and the dual Model-
ing 6 have the same degree of regularity with probability ≥ 1 − nd+k

|F| over the
randomness of g1, . . . , gn ← F[X]1 where d = maxi∈[n](deg fi).
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Proof. Let us first prove the existence of the isomorphism. Denote by I the
homogeneous ideal generated by these terms and set

Q := F[X]/I =F[X]/(f top1 (−g1(X), . . . ,−gn(X)), . . . , f topm (−g1(X), . . . ,−gn(X)))

=F[X]/(f top1 (g1(X), . . . , gn(X)), . . . , f topm (g1(X), . . . , gn(X))).

(Note that the minus signs are irrelevant, since f top1 , . . . , f topm are homogeneous
polynomials.) Denote by J the homogeneous ideal generated by

f top1 (E), . . . , f topm (E), h1(E), . . . , hn−k(E),

and set

R := F[E]/J = F[E]/(f top1 , . . . , f topm , h1, . . . , hn−k).

For the isomorphism, note that the short exact sequence

0 −→ Fk G−→ Fn H−→ Fn−k −→0

induces a sequence of dual ring morphisms

0 −→ F[S1, . . . , Sn−k]
H∗

−→ F[E]
G∗

−→ F[X]−→0.

The maps

H∗ : F[S] −→ F[E]

Si 7−→ hi(E)

and

G∗ : F[E] −→ F[X]

Ei 7−→ gi(X)

preserve degrees since G and H are linear. Further, G∗ is surjective, since G is
injective, and H∗ is injective, since H is surjective. The sequence of rings is not
exact, anymore, but the image of H∗ still lies in the kernel of G∗. In particular,
the kernel of G∗ is given by (h1, . . . , hn−k), hence, G∗ induces the isomorphism

F[E]/(h1, . . . , hn−k)
∼−→ F[X].

Under this isomorphism, the element f topi (E) gets mapped to f topi (g1(X), . . . , gn(X)).
In particular, the ideal

(f top1 (E), . . . , f topm (E)) ⊂ F[E]/(h1, . . . , hn−k)

gets mapped to the ideal

(f top1 (g1(X), . . . , gn(X)), . . . , f topm (g1(X), . . . , gn(X))) ⊂ F[X].

Hence, we have a grade-preserving isomorphism Q→ R.
The second claim follows whenever the top terms of the primal modeling are

given by

f top1 (−g1(X), . . . ,−gn(X)), . . . , f topm (−g1(X), . . . ,−gn(X))
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and the top terms of the dual modeling are given by

f top1 (E), . . . , f topm (E), h1(E), . . . , hn−k(E).

Both events do not need to hold in general11. Hence, we need to upper bound
the probability of

(fi(y1 − g1(X), . . . , yn − gn(X)))
top ̸= f topi (−g1(X), . . . ,−gn(X)).

By the Schwartz-Zippel lemma, this probability is bounded by ≤ d
|F| for one

i ∈ [n]. By a union bound, all top terms coincide with the generators of I with
probability at least ≥ 1− dn

|F| .
Now, the polynomials f top1 , . . . , f topn , h1, . . . , hn−k can only deviate from the

top terms of Modeling 6 if one of the hi is zero. This can only happen, if G
does not have full rank, which may happen with probability at most k

|F| .
Hence, the top terms of both modelings are given by the generators of I and

J with probability at least ≥ 1− dn+k
|F| .

Whenever that is the case, the degree of regularity of the primal and dual
modeling is the minimal d s.t. Qd = 0 and Rd = 0, respectively. Since Q and
R are isomorphic, we have Qd = 0 iff Rd = 0 for all d. Hence, the second claim
follows.

C More Block Hypotheses
Lemma 25. Let b, k ∈ N, k ≥ 3, w = 3 and let F be any field. If b < 2

3k, then
Hypotheses 3 and 4 are false.

Proof. It suffices to show that if

A = spanF

{
f (1)α

∣∣∣∣ 1 ≤ α ≤ 2

3
k

}
, B = spanF

{
f (2)α

∣∣∣∣ 1 ≤ α ≤ 2

3
k

}
are subspaces of F[X]1 and have dimension 2

3k and

C = spanF

{
f (3)α

∣∣∣∣ 1 ≤ α ≤ 2

3
k − 1

}
is a subspace of F[X]1 and has dimension 2

3k − 1, then V1 + V2 + V3 ̸= F[X]2

where

Vi = spanF

{
f (i)α · f

(i)
β

∣∣∣ 1 ≤ α ≤ β ≤ b} .
Without loss of generality, we can assume that we have

dimFA ∩B =
1

3
k, dimFA ∩ C = dimFB ∩ C =

1

3
k − 1.

Therefore, there exist a basis HA∩B of A ∩ B, a basis HA∩C of A ∩ C, a basis
HB∩C of B ∩ C and elements a ∈ A \ ((A ∩ B) + (A ∩ C)) and b ∈ B \ ((A ∩
B) + (B ∩ C)) such that

A = spanF{HA∩B} ⊕ spanF{HA∩C} ⊕ spanF{a}
11For example, if s1 ̸= 0, but h1 = 0, then (h1(X)− s1)top = −s1 ̸= 0 = htop

1 (X).
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B = spanF{HA∩B} ⊕ spanF{HB∩C} ⊕ spanF{b}
C = spanF{HA∩C} ⊕ spanF{HB∩C}.

If we consider the ideal I = (A∩B) + (A∩C) + (B ∩C) and the morphism
it induces, namely,

ϕ : F[X] −→ F[X]/I

x 7−→ x+ I

we have that

ϕ(V1) = spanF{a2 + I},
ϕ(V2) = spanF{b2 + I},
ϕ(V3) = 0.

However, ϕ(F[X]2) ≃ F[Y1, Y2]2 has dimension 3. Whence V1 + V2 + V3 ̸=
F[X]2.

Lemma 26. Let b, k ∈ N, k ≥ 3, w = 3 and let F be any field. If b ≥ 2k/3, then
Hypothesis 4 is true for (b, k, w,F) and Hypothesis 3 is true for (b+ 1, k, w,F).

Proof. Let us first assume k = 3a and b = 2a for some a ∈ N. In this case,
divide X1, . . . , Xk into three groups Y1, . . . , Ya, Z1, . . . , Za, W1, . . . ,Wa. Let

A1 := spanF{Y1, . . . , Ya, Z1, . . . , Za},
A2 := spanF{Y1, . . . , Ya,W1, . . . ,Wa},
A3 := spanF{Z1, . . . , Za,W1, . . . ,Wa}.

It holds F[X]2 = V1 + V2 + V3 where

Vi := spanF {f · g | f, g ∈ Ai} .

Indeed, all monomials YiZj are contained in V1, while all monomials YiWj lie
in V2 and all monomials ZiWj are in V3.

Now, assume k = 3a+ 2, b = 2a+ 2. This case follows from the above case
by setting k′ = k+1 = 3a+3. If (f (1)1 , . . . , f

(1)
b ), (f (2)1 , . . . , f

(2)
b ), (f (3)1 , . . . , f

(3)
b )

is a solution for b, k′, w over F[X1, . . . , Xk′ ], we can set Xk′ to zero and get a
solution for b, k, w.

Now, consider the case k = 3a + 1, b = 2a + 1. In this case, we subdivide
X1, . . . , Xk into three groups Y1, . . . , Ya, Z1, . . . , Za, W1, . . . ,Wa plus an extra
variable U and set

A1 := spanF{Y1, . . . , Ya, Z1, . . . , Za, U},
A2 := spanF{Y1, . . . , Ya,W1, . . . ,Wa, U},
A3 := spanF{Z1, . . . , Za,W1, . . . ,Wa, U}.

It is now easy to verify, that A1 ·A1 +A2 ·A2 +A3 ·A3 = F[X]2.

Lemma 27. Let a ∈ N and assume

w = a2, b ≥ k/a, |F| ≥ b, charF = 2.

Then, Hypothesis 4 is true for (b, k, w,F) and Hypothesis 3 is true for (b +
1, k, w,F).
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Proof. As in Lemma 12, we can assume without loss of generality k = ab. Again,
we divide the variables X1, . . . , Xk into a groups:

Y
(1)
1 , . . . , Y

(1)
b , . . . , Y

(a)
1 , . . . , Y

(a)
b .

Let κ1, . . . , κb be b distinct elements of F. We again construct blocks (Aα)α,
(Bα,β)α,β∈[a],α<β , and (Cα,β)α,β∈[a],α<β of size b+ 1. For α ∈ [a], we set

Aα :={Y (α)
1 , . . . , Y

(α)
b , Y

(α)
1 + . . .+ Y

(α)
b }.

For α, β ∈ [a] with α < β, we set

Bα,β :={Y (α)
1 + Y

(β)
1 , . . . , Y

(α)
b + Y

(β)
b , Y

(α)
1 + . . .+ Y

(α)
b },

Cα,β :={Y (α)
1 + κ1 · Y (β)

1 , . . . , Y
(α)
b + κb · Y (β)

b , Y
(α)
1 + . . .+ Y

(α)
b }.

Further,

Uα :=spanF {f · g | f, g ∈ Aα} ,
V α,β :=spanF {f · g | f, g ∈ Bα,β} ,
Wα,β :=spanF {f · g | f, g ∈ Cα,β} .

Because of our reasoning in Lemma 12, we know that all cross-monomials Y (α)
i ·

Y
(β)
j for i ̸= j are contained in

∑
α Uα +

∑
α,β V α,β +

∑
α,β Wα,β .

Now, let i = j. If α = β, then Y
(α)
i · Y (α)

i is contained in Uα. For α ̸= β,
note that we have

(Y
(α)
i + Y

(β)
i ) · (Y (α)

1 + . . .+ Y
(α)
b ) ∈ V α,β .

Since
∑

α Uα +
∑

α,β V α,β +
∑

α,β Wα,β contains all cross-monomials Y (β)
i Y

(α)
i′

for i′ ̸= i, it also contains

(Y
(α)
i + Y

(β)
i ) · Y (α)

i = Y
(α)
i · Y (α)

i + Y
(α)
i · Y (β)

i .

Since the squares (Y
(α)
i )2 are also contained in Uα, it follows that

∑
α Uα +∑

α,β V α,β +
∑

α,β Wα,β also contains Y (α)
i · Y (β)

i . Hence, it contains all mono-
mials.

Lemma 28. Let a ∈ N and assume

w ≥ a+ 3

(
a

2

)
, |F|2 ≥ b, b ≥ k/a, charF ̸= 2.

Then, Hypothesis 4 is true for (b, k, w,F) and Hypothesis 3 is true for (b +
1, k, w,F).

Proof. It suffices to prove Hypothesis 4. Again, we can assume that k = ba and
w = a+ 3

(
a
2

)
. Further, set r :=

⌈√
b
⌉

and note |F| ≥ r.
To prove the hypothesis, let us divide the k = ba variables of F[X] into a

groups:

Y
(1)
1 , . . . , Y

(1)
b , · · · Y

(a)
1 , . . . , Y

(a)
b .
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Let κ1, . . . , κr be r distinct elements of F. We construct four groups of blocks:
the first group contains a blocks A1, . . . , Aa ⊂ F[X]1, the second, third and
fourth groups contain

(
a
2

)
blocks, which we denote by (Bα,β)α,β∈[a],α<β , (Cα,β)α,β∈[a],α<β

and (Dα,β)α,β∈[a],α<β .
For α ∈ [a], we set

Aα :={Y (α)
1 , . . . , Y

(α)
b }.

For α, β ∈ [a] with α < β, we set

Bα,β :={Y (α)
1 + Y

(β)
1 , . . . , Y

(α)
b + Y

(β)
b },

Cα,β :={Y (α)
t+sr + κt · Y (β)

t+sr, | t ∈ [r], s ∈ [r − 1]0 s.t. t+ sr ≤ b},

Dα,β :={Y (α)
t+sr + κt+s mod r · Y (β)

t+sr | t ∈ [r], s ∈ [r − 1]0 s.t. t+ sr ≤ b}.

Further, we define

Uα :=spanF {f · g | f, g ∈ Aα} ,
V α,β :=spanF {f · g | f, g ∈ Bα,β} ,
Wα,β :=spanF {f · g | f, g ∈ Cα,β} ,
Rα,β :=spanF {f · g | f, g ∈ Dα,β} .

Then, we have for all i, j ∈ [b] and α, β ∈ [a]

Y
(α)
i · Y (α)

j ∈ Uα,

(Y
(α)
i + Y

(β)
i )(Y

(α)
j + Y

(β)
j ) ∈ V α,β ,

(Y
(α)
i + κi mod r · Y (β)

i )(Y
(β)
j + κj mod r · Y (β)

j ) ∈Wα,β ,

and for i ∈ {1 + sr, . . . , r + sr} and j ∈ {1 + s′r, . . . , r + s′r} where s ̸= s′ and
α < β ∈ [a]

(Y
(α)
i + κi+s mod r · Y (β)

i )(Y
(β)
j + κj+s′ mod r · Y (β)

j ) ∈ Rα,β .

Set S =
∑

α Uα +
∑

α,β V α,β +
∑

α,β Wα,β +
∑

α,β Rα,β . It remains to show

that Y (α)
i ·Y (β)

j ∈ S for i, j ∈ [b] and α < β ∈ [a]. Following the same arguments
as in Lemma 12, it follows that

1. for all i ∈ [b] and α < β ∈ [a], we have

Y
(α)
i Y

(β)
i ∈ V α,β + Uα + Uβ ⊆ S,

2. for all i, j ∈ [b] with i ̸= j mod r and α, β ∈ [a] we have

Y
(α)
i Y

(β)
j ∈Wα,β + V α,β + Uα + Uβ ⊆ S.

In order to show that Y (α)
i Y

(β)
j ∈ S for i = j mod r but i ̸= j we can repeat the

argument used in Lemma 12. Indeed, we can assume without loss of generality
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that i ∈ {1+sr, . . . , r+sr} and j ∈ {1+s′r, . . . , r+s′r} where s, s′ ∈ {0, . . . , r−1}
and s < s′. Then, we have

(Y
(α)
i + Y

(β)
i ) · (Y (α)

j + Y
(β)
j ) ∈ V α,β ,

(Y
(α)
i + κi+s mod r · Y (β)

i )(Y
(β)
j + κj+s′ mod r · Y (β)

j ) ∈ Rα,β .

Now using the fact that i = j mod r and s ̸= s′ mod r we obtain that κi+s mod r ̸=
κj+s′ mod r and therefore Y (α)

i Y
(β)
j ∈ S. Hence, S contains all monomials in

F[X]2.

We now proceed to combine the ideas of Lemma 28 and Lemma 27 to obtain
a result that works in characteristic 2 and fields that satisfy the inequality
|F|2 ≥ b.

Lemma 29. Let a ∈ N and assume

w ≥ a+ 3

(
a

2

)
, |F|2 ≥ b, b ≥ k/a, charF = 2.

Then, Hypothesis 3 is true for (b+ 1, k, w,F).

Proof. We can assume that k = ba and w = a+ 3
(
a
2

)
. To prove the hypothesis,

let us divide the k = ba variables of F[X] into a groups:

Y
(1)
1 , . . . , Y

(1)
b , . . . Y

(a)
1 , . . . , Y

(a)
b .

Let c =
⌈√

b
⌉
. Let κ1, . . . , κc be distinct elements of F which exist since |F|2 ≥ b.

We construct four groups of blocks; for α ∈ [a], we set

Aα :={Y (α)
1 , . . . , Y

(α)
b , Y

(α)
1 + . . .+ Y

(α)
b },

for α, β ∈ [a] with α < β, we set

Bα,β :={Y (α)
1 + Y

(β)
1 , . . . , Y

(α)
b + Y

(β)
b , Y

(α)
1 + . . .+ Y

(α)
b },

Cα,β :={Y (α)
t+sc + κt · Y (β)

t+sc | s ∈ [c− 1]0, t ∈ [c] s.t. t+ sc ≤ b} ∪ {
b∑

j=1

Y
(α)
j },

Dα,β :={Y (α)
t+sc + κt+s mod c · Y (β)

t+sc | s ∈ [c− 1]0, t ∈ [c] s.t. t+ sc ≤ b} ∪ {
b∑

j=1

Y
(α)
j }.

Further, we define

Uα :=spanF {f · g | f, g ∈ Aα s.t. f ̸= g} ,
Vα,β :=spanF {f · g | f, g ∈ Bα,β s.t. f ̸= g} ,
Wα,β :=spanF {f · g | f, g ∈ Cα,β s.t. f ̸= g} ,
Rα,β :=spanF {f · g | f, g ∈ Dα,β s.t. f ̸= g} .

Set S =
∑

α Uα +
∑

α,β Vα,β +
∑

α,β Wα,β +
∑

α,β Rα,β . By construction,

Y
(α)
i Y

(α)
j ∈ Uα for all i ̸= j and all α. If i = j, then Y

(α)
i Y

(α)
i is contained in

Uα, since

Y
(α)
i · Y (α)

i = Y
(α)
i · (Y (α)

1 + . . .+ Y
(α)
b )−

∑
i′ ̸=i

Y
(α)
i · Y (α)

i′ ∈ Uα.
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Following the same arguments as in Lemma 12 and Lemma 28, it follows that
Y

(α)
i Y

(β)
j ∈ S for all i ̸= j and α ≤ β. Finally, we can use the same arguments

as in Lemma 27 in order to show that all cross-monomials Y (α)
i Y

(β)
i ∈ S.

Lemma 30. Let k ∈ N, w ≥
(
k+1
2

)
and F be any field. Hypothesis 3 is true for

(2, k, w,F).
Proof. Let m1, . . . ,m(k+1

2 ) be all degree-2 monomials of F[X]. We can choose

both linear forms f (i)1 , f
(i)
2 of the i-th block s.t.

f
(i)
1 · f

(i)
2 = mi.

Hence, we have V1 + . . .+ V(k+1
2 ) = F[X]2 where Vi = spanF{f

(i)
1 · f

(i)
2 }

Lemma 31. Let c > 1 and set wc := 3
2 ·

c
(
√
c−1)2 . We have for all w ≥ wc,

k ∈ N, b > 2 and fields F with |F| ≥
√
b

w ·
(
b

2

)
≥ c · 9

4
·
(
k + 1

2

)
=⇒ Hypothesis 3 is true for (b, k, w,F).

Proof. Let w ≥ wc, b > 2, k ∈ N s.t. w ·
(
b
2

)
≥ c ·

(
k+1
2

)
. As in the proof of

Lemma 13, we have (since b ≥ 3)

w ≥ c · 9
4
· (k + 1) · k
b · (b− 1)

≥ c · 3
2

(
k

b− 1

)2

,

Set a :=
⌈

k
b−1

⌉
. We claim that we have w ≥ a + 3

(
a
2

)
= 3a2−a

2 . This follows
because

3a2 − a
2

≤
3
(

k
b−1 + 1

)2
− k

b−1

2

=
3

2

(
k

b− 1

)2

+
5

2
· k

b− 1
+

3

2

≤ w

c
+ 2 ·

√
3√
2
·
√
w√
c
+

(√
3√
2

)2

≤

(√
w√
c
+

√
3√
2

)2

≤ w

where the last inequality follows from(
1√
c
+

√
3√
2w

)2

≤

(
1√
c
+

√
3√

2wc

)2

=

(
1√
c
+

√
c− 1√
c

)2

= 1.

Since |F|2 ≥ b, Lemmas 28 and 29 imply now Hypothesis 3 for (b, k, a+3
(
a
2

)
,F).
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D On Semi-Regularity
There are four different notions of semi-regularity [Big+20]. The original defi-
nition goes back to Pardue:

Definition 8 (Semi-Regular Sequence [Par10]). Let R be a graded ring. An
element f ∈ Rd is called semi-regular with respect to R if for each e ∈ N0 the
map

Re −→ Rd+e

r 7−→ r · f

has full rank (as linear map of finite dimensional vector spaces).
A sequence of homogeneous elements f1 ∈ Rd1 , . . . , fm ∈ Rdm is semi-

regular if each fi (as element of Rdi/(f1, . . . , fi−1)
di) is semi-regular with re-

spect to R/(f1, . . . , fi−1).

Over small fields (like Z2), the following relaxation seems to be more appro-
priate [Bar04].

Definition 9 (Binary Semi-Regular Sequence). Let R be a graded Z2-algebra
s.t. f2 = 0 for all f ∈ R. Let f ∈ Rd be homogeneous. f is called semi-regular
over Z2 with respect to R if for each e ∈ N0 the map

Re/(f) −→ Rd+e

r 7−→ r · f

has full rank (as linear map of finite dimensional vector spaces).
A sequence of homogeneous elements f1 ∈ Rd1 , . . . , fm ∈ Rdm is semi-

regular over Z2 if each fi (as element of Rdi/(f1, . . . , fi−1)
di) is semi-regular

over Z2 with respect to R/(f1, . . . , fi−1).

Besides the original definitions of semi-regularity, there exist two additional
definitions that are more popular in cryptography [FBS04]:

Definition 10 (Cryptographic Semi-Regular Sequence [FBS04]). Let R be
a graded ring and f1 ∈ Rd1 , . . . , fm ∈ Rdm be homogeneous. f1, . . . , fm is
called a cryptographic semi-regular sequence if for all i ∈ [m] and e <
dreg(f1, . . . , fm)− di the map

(R/(f1, . . . , fi−1))
e −→ (R/(f1, . . . , fi−1))

e+di

r 7−→ r · fi

has full rank (as linear map of finite dimensional vector spaces).

The relaxation over Z2 goes back to Bardet [BFS03; Bar04].

Definition 11 (Binary Cryptographic Semi-Regular Sequence [BFS03; Bar04]).
Let R be a graded Z2-algebra s.t. f2 = 0 for each f ∈ R. Let f1 ∈ Rd1 , . . . , fm ∈
Rdm be homogeneous. f1, . . . , fm is called a cryptographic semi-regular
sequence over Z2 if for all i ∈ [m] and e < dreg(f1, . . . , fm)− di the map

(R/(f1, . . . , fi−1, fi))
e −→ (R/(f1, . . . , fi−1))

e+di

r 7−→ r · fi

has full rank (as linear map of finite dimensional vector spaces).
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Both definitions of semi-regularity (the normal and the cryptographic one)
have separate shortcomings. The definition due to Pardue is not stable under
permutations: for example, X,Y,X is a semi-regular12 sequence with respect to
F[X,Y ] according to Definition 8, but the permutated sequence X,X, Y cannot
be semi-regular13. On the other hand, subsequences f1, . . . , ft of semi-regular
sequences f1, . . . , fm, t ≤ m, will always stay semi-regular.

Cryptographic semi-regular sequences are always stable under permutations
(as the next lemma will show). However, subsequences of cryptographic semi-
regular sequences do not need to be cryptographic semi-regular, anymore. This
leads to absurd situations where cryptographic semi-regular sequences over Z2

of length 1 in Z2[X1, . . . , Xn]/(X
2
1 , . . . , X

2
n) of degree 1 < d < n/3 cannot exist

[HMS17].
Ultimately, for estimating the Hilbert series of a quotient ring, it does not

matter which definition one uses:

Lemma 32. Let R be a graded F-algebra and f1 ∈ Rd1 , . . . , fm ∈ Rdm .

1. If f1, . . . , fm are semi-regular, we have

HR/(f1,...,fm)(T ) =

[
m∏
i=1

(1− T di) · HR(T )

]
+

.

2. f1, . . . , fm are cryptographic semi-regular iff

HR/(f1,...,fm)(T ) =

[
m∏
i=1

(1− T di) · HR(T )

]
+

.

Now, assume F = Z2 and that we have f2 = 0 for each f ∈ R:

1. If F = Z2 and f1, . . . , fm are semi-regular over Z2, we have

HR/(f1,...,fm)(T ) =

[
HR(T )∏m

i=1(1 + T di)·

]
+

.

2. If F = Z2, then f1, . . . , fm are cryptographic semi-regular over Z2 iff

HR/(f1,...,fm)(T ) =

[
HR(T )∏m

i=1(1 + T di)·

]
+

.

Proofs for the claims in Lemma 32 can be found in [Par10; BFS03; Bar04;
HMS17].

12Indeed, X is not a zero-divisor in F[X,Y ] and Y is not a zero-divisor in F[X,Y ]/(X) =
F[X]. While X is zero in F[X,Y ]/(X,Y ) = F, this does not hurt semi-regularity, as we have
(F[X,Y ]/(X,Y ))d = 0 for d > 0. Hence, multiplication with X is always surjective as a linear
map (F[X,Y ]/(X,Y ))d → (F[X,Y ]/(X,Y ))d+1.

13Indeed, X is zero in F[X,Y ]/(X) = F[Y ] and, hence, the linear map F[Y ]d → F[Y ]d+1

given by multiplication with X does not have full rank.
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E Tensor Hypotheses
We will show here an equivalence between Hypotheses 3 and 4 for homogeneous
polynomials and similar hypotheses for tensors. Denote by

⊗ : Fk ×Fk → Fk ⊗Fk ≃ Fk×k

the tensor product in the following. We first formulate the following hypotheses:

Hypothesis 5. For b, k, w ∈ N and a field F, there exist vectors v(i)α ∈ Fk,
α ∈ [b], i ∈ [w], s.t.

V1 + . . .+ Vw = Fk×k

where

Vi := spanF

{
v(i)α ⊗ v

(i)
β

∣∣∣ α, β ∈ [b], α ̸= β
}
.

Hypothesis 6. For b, k, w ∈ N and a field F, there exist vectors v(i)α ∈ Fk,
α ∈ [b], i ∈ [w], s.t.

V1 + . . .+ Vw = Fk×k

where

Vi := spanF

{
v(i)α ⊗ v

(i)
β

∣∣∣ α, β ∈ [b]
}
.

Usually, Hypothesis 5 and Hypothesis 6 do not need to be equivalent to
their polynomial counterparts Hypothesis 3 and Hypothesis 4. However, in the
special case of characteristic 2, an equivalence can be established, as the next
lemma implies:

Lemma 33. Let F be a field of characteristic two, b, k, w ∈ N and consider the
morphism

ϕ : Fk×k −→ F[X]2

M 7−→ XT ·M ·X.

Let V ⊂ Fk×k be a subspace that is invariant under transposing matrices. The
following two statements are equivalent:

1. Fk×k = V ,

2. F[X]2 = ϕ(V ).

Proof. It suffices to observe that ϕ is surjective in order to prove that the first
statement implies the second. So it remains to show that F[X]2 = ϕ(V ) implies
Fk×k = V .

We first show that kerϕ is contained in the space spanned by a⊗ b+ b⊗ a
for all a,b ∈ Fk. Indeed, if M ∈ kerϕ, then we must have

xT ·M · x = 0
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for every x ∈ Fk. By letting x = ei + ej be the sum of the i-th and j-th unit
vector, it follows

eTi Mei + eTi Mej + eTj Mei + eTj Mej = eTi Mej + eTj Mei = 0.

Ergo, eTi Mej = −eTj Mei. Since charF = 2, we have eTi Mej = eTj Mei. It now
follows

M =

k∑
i,j=1

eTi Mej · ei ⊗ ej

=

k∑
i=1

eTi Mei · ei ⊗ ei +
∑
i ̸=j

eTi Mej · ei ⊗ ej

=0 +
∑
i ̸=j

eTi Mej · ei ⊗ ej

=
∑
i<j

eTi Mej · (ei ⊗ ej + ej ⊗ ei).

Hence, kerϕ is generated by all ei ⊗ ej + ej ⊗ ei.
Now, let M ∈ Fk×k. By assumption, there exists P ∈ V such that ϕ(M) =

ϕ(P). Therefore, there exists K ∈ kerϕ such that M = P +K. Moreover, we
also obtain that

M+MT = P+PT +K+KT.

Since K must be symmetric and charF = 2, we have K +KT = 0. Since V is
stable under transposition, it also contains PT. It follows M+MT ∈ V for all
M ∈ Fk×k. This implies that V contains all ei ⊗ ej + ej ⊗ ei. In particular, it
contains kerϕ. The claim now follows by V = V + kerϕ = Fk×k.

The above equivalence can be generalized to tensors of any order. For
this end, let us introduce some additional notation: If V is a vector space
over F, we denote by V ∗ its dual. If {Vi}i∈[d] are vector spaces over F we
denote by V1 ⊗ . . . ⊗ Vd the tensor product whose elements T =

∑
v1 ⊗

. . . ⊗ vd correspond to multilinear maps fT : V ∗1 × . . . × V ∗d → F defined as
fT(a1, . . . , ad) =

∑
a1(v1) · · · ad(vd). If {ui

j}j is a basis for each vector space
Vi, then {u1

j1
⊗ . . .⊗ ud

jd
}j1,...,jd is a basis for V1 ⊗ . . .⊗ Vd.

In the case when Vi = V for all i, we write V ⊗d and refer to d as the degree
of a tensor in V ⊗d. We define the action of the symmetric group Sd on V ⊗d by
mapping a permutation σ and a tensor T =

∑
v1⊗ . . .⊗vd to the tensor σT =∑

vσ−11⊗. . .⊗vσ−1d which corresponds to the map defined as fσT(a1, . . . , ad) =
fT(aσ(1), . . . , aσ(d)). We say that a tensor T ∈ V ⊗d is symmetric if for all
permutations σ ∈ Sd, σT = T. If V has dimension k and {ui}i∈[k] is a basis,
then any symmetric tensor can be written as

∑k
i1,...,id=1 Ti1,...,idui1 ⊗ . . .⊗ uid

with the property that Ti1,...,id = Tσi1,...,σid for all σ ∈ Sd.
For the vector space Fk we denote by {ei}i∈[k] the standard basis, that is,

the entries (ei)j are zero for every j ̸= i and (ei)i = 1. We use the notation
{e∗i }i∈[k] for the dual basis given by e∗i (ej) = 0 for j ̸= i and e∗i (ei) = 1.
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Lemma 34. Let F be a field of characteristic two, b, k, w, d ∈ N and consider
the morphism

ϕ : (Fk)⊗d −→ F[X]d

T 7−→
∑

i1,...,id∈[k]

T(e∗i1 , . . . , e
∗
id
) ·Xi1 · · ·Xid .

Let V ⊂ (Fk)⊗d be a subspace of (Fk)⊗d that is invariant under the action of
Sd. The following two statements are equivalent:

1. (Fk)⊗d = V ,

2. F[X]d = ϕ(V ).

Proof. It suffices to observe that ϕ is surjective in order to prove that the first
statement implies the second. So it remains to show that F[X]d = ϕ(V ) implies
that (Fk)⊗d = V .

Let T =
∑k

i1,...,id=1 Ti1,...,idei1 ⊗ . . . ⊗ eid ∈ kerϕ and (j1, . . . , jd) ∈ [k]w.
Then

∑
(i1,...,id)∈{(σj1,...,σjd) : σ∈Sd} T(i1,...,id) = 0. Therefore, we have that

∑
σ∈Sd

σT =

0. In particular, kerϕ is generated by all tensors
∑

σ∈Sd
eσ(i1) ⊗ · · · ⊗ eσ(id) for

i1, . . . , id ∈ [k].
Let T ∈ (Fk)⊗d. By assumption, there exists P ∈ V such that ϕ(T) = ϕ(P).

Therefore, there exists K ∈ kerϕ such that T = P+K. Moreover, we also obtain
that ∑

σ∈Sd

σT =
∑
σ∈Sd

σP+
∑
σ∈Sd

σK

=
∑
σ∈Sd

σP

since K ∈ kerϕ. By assumption, V is invariant under the action of Sd and
P ∈ V . This shows that

∑
σ∈Sd

σT ∈ V .
In order to complete the proof it suffices to show that kerϕ ⊆ V . However,

this follows now since V contains each generator
∑

σ∈Sd
eσ(i1) ⊗ · · · ⊗ eσ(id) of

kerϕ.

F More Attacks of Briaud and Øygarden

F.1 On Hybrid Attacks over Big Fields
To achieve concrete fast runtimes for solving RSD instances for selected pa-
rameters, Briaud and Øygarden [BØ23] devise a hybrid algebraic attack: for
parameters (f, u) they guess u error-free positions in f of w blocks. The param-
eters f and u are so optimized such that the resulting system has a low witness
degree and degree of regularity (2 or 3).

To analyse this, set n = (w − f) · b+ f · (b− u) and consider variables

E
(i)
1 , . . . , E

(i)
b for i ∈ [w − f ],

F
(i)
1 , . . . , F

(i)
b−u for i ∈ [f ],
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and the ring

R := F[E,F ]/((E(i)
α E

(i)
β | i ∈ [w − f ], 1 ≤ α < β ≤ b) + (F (i)

α F
(i)
β | i ∈ [f ], 1 ≤ α < β ≤ b− u)).

The Hilbert series of this ring is given by

HR(T ) = (1 + bT + bT 2 + . . .)w−f · (1 + (b− u)T + (b− u)T 2 + . . .)f .

The hypothesis underlying the hybrid attack of [BØ23] can now be formalized
as:

Hypothesis 7. There exist linear forms h1, . . . , hn−k ∈ R1 s.t.

HR/(h1,...,hn−k)(T ) =
[
(1− T )n−k · (1 + bT + bT 2 + . . .)w−f · (1 + (b− u)T + (b− u)T 2 + . . .)f

]
+
.

In Lemma 21, we show

(1− T )n−k ·
(
1 + bT + bT 2 + . . .

)w−f · (1 + (b− u)T + (b− u)T 2 + . . .)f

= 1 + (k − fu)T +

((
k − fu+ 1

2

)
− (w − f)

(
b

2

)
− f

(
b− u
2

))
T 2 +O(T 3).

Hence, Hypothesis 7 implies a degree of regularity 2 whenever

(w − f)
(
b

2

)
+ f

(
b− u
2

)
≥
(
k − fu+ 1

2

)
.

Let us set

w1 = w − f, b1 = b, w2 = f, b2 = b− u, k′ = k − fu.

By going to a primal model, Hypothesis 7 implies the following hypothesis
whenever w1

(
b1
2

)
+ w2

(
b2
2

)
≥
(
k′+1
2

)
:

Hypothesis 8. For parameters b1, b2, k′, w1, w2 ∈ N, there exist f (i)α , g
(j)
β ∈

F[X1, . . . , Xk′ ]1, i ∈ [w1], α ∈ [b1], j ∈ [w2], β ∈ [b2], s.t.

spanF

{
f (i)α · f

(i)
β

∣∣∣ i ∈ [w1], 1 ≤ α < β ≤ b1
}
+ spanF

{
g(i)α · g

(i)
β

∣∣∣ i ∈ [w2], 1 ≤ α < β ≤ b2
}
= F[X]2.

We suspect that Hypothesis 8 is true as long as b1, b2 ≤ k′/2 (and (w −
f)
(
b
2

)
+f
(
b−u
2

)
≥
(
k−fu+1

2

)
.) This is indeed the case for the parameters analysed

in [BØ23].

F.2 On Plain Attacks over the Binaries
Let us now consider the plain binary setting: let E(i)

α , α ∈ [b], i ∈ [w], be n = bw
variables and set

R := Z2[E]/(((E(i)
α )2|i ∈ [w], α ∈ [b]) + (E(i)

α E
(i)
β | i ∈ [w], 1 ≤ α < β ≤ b))

= Z2[E]/(E(i)
α E

(i)
β | i ∈ [w], α, β ∈ [b]).

The Hilbert series of R is given by

HR(T ) = (1 + bT )w.

Assumption 2 of [BØ23] corresponds to
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Hypothesis 9. There exist linear forms h1, . . . , hn−k ∈ R1 s.t.

HR/(h1,...,hn−k)(T ) =

[
(1 + bT )w

(1 + T )n−k

]
+

.

Note that Lemma 20 shows
(1 + bT )w

(1 + T )n−k
= 1 + k · T +

((
k

2

)
− w ·

(
b

2

))
· T 2 +O(T 3).

By shifting to a primal modeling again, one arrives at Hypothesis 4. Indeed,
Hypothesis 9 implies Hypothesis 4 whenever

w ·
(
b

2

)
≥
(
k

2

)
.

On the other hand, this inequality is necessary, as the following lemma shows:

Lemma 35. Let F be of characteristic two and b, k, w ∈ N. Then, Hypothesis 4
can only be true if

w ·
(
b

2

)
≥
(
k

2

)
.

Proof. Let (f
(α)
i )i∈[b],α∈[w] s.t.

F[X]2 = spanF{f
(α)
i · f (α)j |α ∈ [w], i, j ∈ [b]}.

Note that the squares (f
(α)
i )2 are all contained in the k-dimensional space

spanF{X2
1 , . . . , X

2
k}.

Hence, the w · b squares of the list (f
(α)
i f

(α)
j )i,j∈[b],α∈[w] can contribute at

most k many independent polynomials. The maximum achievable dimension
of spanF{f

(α)
i · f (α)j |α ∈ [w], i, j ∈ [b]} is hence bounded from above by w ·(

b+1
2

)
− bw + k = w ·

(
b
2

)
+ k.

In Section 4, we refuted Hypothesis 4 for w = 2 and w = 3. Ergo, Hypoth-
esis 9 (Assumption 2 in [BØ23]) is wrong for those cases. We suspect however
that Hypothesis 4 is true when w ≥ 4.

F.3 On Hybrid Binary Attacks
Finally, we consider the hybrid binary setting.

Set n = (f − w) · b+ f · (b− u) and consider again the variables

E
(i)
1 , . . . , E

(i)
b for i ∈ [w − f ],

F
(i)
1 , . . . , F

(i)
b−u for i ∈ [f ].

Set

R := F[E,F ]/((E(i)
α E

(i)
β | i ∈ [w − f ], α, β ∈ [b]) + (F (i)

α F
(i)
β | i ∈ [f ], α, β ∈ [b− u])).

The Hilbert series of this ring is given by

HR(T ) = (1 + bT )w−f · (1 + (b− u)T )f .

The assumption underlying the hybrid binary attack of [BØ23] is now given by:
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Hypothesis 10. There exist linear forms h1, . . . , hn−k ∈ R1 s.t.

HR/(h1,...,hn−k)(T ) =

[
(1 + bT )w−f · (1 + (b− u)T )f

(1 + T )n−k

]
+

.

In Lemma 22, we show

(1 + bT )w−f · (1 + (b− u)T )f

(1 + T )n−k

= 1 + (k − fu)T +

((
k − fu

2

)
− (w − f)

(
b

2

)
− f

(
b− u
2

))
T 2 +O(T 3).

Hence, Hypothesis 10 implies a degree of regularity 2 whenever

(w − f)
(
b

2

)
+ f

(
b− u
2

)
≥
(
k − fu

2

)
.

Again, set

w1 = w − f, b1 = b, w2 = f, b2 = b− u, k′ = k − fu.

By going to a primal model, Hypothesis 10 implies the following hypothesis
whenever w1

(
b1
2

)
+ w2

(
b2
2

)
≥
(
k′

2

)
:

Hypothesis 11. For parameters b1, b2, k′, w1, w2 ∈ N, there exist f (i)α , g
(j)
β ∈

F[X1, . . . , Xk′ ]1, i ∈ [w1], α ∈ [b1], j ∈ [w2], β ∈ [b2], s.t.

spanF

{
f (i)α · f

(i)
β

∣∣∣ i ∈ [w1], α, β ∈ [b1]
}
+ spanF

{
g(i)α · g

(i)
β

∣∣∣ i ∈ [w2], α, β ∈ [b2]
}
= F[X]2.

Again, from all we have seen, we think Hypothesis 11 is true as long as
b1, b2 ≤ k′/2 and (w − f)

(
b
2

)
+ f

(
b−u
2

)
≥
(
k−fu

2

)
.

G Details on the LWBE Solving Algorithm

Lemma 36. Set n =
(
k+d
d

)
. Let F be a finite field of characteristic > d and

size ≥ dn+ 2. Let f ′1, . . . , f ′n ∈ F[Z1, H1]
d be given by

f ′i(Z1, H1) = Zd
1 +

d∑
j=1

ci,j · Zd−j
1 ·Hj

1

for arbitrary coefficients ci,1, . . . , ci,d ∈ F. If we draw g′1, . . . , g
′
n ← F[X1, . . . , Xk, H1]

1

uniformly at random, we have

spanF{f ′1(g′1(X1, . . . , Xk, H1), H1), . . . , f
′
n(g
′
n(X1, . . . , Xk, H1), H1)} = F[X1, . . . , Xk]

d

with probability

≥ 1− dn

|F|
.
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Proof. We need to prove that g′1, . . . , g′n with

spanF{f ′1(g′1(X1, . . . , Xk, H1), H1), . . . , f
′
n(g
′
n(X1, . . . , Xk, H1), H1)} = F[X1, . . . , Xk, H1]

d

exist. Note that f ′i(g′i(X,H1), 0) = g′i(X,H1)
d. Because of Theorem 5, it follows

that there exist g1, . . . , gn with

spanF{f ′1(g1(X1, . . . , Xk, H1), 0), . . . , f
′
n(gn(X1, . . . , Xk, H1), 0)} = F[X1, . . . , Xk, H1]

d.

Because of Lemma 5, if we draw α← F we have

spanF{f ′1(g1(X1, . . . , Xk, H1), α ·H1), . . . , f
′
n(gn(X1, . . . , Xk, H1), α ·H1)} = F[X1, . . . , Xk, H1]

d

with probability at least ≥ 1− dn
|F| . Since |F| ≥ dn+ 2, there is one α ̸= 0 such

that the above equality does hold. Set g′1 := g1/α and note that

αd · f ′1(g′1, H1) = f ′1(g1, α ·H1).

It follows now

spanF{f ′1(g′1(X1, . . . , Xk, H1), H1), . . . , f
′
n(g
′
n(X1, . . . , Xk, H1), ·H1)}

spanF

{
f ′1(g1(X1, . . . , Xk, H1), αH1)

αd
, . . . ,

f ′n(gn(X1, . . . , Xk, H1), αH1)

αd

}
=

1

αd
· F[X1, . . . , Xk, H1]

d = F[X1, . . . , Xk, H1]
d.

For the probability bound, note that the entries of the matrix with the coeffi-
cients of f ′1(g′1(X1, . . . , Xk, H1), H1), . . . , f ′n(g′n(X1, . . . , Xk, H1), H1) have de-
gree ≤ d in the coefficients of g′1, . . . , g′n. Hence, the claim follows by Lemma 5
again.

G.1 Search-To-Decision Reduction
We detail here the reduction of an LWBE instance in the proof of Theorem 5.

Let G ← Fn×k be a uniformly random generator matrix. Further, let e ∈
S1 × . . .× Sn for subsets S1, . . . , Sn ⊂ F of size d and let x ∈ Fk. Set

y := Gx+ e.

Now, given G and y, let us guess that the i-th entry ei of e equals some
value z ∈ Si. The guess ei

!
= z gives us the (potentially incorrect) knowledge

yi
!
= gT

i · x+ z.

With overwhelming probability, one of the entries of gi is non-zero14. Without
loss of generality, we can assume15 that the first entry of gi equals 1. Hence,
our guess implies

x1 = yi − ei −
k∑

j=2

gi,jxj
!
= yi − z −

k∑
j=2

gi,jxj .

14If gi = 0, then we have yi = ei and can directly read off a correct value for ei.
15Otherwise, we scale gi and permute the columns of G

52



Denote the columns of G by c1, . . . , ck ∈ Fk, i.e.

G =
(
c1| · · · |ck

)
.

Our guess ei
!
= z implies now

y = c1x1 +

k∑
j=2

cjxj + e

!
= c1(yi − z −

k∑
j=2

gi,jxj) +

k∑
j=2

cjxj + e

= c1(yi − z) +
k∑

j=2

(cj − gi,jc1)xj + e.

Rearranging yields the smaller problem with unknowns x2, . . . , xk and e1, . . . , ei−1,
ei+1, . . . , en

(c2 − gi,2c1)x2 + . . .+ (ck − gi,kc1)xk + e
!
= y − c1(yi − z).

The i-th entry of y − c1(yi − z) will always be z, since the i-th entry of c1 is
one (as it is the first entry of gi). Further, the i-th entry of each cj − gi,2c1
must be zero. Besides that, all other entries of c2 − gi,2c1, . . . , ck − gi,kc1 are
uniformly random, since c2, . . . , ck are distributed uniformly and independently
at random (and all of their entries except the i-ths are independent of gi).
Denote by c′1, . . . , c

′
k ∈ Fn−1 the vectors c1, . . . , ck ∈ Fn without their i-th

entry. Now, we let G′ ∈ F(n−1)×(k−1) be the matrix

G′ =
(
c′2 − gi,2c′1| · · · |c′k − gi,kc′1

)
.

Further, let y′ ∈ Fn−1 be the vector that contains all entries of y − c1(yi − z)
except the i-th. The reduced LWBE problem is given by

G′ ·

x2...
xk

+ e′
!
= y′ (1)

where e′ = (e1, . . . , ei−1, ei+1, . . . , en).
We distinguish three cases:

Case 1: We guessed correctly z = ei.
In this case, (G′,y′) is a correct LWBE instance. Any solution e′ ∈
S1 × · · · × Si−1 × Si+1 × · · · × Sn can be lifted to a solution e ∈ Fn by
setting

e := (e′1, . . . , e
′
i−1, z, e

′
i, . . . , e

′
n−1).

Case 2: We guessed incorrectly z ̸= ei and z ̸= yi.
We claim that in this case (G′,y′) is distributed uniformly at random in
F(n−1)×k. Indeed, the uniform randomness of G′ follows from the uniform
randomness of c′2, . . . , c′k. In particular, G′ is independent of c1.
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The uniform randomness of

y′ =



y1 − g1,1(yi − z)
...

yi−1 − gi−1,1(yi − z)
yi+1 − gi+1,1(yi − z)

...
yn − gn,1(yi − z)


follows from the fact that the random values g1,1, . . . , gi−1,1, gi+1,1, . . . , gn,1
are independent of c2, . . . , ck,gi and that yi − z ̸= 0.

Case 3: We guessed incorrectly z ̸= ei, z = yi.
If z = yi, y′ equals y, except its i-th entry. Note that we can rewrite y as

y = c1x1 + . . .+ ckxk + e

= c1 · (yi − ei −
k∑

j=2

gi,jxj) + c2x2 + . . .+ ckxk + e

= c1 · (yi − ei) + (c2 − gi,2c1) · x2 + . . .+ (ck − gi,kc1) · xk + e.

Also note that yi−ei is not zero, since yi = z ̸= ei. Note that the columns
of G′, which are c′2−gi,2c′1, . . . , c′k−gi,kc′1, are distributed uniformly and
independently at random. In particular, they are statistically independent
of c1. Since yi − ei ̸= 0, the vector c′1 · (yi − ei) + (c′2 − gi,2c′1) · x2 + . . .+
(c′k − gi,kc′1) · xk is independent of c′2 − gi,2c′1, . . . , c′k − gi,kc′1. To make
this argument precise, note that we have(
c′1 · (yi − ei) + (c′2 − gi,2c′1) · x2 + . . .+ (c′k − gi,kc′1) · xk|c′2 − gi,2c′1| · · · |c′k − gi,kc′1

)

=
(
c′1|c′2 − gi,2c′1| · · · |c′k − gi,kc′1

)
·



yi − ei
x2 1
x3 1
...

. . .
xk−1 1
xk 1



=
(
c′1|c′2| · · · |c′k

)
·



1 −gi,2
1 −gi,3

1 −gi,4
. . .

1 −gi,k
1


·



yi − ei
x2 1
x3 1
...

. . .
xk−1 1
xk 1


The uniform randomness of the left-hand side now follows by the uniform
randomness of (c′1|c′2| · · · |c′k) and the fact that both matrices multiplied
to it in the right-hand side are invertible.
Since the columns

c′2 − gi,2c′1, . . . , c′k − gi,kc′1, c′1 · (yi − ei) + (c′2 − gi,2c′1) · x1 + . . .+ (c′k − gi,kc′1) · xk
are distributed uniformly at random, it follows that (G′,y′) is distributed
uniformly at random in F(n−1)×k as y′ equals the last column plus e′.
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