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Abstract

In general, knowledge-intensive data mining meth-
ods exploit background knowledge to improve the
quality of their results. Then, in knowledge-rich
domains often the interestingness of the mined pat-
terns can be increased significantly.

In this paper we categorize several classes of back-
ground knowledge for subgroup discovery, and
present how the necessary knowledge elements can
be modelled. Furthermore, we show how subgroup
discovery methods benefit from the utilization of
background knowledge, and discuss its application
in an incremental process-model. The context of
our work is to identify interesting diagnostic pat-
terns to supplement a medical documentation and
consultation system. We provide a case study in
the medical domain, using a case base from a real-
world application.
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classes can potentially be used in other rule-based learning
methods in a straightforward manner. Similar to the applied

knowledge, subgroup discovery results can also be formal-
ized incrementally and can be provided as input to the search
method. We will introduce this approach in this paper.

Our implementation and evaluation is based on the
knowledge-based documentation and consultation system for
sonography BNOCONSULT [Huettig et al, 2004, which is
in routine use in the DRK-hospital in Berlinfipenick.

The rest of the paper is organized as follows: First we de-
scribe the knowledge-intensive process for subgroup discov-
ery. We introduce the subgroup discovery method, present
the different types of suitable background knowledge and dis-
cuss their characteristics in detail. After that, an experimental
evaluation of the impact of the proposed method is demon-
strated by a case study in the medical domain. Finally, we
conclude the paper with a discussion of the presented work,
and we show promising directions for future work.

2 Knowledge-Intensive Subgroup Discovery

In this section, we first give an overview of the subgroup dis-
covery method and define the basic concepts of our knowl-

Knowledge-intensive learning methods usually exploit backedge representation schema. Furthermore, we present the
ground knowledge, because this can improve the quality oknowledge-intensive subgroup discovery process, and de-
their results significantly (c.f.[Richardson and Domingos, scribe the background knowledge in detail.
2003). In this paper we exploit background knowledge for i
subgroup discoverjWrobel, 1997; Kbsgen, 200R applied 2.1 Subgroup Discovery
for exploration or descriptive induction, to discover "inter- Subgroup discoverfWrobel, 1997; Kbsgen, 200Ris a
esting” subgroups concerning a certain property of interestmethod to discover "interesting” subgroups of individuals,
Background knowledge can help to focus the algorithm fore.g., "the subgroup of patients who are treated smaill, un-
subgroup search on the relevant patterns according to thgerstaffechospital are significantly more likely to suffer from
goals of the user, thus reducing uninteresting patterns and reemplications in the future than the patients in the reference
stricting the search space. This can increase the quality of theopulation”. Subgroups are described by relations between
discovered set of subgroups significantly, as well as the effindependent (explaining) variables and a dependent (target)
ciency of the search method. It is obvious, that the amountariable, rated by a certain interestingness measure. For ex-
of available background knowledge depends on the particuample, two possible criteria are the difference in the distrib-
lar application domain. For example, in the medical domainution of the target variable concerning the subgroup and the
usually a lot of background knowledge is available. general population, and the subgroup size. The main appli-
Besides (simple) constraints the background knowledge focation areas of subgroup discovery are exploration and de-
the presented knowledge-intensive process consists of twacriptive induction, to obtain an overview of the relations
categories: a task-specific subset of derived attributes anoetween a target variable and usually many explaining vari-
general ontological background knowledge, that can be reables. Subgroup discovery does not necessarily focus on find-
fined incrementally. Certain knowledge classes can also bimg complete relations; instead partial relations, i.e., (small)
used to derive new (lower-level) knowledge. The knowledgesubgroups with "interesting” characteristics can be sufficient.



Before defining the subgroup discovery task, we first intro-the quality functiony g, the quality functionyrs only com-
duce the necessary notions concerning our knowledge repreares the target shares of the subgroup and the total popula-
sentation schema. Lé1, the set of all attributes. For each tion measuring the relative gain. Therefore, a suitable support
attributea € Q4 a rangedom(a) of values is defined. Fur- threshold is necessary to discover significant subgroups.
thermore, we assumg, to be the (universal) set of attribute  Considering the subgroup search strategy an efficient
values of the form{a : v), wherea € Q4 is an attribute and search is necessary, since the search space is exponential con-
v € dom(a) IS an assignable value. cerning all the possible selectors of a subgroup description.

A subgroup discovery task mainly relies on the following Commonly, a beam search strategy is used because of its ef-
four main properties: the target variable, the subgroup deficiency [KIosgen, 200R For our search strategy, we use
scription language, the quality function, and the search straa modified beam search strategy, where an initial subgroup
egy. The target variable may be binary, nominal or numericdescription can be selected as the initial value for the beam.
Depending on its type, there are different analytic questionsBeam search adds a selector to theest subgroup descrip-
e.g., for a numeric target variable we can search for signifitions in each iteration. Iteration stops if the quality as evalu-
cant deviations of the mean of the target variable. ated by the quality function does not improve any further.

A subgroup discovery problem encapsulates the target var

able, the search space of independent variables, the geneéi? The Knowledge-Intensive Process Model
population, and additional constraints. Often suitable background knowledge can help both to focus

the subgroup discovery task on the relevant patterns concern-
ing the given analysis goals, and to restrict the search space.
We propose an incremental approach in which background
SP = (T,A,C,CB), knowledge can be applied initially at the start, but also dur-
ing the discovery process. The proposed knowledge-intensive
whereT € 24UV, is atarget variable A C Q 4 isthe setof  process for subgroup discovery is depicted in Figure 1.
attributes to be included in the subgroup discovery process. We start with a defined population given as a case base
CB is the case base representing the general population usedB and existing background knowledge, if available. For the
for subgroup discoveryC specifies (optional) constraints for analysis task defined by subgroup discovery problerne
the discovery method. We defingp as the set of all possible subgroup discovery method generates a set of subgroups. If
subgroup discovery problems. these are considered as interesting by the user, the results are

The definition above allows for arbitrary target variables,Presented, and the process is finished. Otherwise the sub-
However, for our analytic questions we will focus on binary 9r0uPs are analyzed, and background knowledge including
target variables, i.eT € V. constraints can be added to the subgroup discovery problem.
The description language specifies the individuals from the‘dditionally, selected subgroups can be used as the basis for
reference population belonging to the subgroup. .urthe.r refinement. Then the process continues Wl'th a new

o T o iteration: all constraints of the current subgroup discovery
Definition 2 (Subgroup Description)A subgroup description  problem are applied for the search process. In summary, the
sd = {e;} consists of a set of selection expressions (selectornowledge-intensive process consists of three main steps:

e; = (a;, Vi) which are selections on domains of attributes, 1. DISCOVER: Discover subgroups — result §&t

i.e.,a; € Q4,V; € dom(a;). A subgroup descriptionis de- 2 |INSPECT: IfSG is interesting -STOPand present the
fined as the conjunction of its contained selection expressions.  sybgroup discovery results; otherwise

We definél,, as the set of all possible subgroup descriptions. 3. REFINE: Analyze the discovered subgroups; adapt the

A quality function measures the interestingness of the sub- ~ Subgroup discovery problem, i.e., extend or modify
group (c.f.[KIdsgen, 200pfor examples). background knowledge and/or use interesting subgroups
as a starting point for step GOTOstep 1

Definition 1 (Subgroup Discovery Problemi subgroup dis-
covery problenSP is defined as the tuple

Definition 3 (Quality Function) A quality function
—

—A

q:QaxQsp— R

s [ i
For binary target variables, examples for quality functions

are given by
Existing \ Background \ Subgroup
(p—po) - Vi JT P—po T S
qBT = : v 4qRG = —
N —n Po - (

po - (1 —po) 1—po)’

evaluates a subgroup descriptiod € Qg4 given a sub-
group discovery problem§P € Qgp. Itis used by the search
method to rank the discovered subgroups during search.

Subgroup
Discovery
Problem

Present
o Final
Results

) ) ) _ Figure 1: The Knowledge-Intensive Process Model
wherep is the relative frequency of the target variable in the

subgrouppy is the relative frequency of the target variable in Step 3 is performed by the domain specialist according to the
the total population)N. = |CB]| is the size of the total popu- analysis goals. Examples for the adaptation of the subgroup
lation, andn denotes the size of the subgroup. In contrast tadiscovery problem are given in the case study in Section 3.



2.3 Background Knowledge for Subgroup Constraints can significantly restrict the search space and fo-
Discovery cus the search process. The knowledge acquisition cost for

We want to make the acquisition of helpful backgroundCconstraintsis moderate, depending on the number of relations
knowledge as easy as possible. Therefore, we try utilizéhat need to be modeled; the costs can also be decreased uti-

knowledge known from other knowledge systems, that thdiZing ontological knowledge as described below.

domain specialist is already familiar with. There are different .
classes of background knowledge which can be used in thgattérmn Knowledge In general, pattern knowledge specifies
knowledge-intensive process for subgroup discovery: conthe kinds of patterns that the user is especially interested in.
straints, ontological knowledge, abstraction knowledge, andrOr example, pattern knowledge can be used to define already
pattern knowledge. Knowledge acquisition is always expenknown subgroups, that can be directly applied in the discov-
sive, so its costs should be minimized. Sometimes knowledggY Process for subgroup refinement. As another kind of pat-
can be derived from already formalized knowledge, e.g., wé€m knowledge, the user can spegfiiority groups which

can derive constraints from ontological knowledge, and thudre partial disjunctive sets of attributes, that have an assigned
reduce its acquisition costs. priority, e.g., depending on the association strength between

In the following table, we summarize the different classes?n attribute and the target variable. Then, we can start with
and types of background knowledge (CK = constraint knowl-the set of attributes with the highest priority. If the discovered
edge, OK = ontological knowledge, PK = pattern know|edge,subgroups cannot be improved any further by the attributes in
AK = abstraction knowledge). We show their characteris-the current set, then we take the attributes in the next priori-
tics in terms of the 'derivable knowledge’ if applicable, their tized attribute set into account, in the next iteration. The costs
costs, and their potential contribution to restricting the searcf°r Pattern knowledge are not too high, if the patterns are dis-
space and/or focusing the search process. Considering tif@vered automatically. For priority knowledge, the cost is
costs and the impact of the knowledge types on the searcgncoded in the partially disjunctive separation of attributes.
space, the label - indicates no cost/impact; the labels +, ++Pattern knowledge does not really restrict the search space,
and +++ indicate increasing costs and impact. A +(+) signi-Put can help to focus the search.
fies, that the respective element has low costs if it can be de- ) . .
rived/learned, and moderate costs otherwise. Similarly ++(+Pntological Knowledge We can utilize ontological knowl-

indicates this for moderate and high costs, respectively. ~ ©dge which is commonly used in the development of knowl-
edge systems, e.g., in case-based reasoning systems. The fol-

Knowledge Derivable Cost Search Space A . . s e s
Class gl'ype Knowledge Restr. FECUS lowing elements need to be defined by the domain specialist if
CK ™| Syntactical Constr. | — + + + they cannot be learned (semi-)automatically, dBaumeis-
CK Quiality Constr. - + ++ ++ teret al 2002
CK Attr. Values Constr. | — +(+) + + v '
CK Meta Values Constr.| — +(+) - ++ i i ; e
oK Atiributes Constr | — | e o ° welght_s of_ attrlbutes denoting their importance
OK | Normality info Atir. Val. Constr. | + - rars e similarity information about the relative similarity be-
OK Abnormality Info Attr. Val. Constr. ++ + ++ tween attribute values
Meta Val. Constr. — ++ P . .
oK Similarity Info Meta Val. Constr. | ++(+) | - . abr!ormall_ty mformatlon about a_lttrlbute values
OK Ordinality Info Meta Val. Constr. | + ++ — e ordinality information about attributes
OK Attr. Weights Attr. Constraints +(+) + ++
A | Derved Altibutes | Derved Annoutes e Abnormality/Normality Information  If abnormality or
ubgroup Pattern erive rioutes - - . . . . .
PK | Priority Groups Z +t _ + normality information about attribute values is available, then

The most important types of background knowledge Witheach valuev € dom(a) of an attributea is attached with

an especially good cost/benefit ratio are indicated in bolcﬁolfrg:: tsﬁ::eeéif)l?r:gségzigugescﬂglﬁaa mi)r:?(;?rlng{ic?: ;?I-
type. Derived attributes are a special case with potentiall X Y y

high benefit as discussed below. Then, the need for derive¥ quires a binary Iabel while abnormality mformatlon (je—
ines several categories. For example, consider the attribute

attributes depends on the specific application domain. temperature with the value rangéom (temperaturg —

Constraint Knowledge Constraints are a class of back- {normal marginal high, very high}. The valuesnormaland
ground knowledge, which is especially simple to apply. Themarginaldenote normal states of the attribute, while the val-

different constraint types can be described as follows: ueshighandvery highdescribe abnormal states. Several cate-
e Attribute values constraints: the attribute values can beyories can be defined according to the degree of abnormality.
restricted to the set of relevant values. We use five degrees of abnormality given by the symbolic

e Meta values constraints: specific value groups definingralues A1, A2, A3, A4, A5. CategoryAl denotes a normal
an abstracted 'meta value’ can be specified, e.g., intervalue; the categoriegA2, A3, A4, A5} denote abnormal val-
vals for ordinal values. Meta values are not restricted taues in ascending order. Using abnormality/normality knowl-

intervals, but can cover any combination of values. edge we can constrain the value range of an attribute: e.g., ei-
e Constraints for attributes: specific attributes and/or comther all values corresponding to selecédshormalcategories
binations of attributes can be excluded. or the values marked with theormal category can be ex-

e General constraints restricting the syntactical form of thecluded from the domain of an attribute used in the subgroup
discovered subgroups, or quality constraints for the disdiscovery method, by a global exclusion condition. Then, at-
covered subgroups can be applied. tribute values constraints are derived accordingly.



Meta Values Abnormality information and similarity infor-  Improving the Handling of Missing Values Considering
mation concerning attribute values can be used to define adhe quality functions abstraction knowledge contributes to
ditional meta values e.g., if the similarity between two at- one major point — handlingissing values Missing values
tribute values is very high, then they can potentially be anain cases are a significant problem for subgroup discovery and
lyzed as one value, thus forming a disjunctive selection exmachine learning in general. For example, in medical case
pression on the value range of an attribute. Likewise, globabases for a specific patient usually only a subset of the possi-
abnormality groups can be defined by providing groups of abble examinations is performed, given a structured data gath-
normality degrees that specify which values should be comering strategy in real-world applications. Then, only the rel-
bined. This is especially relevant in the medical domain withevant questions for the diagnostic tasks are presented to the
attribute values such gsobable possible andunverifiable  user. This results in reduced costs for the examiner, however
In diagnostics the valuprobablecontributes more evidence then a specific instance of the data set concerning the basic
to the represented concept than the vadassible However,  attributes may be quite sparse.

for analysis often the valugsobableandpossiblehave an al- There exist several strategies for dealing with missing val-
most equivalent meaning and can be considered as one valuges: a common stratedyrsumoto, 200R removes objects

Ordinality information that specifies if an attribute is or- (Cases) with missing values from the set of analyzed objects.
dinal can be used to define meta values relating to ordingPther strategies try to fill in the missing values according to
groups: we can generate meta values covering all adjaceftatistical evaluations, or try to model the distribut[&tagel
combinations of attribute values, or all ascending/descendingnd Cewmilleux, 1999. The subgroup quality functions ba-
combinations of values, starting with the minimum or max-Sically perform a kind of statistical hypothesis testing given a
imum, respectively. If abnormality information is available, Subgroup description, the target variable and the general pop-
then we partition the value range by the givesrmalvalue  ulation. For such a test only the cases of the population can
and only start with the most extreme value. For examplebe considered in which all variables have defined values. The
for the ordinal attributdiver sizewith the valuesl:smaller ~ power of the test is decreased significantly, if many analysis
than norma) 2:normal 3:marginally increaseg4:slightly in- ~ objects are removed due to missing values.

creased 5:moderately increasednd6:highly increasedwe In general, we cannot simply apply the "closed-world as-
partition by thenormal value (2) and obtain the following sumption”, i.e., that missing values of a concept indicate the
meta values: (1), (3, 4, 5, 6), (4, 5, 6), (5, 6) and (6). non-existence or negation of the concept. For example, in the

We summarize how constraints can be derived from onMedical domain, a diagnosis may be missing, because either
tological knowledge: The set of relevant attributes can b%” its relevant observations are missing or they are known
constrained using attribute weights, with a suitable threshPut denote the normal, i.e., the non-pathological state. Conse-
old. Given similarity and abnormality/normality information guently the diagnosis is not inferred. If we construct a derived

about attribute values we can model/restrict the value rang tribute to indicate the cases when the relevant observations
of attributes. Ordinality information about attribute values 2'€ Missing, then we can use this derived "helper” attribute to
dicate when the diagnosis really has a missing value. Ad-

can be easily used to construct ordinal grouped meta values, . ; . . " .
which are often more meaningful for the domain specialistditionally, derived attributes besides the described "helper
Then, the original values can be replaced, optionally. attributes can also be constructed accordingly to minimize

missing values themselves, such that a certain default value
Abstraction Knowledge This class of background knowl- is provided which denotes the normal category. So, the de-
edge is given by derived attributes that are inferred from barived attributes serve three purposes:

sic attributes or other derived attributes. Derived attributes e They focus the subgroup discovery method on the rele-
often correspond to certain known dependencies between at- vant analysis objects,

tributes, or known intermediate concepts, that are not stored e They decrease multi-correlations between attributes that
as basic attributes. For example, in the medical domain, we  are not interesting,

can infer the derived attributeody mass indexgiven the at- e Derived attributes can reduce missing values for a given
tributesheightandweight Additionally, if there are a lot of concept, since they can be constructed such that a de-
basic attributes in the case base, (known) multi-correlations  fined value is more often computed if the respective con-
between basic attributes can cause unstructured subgroup dis- cept would have a missing value otherwise.

covery results. Then, data abstraction can increase the iff-he derived attributes can either be constructed based on ex-
terpretability of the subgroup discovery results significantly.pert knowledge, or on specific discovered subgroups. A sub-
Simple concepts can be aggregated to intermediate concepisoup description is a set of selectors for a specific target con-
to form more potentially meaningful and interesting selec-cept that are highly correlated with the concept. If the selec-
tors. A nominal derived attribute € Q4 is defined us- tors can be abstracted into a derived attribute, then it can be
ing abstraction rules, which are utilized to derive the val-used as potential background knowledge as well. Further-
ueswv;, € V4 concerning attributes. A rule of the form  more, derived attributes can potentially be refined according
r,, = cond(r,,) — v, is used for a value,, of attribute  to the subgroup discovery results, by specialization or gener-
a, where the rule conditionond(r,,) contains conjunctions alization. Abstraction knowledge is probably the most costly
and/or disjunctions of (negated) attribute valugse V4. class of background knowledge in the knowledge-intensive
Furthermore, derived attributes with a numerical value rang@rocess. If the abstractions are not based on discovery results,
can be defined by algebraic formula expressions. then they have to be formalized manually by the expert.



2.4 Related Work In the next stage, the expert decided to define new at-

Using background knowledge to constrain the search Spaégbutes, i.e., abstracted attributes which described interest-
and pruning hypotheses during the search process has belig concepts for analysis. The expert provided 45 derived at-
proposed in ILP approachdseber, 200Dproposesequire- tnbptes, that consist of symptom interpretations d|.rectly indi-
andexcludeeonstraints for attribute — value pairs, in order to €&ting a diagnosis and intermediate concepts which are used

prune the search spadZeleznyet al, 2009 integrate con- I clinical practice, for exampleleura-effusion portal hy-

gonstraints were formalized, that prevented the combination
of certain attributes, to restrict the search space. Some ex-

The main difference between the presented approach arfiliPles are depicted in the Table 1, where the dependent and
the existing approaches is the fact, that we are able to iméndependent variables are directly related to each other. The

grate several new types of additional background knowledge: gf%e;i;/g;bc'feamis 'Pf‘;rfg‘:;‘iegits\ézfsizb'e
This additional background knowledge can be refined inCrer pancreas pisease | Carcinoma of the Pancreas
mentally according to the requirements of the discovery task, Body Mass Index | Relative Body Weight
and can additionally be used to infer new background knowl-

edge on the fly, e.g., constraints. As a major point we apply ~ Table 1: Examples of known/uninteresting relations

special abstraction knowledge, which can be defined by thgewly defined abstraction knowledge was applied extending
expert, or can be constructed semi-automatically using théne search space to the expert-defined attributes. For each
subgroup discovery results. This type of knowledge can bettribute o in the set of derived attributes and each value
applied dynamically in the process and does notrely on a sta;; ¢ dom(a), a subgroup discovery problesP,; € Qsp

relating to the quality of the discovered subgroups.

tic data-preprocessing and cleaning task, for example. was generated using the binary target varigble- v;).
The impact of the added background knowledge was
3 Case Study proven by a greater acceptance of the subgroup discovery re-

ults by the expert. However still too many subgroups were
ot interesting for the expert, because too maagmal val-

s were included in the results, eliyer-size = normal or
fatty liver = unlikely. This motivated the application of ab-

ormality information to constrain the value space to the set

f abnormalvalues of the attributes. Additionally, the ex-
pert suggested to group sets of values into disjunctive value
sets defined by abnormality groups, e.g., grouping the values
Bﬁssibleand probablefor some attributes. Furthermore, or-
dinality information was applied to construct meta values of
Yrdinal attributes likageor liver size

In this section we describe a case study for the application or?l
the knowledge-intensive process. We use cases taken fro
the SONOCONSULT system[Huettig et al, 2004 — a med-
ical documentation and consultation system for sonograph
— which has been developed with the knowledge system D
[Puppe, 199B The system is in routine use in the DRK-
hospital in Berlin/Kbpenick and documents an average of
about 300 cases per month. These are detailed descriptio
of findings of the examination(s), together with the inferred
diagnoses (binary attributes). The derived diagnoses are us
ally correct as shown in a medical evaluation (dfiuettig

et al, 2004), resulting in a high-quality case base with de- Zirr%z-ts\é?:riglg:calcified Defi?l% ggggrrggg I?i?sse(;;%t;?gbable;possibﬂe
tailed case descriptions. The appliedNBXCONSULT case Aorta-sclerosis = calcified 75 | Pancreas Diseaséprobable;possible

base containg358 cases. The domain ontology contains 427 AND Ascites = present

basic attributes with about 5 symbolic values on average, 133 .

symptom interpretations, which are rule-based abstractions Table 2: Example: Missing Value Problem

of the basic attributes, and 221 diagnoses. This indicates the Further investigation showed that missing values play a
potentially huge search space for subgroup discovery. central role in the discovery process. Sometimes the defined

Subgroup discovery was performed using thepopulation significantly decreased, when adding a selection
[VIKAMINE, 2005] (Visual, Interactive and Knowledge- expression to a subgroup description, compared to the parent
Intensive Analysis and Mining Environmgntsystem, subgroup. An example is given in Table 2; the defined popu-
developed at the Department of Computer Science VI of théation is indicated in the second column. In this example, the
University of Wurzburg. We used beam search with a beamattributeasciteshas many missing values. This problem was
size of 10 as the search strategy, and the quality functiosolved by adapting the derived attributes to indicate when a
qrc as defined in Section 2.1. The discovered subgroupsissing value corresponds to the value "disease not present”.
were evaluated by domain specialists according to (clinical)Then, the final set of interesting subgroups was obtained.
novelty, interestingness, and actionability aspects. Figure 2 shows exemplary discovered subgroups concern-

First, we performed subgroup discovery only using basidng the target variablgallstonesthat were considered as in-
attributes and general background knowledge. We used ateresting for clinical practice (lines 1-6). All these subgroups
tribute weights for feature subset selection. The subgroup diswere at least significant at the—° level. The individual sub-
covery algorithm presented many significant subgroups, thagroups are shown in the rows of the table. Subgroup parame-
supported the validity of the subgroup discovery techniquesters given in the columns are: (Subgroup) Size, TP (true pos-
However the results at this stage were not really novel, sincéives), FP (false positives), Pop. (defined population size),
they indicated mostly already known dependencies, e.g., thRG (relative gain) and the value of the binomial quality func-
relation betweemelative body weighandbody-mass index  tion ggr (Bin. QF), c.f., Section 2.1. The domain specialists



evaluated the discovered subgroups concerning interesting- In the future we are planning to consider appropriate qual-
ness for clinical practice: for them, the relative gain was thdaty measures concerning the simplicity of the discovered sub-
primary criterion to rank the subgroups in a first step. Thengroups. Primary work for learning rule bases was presented
as a combined (helper) measure for subgroup size and gag., in[Atzmuelleret al., 2004. We will especially focus on

quality, the value of the binomial quality functiossr was  quality measures which are easy to interpret and tunable to

used for post-processing the set of subgroups. the analysis goals.
Target Variable: Gallstones
# |Age TSex JLiver size Aorta sclerosis References
1] 2] 3 f 11]2[3] 4 5] 6 Si TP |FP_|Pop. |p0 RG |Bin. QF 1 i

REEHE Al fsize [TPIFP lPop.Jp0__tp _IRC_fBin.QF_] [Atzmuelleret al, 2004 Martin ~ Atzmueller,  Joachim

2 LDt x CRE 3 N N G 7 N7 AT M Baumeister, and Frank Puppe. Quality Measures for

4 ST T X X T IX | 190 e8| 122] s177] o.72] 0358 1ol 699 Semi-Automatic Learning of Simple Diagnostic Rule

5 X X X X |X 207] _72] 135] 3171] 0.172] 0.348] 1.23] 6.92] i 1

T - Bases. IrProc. 15th In'tl. Conference on Applications of

7] X 1651 414] 1237] 3743] 0.177] 0.251] 051] 1057 Declarative Programming and Knowledge Management

8| XX | 1334] 310]1024] 3749] 0.177] 0.232| 0.38] 6.66)

3 < 1776l a0e| 368 37as| 0Tl o2l 0351 (INAP 2004) pages 203-213, Potsdam, Germany, 2004.
= X DI T ] soilarol el s od7el il o1l 252 [Baumeisteet al, 2004 Joachim Baumeister, Martin Atz-
Age: Sex: Liver size: Aorta sclerosis: . .
1=<50 m = male 1 =smaller than normal 4 = slightly increased n = not calcified mue||el’, and Frank Puppe. |ndUCtlve Learn|ng fOI’ Case'
2=50-69 f=femal 2= | 5 = moderately i d = calcified : : . : :
R emae 3= marginally inceased 6 = hghly inowemsed Based Diagnosis with Multiple Faults. lAdvances in

. , . , Case-Based Reasoningplume 2416 oLNAI, pages 28—
Figure 2: Examples of discovered subgroups (clinically interest- 42, Berlin, 2002. Springer Verlag.

ing: lines 1-6): e.g., the first line depicts the subgroup (89 cases) deI-H ttiget al, 2004 Matthi Huetti G B h
scribed byAge> 70 AND Sex=female AND Liver siz¢slightly or uetuget al, atthias - ruetug, eorg - buscher,

moderately or highly increasécand Aorta sclerosis=calcifiedith Thomas Menzel, Wolfgang Scheppach, Frank Puppe, and
a target share (gallstones) of 41.6%) ¢ompared to 17.2%p() in Hans-Peter Buscher. A Diagnostic Expert System for

the general population, with a relative gain of 171% (RG). Struptured_Reports, Quality .A.s§essmer_1t,_ and Training of
. ) . L Residents in Sonographyledizinische Klinik99(3):117—
Especially interesting for the expert proved the situations, 122 2004.

when a specialization of a subgroup significantly improved; . .. S -
: : " ; oo Klosgen, 200R Willi KI 6sgen. Handbook of Data Minin
its quality (#5 vs. #2). Additionally, an important criterion to [ ang Knowle%lge Discov%nphapter 16.3: Subgroup Digs-

determine sound subgroups was the comparison of possible X .

value combinations for ordinal and nominal attributes (e.g. covery. Oxford University Press, New York, 2002. )

#6 vs. #2 or #3 vs. #2). IPuppe, 199B Frank Puppe. Knowledge Reuse among Diag-
For clinical practice, the expert preferred small subgroup nostic Problem-Solving Methods in the Shell-Kit DI8tl.

descriptions if the subgroups were comparable concerning Journal of Human-Computer Studjet9:627-649, 1998.

the relative gain measure. This is in line with the heuristic of[Ragel and Gewmilleux, 1999 Arnaud Ragel and Bruno
preferring simpler knowledge for actionability. However, sig-  Crewmilleux. MVC—a Preprocessing Method to Deal with

nificant improvements in a subgroup specialization countered Missing ValuesKnowledge-Based Systeri&(5-6):285—
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