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Abstract

We describe the Degrees of Grounding model,
which tracks the extent to which material has
reached mutual belief in a dialogue, and conduct
experiments in which the model is used to manage
grounding behavior in spoken dialogues with a vir-
tual human. We show that the model produces im-
provements in virtual human performance as mea-
sured by post-session questionnaires.

1 Introduction

Human speakers conversing with each other risk experiencing
various kinds of errors of understanding and have a number
of strategies to recover from error. Studying these errors and
strategies can be helpful when designing dialogue managers
for spoken dialogue systems [Swerts et al., 2000; Paek, 2003;
Skantze, 2005; Litman et al., 2006]. Similarly, dialogue sys-
tem researchers have studied domain-independent error de-
tection and recovery techniques [Bohus and Rudnicky, 2005a;
2005b] to determine when to provide confirmations or rejec-
tions, and to determine how to handle cases of complete non-
understanding.

One approach to studying how humans manage errors of
understanding is to view conversation as a joint activity in
which grounding, the process of adding material to the com-
mon ground between speakers, plays a central role [Clark
and Schaefer, 1989]. From this perspective, introduced by
Clark and his collaborators, conversations are highly coordi-
nated efforts in which participants work together to ensure
that knowledge is properly understood by all participants.
There is a wide variety of grounding behavior that is deter-
mined by the communication medium, among other things
[Clark and Brennan, 1991].

This approach is further developed by Traum, who presents
a model of grounding which adapted Clark and Schaefer’s
contributions model to make it more suitable for an online di-
alogue system [Traum, 1994]. Traum’s approach uses com-
mon ground units (CGUs) [Nakatani and Traum, 1999] to
represent the content being grounded, and grounding acts to
describe the utterances that ground the common ground units.
Other computational approaches to grounding use decision
theory [Paek and Horvitz, 2000] or focus on modeling belief
[Bunt et al., 2007].

Grounding models generally consider material to be in one
of three states: ungrounded, in the process of becoming suf-
ficiently grounded, or sufficiently grounded. An exception is
our Degrees of Grounding model [Roque and Traum, 2008],
which provides a more detailed description of the extent to
which material has become a part of the common ground dur-
ing a dialogue. In this paper we describe experiments in ap-
plying that model to handle explicit grounding behavior in
a virtual human. We begin by describing the model and the
testbed domain, then describe the experimental methodology
and the results, which showed improvements in several mea-
sures including appropriateness of response.

2 The Degrees of Grounding Model

The Degrees of Grounding model is made up of a set of types
of evidence of understanding describing the cues that speak-
ers can give to indicate that mutual belief is being achieved,
a set of degrees of groundedness describing the extent to
which material has achieved mutual belief, a set of algorithms
for dialogue management (to identify evidence of understand-
ing and degrees of groundedness in an utterance and to deter-
mine evidence to provide in reply,) and a grounding crite-
rion for each type of information, describing the extent to
which the material should be discussed before it is grounded
enough for the current purposes.

Table 1 describes the set of types of evidence of under-
standing used in the Degrees of Grounding model. Several
types of evidence are related to the order in which material is
introduced and the speaker who introduced them. In a Sub-
mit, material is introduced for the first time; in a Repeat Back,
material is presented again by the other speaker; and in a Re-
submit, material is presented again by the speaker who orig-
inally introduced it, along with an indication of misunder-
standing. Other kinds of evidence are identified by semantic
interpretation, such as Acknowledgments, Request Repairs,
and Uses. Move Ons are identified by a task model, and Lack
of Response is identified by a length of time.

Table 2 shows the set of degrees of groundedness. These
are produced by combinations of evidence of understanding,
and represent the extent to which the material has reached
mutual belief. The current degree of a piece of material is
generally identified by the previous degree and the latest type
of evidence given.

1537



Evidence Description

Submit Material is introduced for the first time

Repeat Back Repetition of material that was submitted
by the other speaker

Resubmit Material previously submitted is submit-
ted again by the same speaker.

Acknowledge A general statement of understanding
without verbatim repetition

Request Repair A participant states a lack of understand-
ing and asks for a resubmission

Use A submission is made in a way that in-
dicates previously submitted material has
been understood

Move On A participant proceeds to the next step of
a task that requires completion of the pre-
vious step

Lack of Response Neither of the participants speak for a
given amount of time

Table 1: Evidence of Understanding

Degree Description

Unknown Material has not yet been introduced

Misunderstood A participant has requested repair of the
material

Unacknowledged A participant has submitted material but
not heard an expected response

Accessible Material has been submitted or resubmit-
ted

Agreed-Signal A participant has given an expected ac-
knowledgment

Agreed-Signal+ A participant has given an expected ac-
knowledgment, followed by futher evi-
dence of understanding

Agreed-Content A participant has given an expected repeat
back

Agreed-Content+ A participant has given an expected repeat
back, followed by further evidence

Assumed Material has been grounded by other
means

Table 2: Degrees of Groundedness

3 Testbed Domain

3.1 Virtual Humans for Tactical Questioning
Training

In the testbed domain of Tactical Questioning, military per-
sonnel engage in dialogues to obtain information of military
value [Army, 2006]. We are specifically interested in this do-
main when applied to civilians, when the process becomes
more conversational and additional goals involve developing
social bonds with members of the population and gathering
general information about the area of operations. In the ex-
ample of Iraqi Arabic culture, appealing to the subject’s sense
of honor and being aware of issues of interest to an influential
person - such as a need for secrecy, or cooperation on Civil
Affairs projects - can lead to success in acquiring information
during a Tactical Questioning session [Paul, 2006].

We have investigated the use of virtual humans (spoken di-

alogue systems embodied in a virtual environment) for train-
ing individuals in conducting Tactical Questioning dialogues.
This work is in the tradition of research in building vir-
tual humans for training or tutoring purposes [Gratch and
Marsella, 2005; Traum et al., 2005]. The testbed for this
research involves a virtual human named Hassan, which in-
cludes a model of emotions and social interactions [Traum et
al., 2007; Roque and Traum, 2007]. The next sections de-
scribe the training scenario, the system architecture, and how
grounding works in the system.

3.2 Testbed Scenario

The scenario takes place in contemporary Iraq, where the
trainee talks to Hassan, a local businessman. If the trainee
convinces Hassan to help him, the trainee will confirm suspi-
cions about an illegal tax being levied on a new marketplace.
A successful trainee may discover that the tax has been placed
by Hassan’s employer, and even learn where to find that em-
ployer. But if Hassan becomes adversarial, he may lie or be-
come insulting.

Figure 1 shows an excerpt from a typical dialogue with
Hassan. Along with social and emotional considerations,
Hassan has a set of goals that must be satisfied, such as as-
surances of protection, or in some cases, an offer of money.
In utterance 1 the Trainee asks a question about the identity
of the person collecting the tax. In utterance 2, Hassan indi-
catates that he might be interested in answering the question,
if his needs were fulfilled. In utterance 3 the Trainee indicates
that Hassan could have protection and money. In utterance 4
Hassan indicates that he is interested in the offer of money,
and answers the question about taxation. Note that utterance
4 is made up of two sentences: in the first, Hassan repeats
back the topic of the offer that he is interested in, and in the
second he provides the information. The first sentence is an
explicit grounding act, which provides to the Trainee an indi-
cation of the particular offer that Hassan is interested in.

1 Trainee Well then why don’t you just tell me
who is collecting the tax?

2 Hassan I might tell you what you want if there
was something in it for me.

3 Trainee We can protect you or offer you money.
4 Hassan So, you offer me money. Indeed, you

might say that I collect the taxes.

Figure 1: Tactical Questioning Dialogue

As a training application, Hassan logs utterances, language
features, and emotional states at every turn, with the aim of
producing a summary for an after-action review, at which
time a human trainer and trainee may discuss the session.
The notion is that although Hassan is an automated system
and handles dialogues without human intervention, a trainer
should be allowed to supervise the session and have the abil-
ity to intervene mid-session or review the session after the
fact. For this reason, Hassan may react realistically to a
trainee’s bribes or threats of force, even though such actions
are against policy for Tactical Questioning of noncombatants
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[Army, 2006]: these behaviors would be reviewed by a hu-
man trainer during or after the training session.

3.3 System Architecture

Hassan’s natural language components are shown in Figure
2. Voice input is translated into text by an Automated Speech
Recognition (ASR) Component. An Anaphora Resolution
component resolves pronouns and other anaphors based on
dialogue context, and a Natural Language Understanding
(NLU) component performs statistical dialogue act classifi-
cation. The output of the NLU component, which is a seman-
tic frame, is next used by two components: the Grounding
component and the Compliance component.

Figure 2: System Architecture

The Grounding component is discussed below. The Com-
pliance component updates Hassan’s emotional state, and is
used in conjunction with the Response Generation to deter-
mine the semantics of the reply (apart from explicit grounding
behavior) that Hassan will make. This response is effected by
an Natural Language Generation (NLG) component to pro-
duce a text reply, which may be made less or more polite by
a Style Filter, which is influenced by the model of emotions.
This final reply is then spoken by the virtual human.

3.4 Grounding and Dialogue Management

As described above, the Grounding and Response Genera-
tion components work with an interpretation produced by the
NLU component, an example of which is shown in Figure 3.
It is a speech act expressed in XML; the example shown is a
question asking why the market is not being used. For pur-
poses of grounding, the topic of the relevant common ground
unit is market.

The Grounding component handles the optional produc-
tion of certain kinds of evidence of understanding: Acknowl-
edgments, Repeat Backs, and Repair Requests, while other

<speech_act speaker="player">

<whq>

<object name="market">

<attribute name="reason-not-used" />

</object>

</whq>

</speech_act>

Figure 3: Example Interpretation

task-related evidence of understanding (such as Move Ons
and Uses) are produced by the Response Generation compo-
nent. The Response Generation component always produces
a response, but not until the Grounding component notifies it
that it has produced its own reply or has decided not to pro-
duce a reply. So for this architecture, Hassan’s utterances are
made up of an optional grounding statement produced by the
Grounding component followed by a reply produced by the
Response Generation component.

The Grounding component tracks the degree of grounded-
ness of material under discussion, and uses each material’s
current degree of groundedness and its grounding criterion to
decide what kind of evidence of understanding to produce,
if any. Offers or sensitive topics such as Hassan’s employer
have higher grounding criteria than less-threatening topics
such as general social talk.

The algorithm used by the Grounding component is shown
in Figure 4. In lines 2-3 the evidence of understanding pro-
vided by the utterance and the relevant material’s subsequent
degree of groundedness is computed by two sets of rules, and
the material’s associated CGU is updated. In line 4 a set of
rules determines what kind of grounding behavior the virtual
human will provide, if any, based on its degree of ground-
edness and whether it has met its grounding criteria yet, or
whether a repair request is needed. In lines 5-7 the response
is made and for each piece of evidence of understanding that
was given in the response, a set of rules computes and updates
the relevant CGU’s new degree of groundedness.

1 given a speech act,

2 compute the evidence it provides

3 compute the CGU’s new degree

4 determine evidence to provide

5 provide the evidence

6 for each evidence that was given

7 compute the CGU’s new degree

Figure 4: Grounding Component Algorithm

4 Example Dialogue Excerpt

Figure 5 provides an example exchange, along with a depic-
tion of how it would be interpreted by the Degrees of Ground-
ing model. After the human Trainee asks the question in
line 1, the NLU component identifies that the object of the
question, and therefore the topic of the utterance, is Imam.
The Grounding component examines its CGU record, which
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tracks the material under discussion, and determines that this
topic is being introduced for the first time. A rule therefore
determines that the type of evidence of understanding pro-
vided by the utterance in line 1 is Submit. A second rule de-
termines that the degree of groundedness of the Imam CGU
is Accessible, because the latest evidence of understanding
regarding it was Submit.

1 Trainee Do you know the Imam?
Topic: Imam
Evidence: Submit
Degree: Accessible

2a Hassan You take an interest in the Imam.
Topic: Imam
Evidence: Repeat Back
Degree: Agreed-Content

2b I would prefer to remain anonymous in
these matters.

Topic: Anonymity
Evidence: Submit
Degree: Accessible

Figure 5: Example Dialogue

At this point the Grounding component determines what
reply to make. Because the topic of the Imam is a sensitive
one, its grounding criterion is higher than the Accessible de-
gree of groundedness, so its grounding criterion is not yet
met. A rule determines that the appropriate type of evidence
of understanding to provide is a Repeat Back. The Ground-
ing component produces this reply in line 2a, and a rule de-
termines that because of this the degree of groundedness of
the Imam CGU has reached Agreed-Content, which is suf-
ficient for the current purposes. The Grounding component
then tells the Response Generation component to produce the
rest of Hassan’s response, which is a request for anonymity
shown in line 2b.

Note that the response in line 2b, produced by the Response
Generation component, contains no mention of the Imam.
Without the Grounding component’s explicit grounding ut-
terance in line 2a, the Trainee would have no indication that
Hassan understood that the question was about the Imam.

5 Experiments

5.1 Methodology

The purpose of these experiments was to determine whether
the Degrees of Grounding model, when implemented as a
grounding component to track grounding and handle explicit
grounding responses, would provide increased performance
in a virtual human. We measured performance as improve-
ment in post-session ratings by human users in a number
of measures to track their perception of the virtual human’s
grounding behavior and appropriateness of response. We per-
formed two experiments to investigate two hypotheses. In the
first experiment we tested the hypothesis that the grounding
component using the Degrees of Grounding model would im-
prove, rather than reduce or not affect, the performance of

the virtual human. In the second experiment we tested the
hypothesis that any improvements would be due specifically
to the Degrees of Grounding model rather than to increased
grounding of any kind.

In each experiment we had 10 subjects hold dialogues with
Hassan, interacting with him in two conditions: a condition in
which Hassan’s grounding component implemented the De-
grees of Grounding model, and a control condition which var-
ied by experiment. The sequence of initial conditions alter-
nated, to manage ordering effects. A different set of subjects
was used for each experiment, and their dialogues were free
rather than given. After each dialogue, subjects filled out a
questionnaire that used 7-point Likert scales to measure the
human’s perceptions of Hassan’s grounding behavior and ap-
propriateness of dialogue responses.

The questions used for the first experiment are shown in Ta-
ble 3 and the questions for the second experiment are shown
in Table 4. The questions were slightly modified in the sec-
ond experiment based on feedback from the first experiment.
The questions were developed to target a number of issues
in the use of grounding in dialogue, but are stated in a collo-
quial way to overcome the difficulty of handling the human
subjects’ non-technical understanding of words such as “be-
lief” and “grounding.” The first two questions are aimed at
perceptions of mutual belief, which are integral to grounding.
Question 1 addresses the human’s perceptions of the virtual
human’s beliefs and goals, and Question 2 addresses the hu-
man subject’s perceptions of the virtual human’s beliefs about
the human’s beliefs. The next two questions measure the ex-
tent to which the human detected a difference in grounding
behavior between the two conditions. Question 3 addresses
whether the human subject can perceive the virtual human’s
attempts at understanding the human’s beliefs, and Question
4 addresses whether the human can perceive the virtual hu-
man’s attempts at having the virtual human’s beliefs under-
stood. (In the first experiment, Question 4 focused on whether
the grounding behavior related to attempts to resolve prob-
lems were human-like.) The final two questions measure the
extent to which the human detected improvements in the vir-
tual human as a dialogue system. Question 5 is about quality
of responses, and Question 6 is about human-like behavior,
which is a desireable quality in a virtual human.

5.2 Improvement Produced By Grounding
Component

To study the first hypothesis we compared a version of Hassan
which had a grounding component implementing the Degrees
of Grounding model to a control version of Hassan which
had no grounding component, so all replies were made by the
Response Generation component.

Table 3 shows that on average, subjects identified improve-
ments in the grounding condition over the control condition
in all measures. In particular, Question 2, how well Hassan
seemed to understand what the human was talking about, and
Question 3, how much effort Hassan seemed to put into trying
to understand the human, both had p<0.05. Question 5, re-
garding appropriateness of response, had the strongest effect
with p<0.01, and was identified as the focus for confirmation
in the second experiment.
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Q. Text Mean:
Grounding

Mean:
Control

p

1 Did you have a sense of what Hassan wanted? 3.7 2.5 0.084

2 How well did Hassan seem to understand what you were talking about? 3.6 2.8 0.035

3 How much effort did Hassan seem to put into trying to understand you? 4.3 3.5 0.026

4 When Hassan had problems understanding you, how human-like were
his attempts to resolve the problems?

3.7 3.1 0.11

5 How appropriately did Hassan respond to what you were saying? 4.0 2.9 0.0087

6 Taken as a whole, how human-like was Hassan as a conversation partner? 3.2 2.7 0.19

Table 3: Questions and Results for Experiment 1

Q. Text Mean:
Grounding

Mean:
Control

p

1 How strong was your sense of what Hassan was thinking? 4.5 3.7 0.06

2 How strong was your sense of what Hassan thought you were saying? 4.4 3.2 0.011

3 In terms of the things he was saying, how good of an effort did Hassan
make at trying to understand you?

3.5 3.6 0.44

4 In terms of the things he was saying, how good of an effort did Hassan
make at trying to be understood?

4.1 3.8 0.17

5 In general, how appropriately did Hassan respond to what you were say-
ing?

4.0 3.1 0.015

6 Taken as a whole, how human-like was Hassan as a conversation partner? 3.9 3.5 0.084

Table 4: Questions and Results for Experiment 2

5.3 Improvement Compared to Non-Methodical
Grounding

To study the second hypothesis we compared a version of
Hassan which had a grounding component implementing the
Degrees of Grounding model, to a version of Hassan which
had a baseline grounding component that produced ground-
ing utterances as frequently as the Degrees of Grounding
component, but in a non-methodical way. To produce this
baseline, we studied the number of explicit grounding state-
ments made in the first experiment and developed a control
grounding component that would produce approximately the
same distribution of grounding statements as the Degrees of
Grounding component. This control component would pro-
duce grounding statements randomly but appropriately: it
would not try to repeat back material that it did not under-
stand, for example.

On average, subjects rated the Degrees of Grounding con-
dition higher than the control condition in all measures with
the exception of Question 3. In this experiment, Question 2
was shown to have a p<0.05, and Question 5, regarding the
appropriateness of response, was confirmed as a statistically
significant variable with a p<0.05.

6 Discussion

The advantage provided by the Degrees of Grounding
grounding component is exemplified in Figure 6, which was
taken from these experiments. In line 1 the Trainee asks who
Hassan is working for. However, errors in the ASR and NLU
components work together to misinterpret the utterance as an
offer to protect Hassan’s family.

Without the grounding component, Hassan would reply
only with 2b: an acceptance of the offer. However, since the
Trainee is unaware that Hassan misinterpreted the question,

1 Trainee Who are you working for?
Topic: Protection for Family

2a Hassan So, you offer to protect my family.
2b I do trust you, and hope that the U S can

fulfill these expectations.

3 Trainee Yes we will protect your family.

Figure 6: Example Dialogue

the Trainee would not be aware that Hassan expects his fam-
ily to be protected, and the expectations mentioned by Has-
san would make no sense. If this were just social talk such
a misunderstanding might not matter, but here the topic is
one of great importance. The Degrees of Grounding compo-
nent helps this problem by identifying that because the topic
of Protection for Family has a high grounding criterion, it
should repeat back Hassan’s understanding of the topic of the
Trainee’s utterance, as it does in line 2a. Because of this,
the Trainee realizes that Hassan believes he has been offered
protection, and in line 3 the dialogue is able to proceed pro-
ductively despite the misunderstanding.

7 Conclusions and Future Work

A set of experiments has shown that the Degrees of Ground-
ing model provides advantages over baseline models in sev-
eral measures in terms of human perceptions of grounding be-
havior and appropriateness of response. This is also a demon-
stration that the Degrees of Grounding model, which was pre-
viously developed in the context of a corpus of radio-based
dialogues [Roque and Traum, 2008], can also be applied to
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dialogues with virtual humans.
Future work includes comparing the Degrees of Grounding

model to other grounding models such as those of [Traum,
1994] and [Paek and Horvitz, 2000], which will require ad-
dressing several procedural issues such as identifying a fair
testbed and determining appropriate evaluation metrics. The
Degrees of Grounding model can continue to be applied to
new domains to explore its use, in particular when other
modalities such as those related to vision are added. Finally,
another research direction involves determining how non-
cooperativeness and personality should affect the grounding
behavior of a virtual human: for example, if Hassan is un-
willing to help the Trainee he might not wish to produce evi-
dence of understanding to help bring material to the ground-
ing criterion; alternately, if Hassan has a neurotic personality,
he might produce explicit grounding behavior where others
might not.
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