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Abstract

This study examines the ability of a semantic space
model to represent the meaning of noun compounds
such as “information gathering” or “weather fore-
cast”. A new algorithm, comparison, is proposed
for computing compound vectors from constituent
word vectors, and compared with other algorithms
(i.e., predication and centroid) in terms of accu-
racy of multiple-choice synonym test and similar-
ity judgment test. The result of both tests is that the
comparison algorithm is, on the whole, superior to
other algorithms, and in particular achieves the best
performance when noun compounds have emergent
meanings. Furthermore, the comparison algorithm
also works for novel noun compounds that do not
occur in the corpus. These findings indicate that a
semantic space model in general and the compari-
son algorithm in particular has sufficient ability to
compute the meaning of noun compounds.

1 Introduction

Noun compounds are short phrases consisting of two or more
nouns such as “apple pie” and “information gathering”. Re-
search on noun compounds is important in any disciplines
relevant to language, because they are very common not
only in everyday language but also in technical documents
[Costello et al., 2006]. Recently, therefore, a number of
computational studies have been made on interpretation of
noun compounds [Costello et al., 2006; Girju et al., 2005;
Kim and Baldwin, 2005; 2007].

According to computational lexical semantics, computing
the meaning of noun compounds involves the following two
processes:

• Compound disambiguation: the process of determining
which sense of constituent words is used and identify-
ing the semantic relation holding between (the senses
of) constituent words in a noun compound.

• Similarity computation: the process of computing the se-
mantic similarity between a noun compound and other
words (and compounds), which is used for identifying
taxonomic relations (e.g., synonym, hyponym) and as-
sociative relations.

These two processes are equally important, but unfortunately,
the process of similarity computation has never been stud-
ied computationally in the field of NLP and AI; the existing
studies on noun compounds such as those mentioned above
have addressed only the compound disambiguation process.
This problem becomes more serious when we consider a
particularly intriguing aspect of noun compounds that they
can yield emergent properties or meanings [Wilkenfeld and
Ward, 2001]. Emergent properties are those that are made
salient in the interpretation of a noun compound, but not
salient either in the representation of the head noun or the
modifier. For example, the sense INTELLIGENCE of “infor-
mation gathering” is an emergent meaning since INTELLI-
GENCE is not likely to be listed as characteristic of either the
head “gathering” or the modifier “information”. Such non-
compositional meanings cannot be yielded solely by the com-
positional process of compound disambiguation; they should
be explained within the process of similarity computation.
This paper, therefore, aims at proposing and evaluating a
method of similarity computation for noun compounds.

For the purpose of similarity computation, this paper em-
ploys a semantic space model [Bullinaria and Levy, 2007;
Landauer et al., 2007; Padó and Lapata, 2007], in which
each word is represented by a high-dimensional vector and
the degree of semantic similarity between any two words can
be easily computed as, for example, the cosine of the angle
formed by their vectors. Semantic space models are computa-
tionally efficient as a way of representing meanings of words,
because they take much less time and less effort to construct
meaning representation and they can provide a more fine-
grained similarity measure between words than other repre-
sentation methods such as thesauri (e.g., WordNet). Semantic
space models are also psychologically plausible; a number of
studies have shown that vector-based representation achieves
remarkably good performance for simulating human verbal
behavior such as similarity judgment and semantic priming
[Bullinaria and Levy, 2007; Landauer et al., 2007]. Hence
they are advantageous for similarity computation of emergent
meanings of noun compounds.

The basic question to be answered, then, is how a proper
vector representation of a noun compound should be com-
puted in a semantic space model. One possible and simple
way of doing this is to treat noun compounds as individual
words; vectors for noun compounds are constructed directly
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from the corpus just as vectors for words are constructed.
This method is expected to compute a proper semantic rep-
resentation of noun compounds, but suffers from one serious
limitation; it cannot deal with novel compounds which do not
occur in the corpus. This drawback is all the more serious,
given the empirical finding that people easily comprehend
novel compounds [Gagné, 2000; Wisniewski, 1996].

An alternative way of computing compound vectors is to
combine word vectors for constituent words (i.e., the head
noun and the modifier) of a noun compound. Some algo-
rithms (i.e., centroid or predication) have been devised for
vector composition, but their semantic validity has never been
examined in a systematic way. Hence this paper examines the
applicability of these algorithms to noun compounds. Fur-
thermore, this paper proposes a new algorithm for vector
composition, i.e., comparison, and tests whether the proposed
algorithm shows better performance on similarity computa-
tion of noun compounds.

2 Algorithm

2.1 Centroid

The standard method for vector composition in semantic
space models is to compute the centroid of constituent word
vectors. For a noun compound C consisting of the head noun
H and the modifier M , the centroid algorithm computes the
compound vector vcent(C) as (v(H)+v(M))/2. However,
the centroid algorithm has a serious drawback that word or-
der is completely ignored; this algorithm wrongly computes
the same vector for the different compounds, e.g., “apartment
dog” and “dog apartment”.

2.2 Predication

The predication algorithm has been proposed by
Kintsch [2001] to compute the intuitively plausible and
contextually dependent vectors of the proposition with the
predicate argument structure. Given that a proposition P (A)
consisting of a predicate P (i.e., the modifier M in the case
of a noun compound) and an argument A (i.e., the head H),
the predication algorithm first chooses m nearest neighbors
of a predicate P , i.e., m words with the highest similarity
to P . The algorithm then picks up k neighbors of P that
are also related to A. Finally the algorithm computes the
centroid vector of P , A, and the k neighbors of P as a vector
representation of P (A). When the predication algorithm
is applied to noun compounds, the set of neighbors of P
relevant to A can be seen as representing the intended sense
of the modifier M that is appropriate for describing the
intended sense of the head noun H .

Formally, the predication algorithm of computing a com-
pound vector vpred(C) is given as follows.

1. Compute Nm(M), which denotes a set of m neighbors
of the modifier M .

2. Choose k words in Nm(M) with the highest similarity
to the head noun H .

3. Compute a vector vpred(C) as the centroid of v(H),
v(M), and k vectors of the words chosen at Step 2.

2.3 Comparison

The predication algorithm does not take fully into account
the relevance (or similarity) between the head noun and its
intended sense in a noun compound. It is quite likely that a
more plausible vector can be computed by using the set of
common neighbors of the head and the modifier. For this
purpose, I propose a comparison algorithm which chooses k
common neighbors and then computes the centroid vector of
these neighbors and the head noun. The comparison algo-
rithm can be seen as Gentner’s [1983] comparison process
consisting of alignment and projection [Utsumi, 2006], and
Wisniewski [1996] empirically demonstrated that noun com-
pound comprehension involves such comparison process.

Formally, the comparison algorithm of computing a com-
pound vector vcomp(C) is given as follows:

1. Compute k common neighbors Ni(H) ∩ Ni(M) of the
modifier M and the head H by finding the smallest i that
satisfies |Ni(H) ∩ Ni(M)| ≥ k.

2. Compute a compound vector vcomp(C) as the centroid
of v(H) and k vectors of the words chosen at Step 1.

3 Evaluation Experiment

3.1 Materials

As a corpus from which noun compounds were collected
and the semantic space was constructed, one year’s worth of
Japanese Mainichi newspaper articles was used. This corpus
consists of 523,249 paragraphs and 62,712 different words.
Furthermore, a Japanese thesaurus “Nihongo Dai-Thesaurus”
[Yamaguchi, 2006] was used for automatically identifying the
meanings of words and compounds. This thesaurus consists
of 1,044 basic categories which are divided into nearly 14,000
semantic categories. In this study, these semantic categories
were used for representing word meanings. The thesaurus
contains nearly 200,000 words (including compounds) most
of which are classified into multiple semantic categories.

Noun compounds used for evaluation were chosen such
that they occurred at least 20 times in the corpus and were in-
cluded in the thesaurus. For each of the chosen compounds,
its meanings (i.e., semantic categories that the compound
belongs to) were automatically classified as emergent ones
when the semantic categories included neither the head nor
the modifier. As a result, 1,254 compounds were chosen for
evaluation, and 606 out of them were judged to have emergent
meanings.

Semantic spaces are generally constructed from large bod-
ies of text by computing a word-context matrix whose (i, j)-
th entry represents the distributional characteristics of the
i-th word in the j-th linguistic context. The number of
columns, i.e., the dimensionality of a semantic space, is often
reduced. Several methods have been proposed for comput-
ing a word-context matrix and for reducing dimensions [Lan-
dauer et al., 2007; Padó and Lapata, 2007]. Among them,
latent semantic analysis (LSA) [Landauer and Dumais, 1997;
Landauer et al., 2007] is the most popular. LSA computes
a word-context matrix based on the frequency of words in a
paragraph (as a context), and then reduces the dimensionality
of a semantic space by singular value decomposition.
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Table 1: Accuracy (%) of the three algorithms on four test sets for familiar noun compounds in the corpus

Test Centroid Predication (m, k) Comparison (k) Compound Vector

Multiple Choice Synonym (All) 65.92 66.47 (250, 3) 66.26 (7) 68.49

Multiple Choice Synonym (Emergent) 66.08 66.27 (4, 1) 70.32 (3) 68.66

Similarity Judgment (Emergent) * 28.85 49.59 (500, 20) 53.92 (20) 20.73

Similarity Judgment (Suppressed) * 52.02 60.36 (7, 7) 38.47 (1) 78.79

Similarity Judgment (Harmonic Mean) 37.11 49.23 (50, 20) 40.69 (8) 32.83

Note. An asterisk * indicates that the difference between algorithms is statistically significant (p < .05).

In this study, LSA was used for constructing a semantic
space. A word-context matrix was constructed for 34,230 sin-
gle words (excluding all compounds) that occurred ten times
or more in the corpus. The dimensionality of the seman-
tic space was reduced to be 300 because a 300-dimensional
space usually yields best performance for simulating hu-
man behavior, e.g.,[Landauer and Dumais, 1997]. This 300-
dimensional space was used in the evaluation experiment.

3.2 Method

In order to evaluate the semantic validity of the computed
vectors, this study employed the following two tests for noun
compounds: multiple-choice synonym (MCS) test and simi-
larity judgment (SJ) test on discriminative meaning.

Multiple Choice Synonym Test

This test is very similar to the synonym portion of TOEFL,
which has been used as a performance measure by many stud-
ies on semantic space. Each item of a synonym test con-
sists of a stem word (i.e., a noun compound) and five alter-
native words (excluding noun compounds) from which the
algorithm must choose one with the most similar meaning to
the stem word.

In this study, two test sets were constructed. One test set
was constructed to evaluate the overall performance of the al-
gorithms to understand noun compounds. On the other hand,
another test set was constructed for the specific purpose of
testing the ability to represent emergent meanings, and thus
it contains only test items for emergent meanings. For each
noun compound of both test sets, two test items were auto-
matically constructed in such a way that one correct alterna-
tive word was chosen randomly from the semantic categories
of the target compound, or from the emergent categories in
the case of the test set for emergent meanings, and other four
alternatives were chosen randomly from the words that be-
longed to none of the basic categories of the compound, the
head noun or the modifier. All alternative words were chosen
such that they occurred more than 50 times in the corpus. As
a result, MCS test for all compounds had 2,374 test items and
MCS test for emergent compounds had 1,085 test items. For
example, the MCS test set included the item consisting of the
noun compound “information gathering” as a stem word and
five alternative words intelligence (correct answer), technol-
ogy, guard, magazine, and dis-election.

The computer’s choices were determined by computing co-
sine similarity between the stem word (i.e., the target com-
pound) and each of the five alternative words and choosing

the word with the highest similarity. As a performance mea-
sure of the algorithms, the percentage of correct answers (i.e.,
accuracy) was computed for two test sets.

Similarity Judgment Test on Discriminative Meaning

This test directly examines how properly emergent meanings
are represented in the vector of noun compounds. It mea-
sures how often emergent meanings are more similar to the
noun compound than to the head noun and the modifier. For
each of 606 emergent compounds, two words were chosen
randomly from the emergent semantic categories such that
they were included in none of the basic categories of the head
or the modifier, and their frequency was 50 times or more.
As a result, 1,085 words were chosen as emergent meanings.
The performance of the algorithm was calculated as the per-
centage of emergent meanings that were more similar to the
noun compound than to the head noun and the modifier.

At the same time, another SJ test was designed to explore
the degree to which the vector representation of noun com-
pounds suppressed irrelevant meanings of the head noun. For
example, the senses MEETING and ABSCESS of “gathering”
are irrelevant to the noun compound “information gathering”,
and thus it is desirable that they are suppressed in understand-
ing the compound. This test was constructed in such a way
that, for each of 1,254 noun compounds, at most two words
were chosen from the semantic categories that contained the
head noun but not the compound. As a result, 2,051 words
were chosen for 1,034 compounds. The performance of this
test was the percentage of suppressed words that were as-
sessed as less similar to the compound than to the head noun.

3.3 Results

For each of the three algorithms, four tests (two tests for MCS
and another two for SJ) were conducted and their accuracy
values were calculated. In computing the accuracy of the
predication and comparison algorithms, the parameter m was
varied between 1 and 20, between 25 and 50 in steps of 5, and
between 100 and 500 in steps of 50, and the parameter k was
varied between 1 and 20. (Of course, any combinations of m
and k such that m < k were removed.) Moreover, for pur-
pose of comparison, another semantic space was constructed
in which 1,254 target compounds were added to the original
space as individual words, and the performance of such com-
pound vectors was also calculated for four tests.

Table 1 shows the results of four test sets. For predication
and comparison algorithms, optimal values are shown with
the parameter values in parentheses at which the algorithm
achieves the best performance.
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For MCS test for all compounds, the predication algorithm
yielded the best performance among the three algorithms, but
its accuracy was only slightly higher than that of the compari-
son algorithm. Although these vector composition algorithms
did not outperform the compound vector computed directly
from the corpus, the difference of accuracy was not so large
and not significant. On the other hand, the comparison algo-
rithm showed the highest accuracy on MCS test for emergent
compounds and outperformed the original compound vector.
These results suggest that a vector space model, especially
the comparison algorithm, is useful for computing the mean-
ing of noun compounds, and that the resultant vector com-
puted by the composition algorithms can yield better perfor-
mance than the original vector constructed from the corpus.
Note that, perhaps a bit surprisingly, the centroid algorithm
worked better than we had expected.

Concerning similarity judgment, as shown in Table 1, the
comparison algorithm also achieved the highest accuracy for
emergent meanings, but showed the lowest accuracy for sup-
pressed meanings. Taken together with the finding of MCS
tests, this result indicates that the comparison algorithm is
best suited to highlight emergent meanings (i.e., to increase
the similarity to emergent meanings), but at the same time
fails to suppress irrelevant meanings of the head noun. On
the contrary, the accuracy of the original compound vector
was highest in similarity judgment for suppressed meanings,
while it was lowest for emergent meanings. When noun
compounds are vectorized directly as individual words, these
compound vectors appear to suppress emergent meanings as
well as irrelevant head meanings.

In addition, since two SJ accuracies seem to trade off
against one another, the harmonic mean of these two accu-
racies is calculated which is shown in the last row of Table 1.
Harmonic mean of accuracy shows that the predication algo-
rithm achieved the most balanced performance between ac-
tivation of emergent meanings and suppression of irrelevant
head meanings.

Effect of Frequency of Noun Compounds

In order to examine to what degree the algorithm’s perfor-
mance was affected by the frequency of the compounds in
the corpus, I calculated the accuracy when target compounds
were limited to those that occur at least tf times.

Figure 1 shows the accuracy of two MCS tests for a thresh-
old tf ranging from 20 (i.e., “unlimited”) to 200 in steps of 10.
As expected, accuracy proportionally depended on frequency
threshold tf ; accuracy was higher as test items were limited
to more frequent compounds. A more interesting finding was
that the predication algorithm outperformed the original com-
pound vector and gave the highest accuracy when the mini-
mum frequency was 80 or above (although the accuracy of
the predication algorithm was lower for emergent meanings
when tf ≥ 140). This finding indicates that the predication
algorithm can serve to interpret highly frequent (i.e., famil-
iar) compounds. (Note that, although not shown in Figure 1
because of its triviality, the result for SJ tests was that ac-
curacy was also proportional to frequency threshold and the
relative performance of the four algorithms did not change
over frequency threshold.)

Figure 1: Accuracy of MCS tests as a function of minimum
frequency of compounds

Effect of Which Noun Contributes More to Compounds

I have implicitly assumed that the head noun contributes more
to the compound meaning than the modifier. The predication
and comparison algorithms are devised or employed mainly
for such head-centered compounds. However, in some com-
pounds and probably in many compounds with very abstract
head, the modifier plays a more important role in determin-
ing the compound meaning than the head noun [Kim and
Baldwin, 2005]. For example, according to the Japanese the-
saurus, the compound “weather forecast” has many senses
related to the modifier “weather”, such as EARTH SCIENCE

and METEOROLOGICAL PHENOMENON. These “modifier-
centered” compounds may be unable to be interpreted prop-
erly by the algorithms for head-centered compounds.

In order to test this possibility, I calculated the accuracy
of four test sets separately for three types of compounds. The
type of a noun compound was determined by assessing which
of the head or the modifier shares more semantic categories
with the compound in the thesaurus. Noun compounds that
shared more semantic categories with the head were judged as
head-centered, and those that shared more categories with the
modifier were judged as modifier-centered. Otherwise they
were judged as equally-weighted compounds.

Table 2 shows the accuracy of three types of compounds.
The result of predication and comparison algorithms shows
that modifier-centered compounds had lower accuracy than
head-centered or equally-weighted compounds, indicating
that these algorithms were indeed inadequate for interpret-
ing modifier-centered compounds. (One exception is that
the predication algorithm had higher accuracy for modifier-
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Table 2: Accuracy (%) of the three algorithms for different
types of compounds

Test / Compound Type Cent Pred Comp Vctr

MCS (All) 65.92 66.47 66.26 68.49

Head-Centered 68.87 69.63 72.09 69.63

Modifier-Centered 61.02 59.41 55.11 65.05

Equally-Weighted 64.55 65.71 64.13 68.57

MCS (Emergent) 66.08 66.27 70.32 68.66

Head-Centered 60.21 61.78 64.92 62.30

Modifier-Centered 57.96 59.24 61.15 59.24

Equally-Weighted 69.34 68.93 73.68 72.32

SJ (Emergent)* 28.85 49.59 53.92 20.74

Head-Centered* 29.32 49.74 52.88 18.85

Modifier-Centered* 25.48 50.32 52.23 15.29

Equally-Weighted* 29.44 49.39 54.55 22.39

SJ (Suppressed)* 52.02 60.36 38.47 78.79

Head-Centered* 50.86 60.56 38.78 76.76

Modifier-Centered* 49.87 58.40 37.33 79.47

Equally-Weighted* 53.85 61.00 38.68 80.17

Note. * denotes a significant difference (p < .05).

centered compounds in SJ test for emergent meanings.)
One notable finding is that, on MCS test for all meanings,

the comparison algorithm achieved the highest accuracy for
head-centered compounds. When the comparison algorithm
processed modifier-centered compounds by exchanging the
head and the modifier, its accuracy increased to 59.95%, and
thereby the total accuracy increased to 67.02%. On the other
hand, the predication algorithm did not increase the accuracy
of modifier-centered compounds even if their word order was
reversed. This finding suggests a possibility that the compar-
ison algorithm may be more appropriate for interpreting all
noun compounds.

Performance for Novel Noun Compounds

The results that have been presented so far concern familiar
noun compounds that occur in the corpus from which the se-
mantic space is constructed. In other words, the contextual
information of these compounds is implicitly involved in the
semantic space. Therefore, it is worth examining the perfor-
mance of the algorithms for noun compounds that do not oc-
cur in the corpus, i.e., that are novel for the semantic space.
The ability to interpret novel compounds is particularly im-
portant for the algorithms not only as a NLP technique but
also as a cognitive model, because people can easily interpret
novel noun compounds [Wisniewski, 1996].

For this purpose, I collected 413 noun compounds that did
not occur in the corpus but were included in the thesaurus.
For these novel compounds, four test sets (two MCS tests and
two SJ tests) were constructed in the same way as described
in Section 3.2. As a result, 753 items were included in MCS
test for all 413 compounds, 539 items were in MCS and SJ
tests for 287 emergent compounds, and 734 items were in SJ
test for 371 compounds with suppressed meanings.

Table 3 lists accuracy of four test sets for novel compounds

Table 3: Accuracy (%) of the three algorithms for novel com-
pounds

Test Centroid Predication Comparison

MCS (All) 54.45 54.32 53.52

MCS (Emergent) * 56.03 61.60 66.05

SJ (Emergent) * 37.29 61.41 64.94

SJ (Suppressed) * 44.82 61.31 33.52

SJ (Harmonic) 40.71 50.11 40.89

Note. * denotes a significant difference (p < .05).

and harmonic mean of accuracy for two SJ tests. MCS’s accu-
racy of novel compounds still remained high and was signif-
icantly above the chance level of 20%, although lower than
that of “familiar” compounds shown in Table 1, decreasing
by 4% to 14%. Moreover in the case of SJ tests, all the three
algorithms achieved higher accuracy for novel compounds.
These findings demonstrate fine ability of the semantic space
model to comprehend novel compounds.

Moreover, relative performance did not change markedly
among three algorithms, although the centroid unexpectedly
yielded the highest accuracy for MCS for all meanings. The
consistency of results suggest that the obtained results are in-
trinsic to the algorithms for vector composition.

4 Discussion

This study has examined the ability of the semantic space
model to compute semantic similarity of a noun compound
without considering semantic relations holding between the
head and the modifier. However, noun compound comprehen-
sion is actually a more complicated process, in which seman-
tic relations may have a large influence on similarity compu-
tation. For example, some types of relations may yield more
emergent meanings than others, and such difference would
affect the performance of similarity computation.

One promising way of utilizing semantic relations is to
use words or phrases expressing the semantic relation (e.g.,
“made of”, “cause”) for vector composition. For example,
the vector representation of “apple pie” can be seen as identi-
cal to the vector of its paraphrase “pie made of apples”. Such
vector can be computed in such a way that a predicate vec-
tor of “be made of apples” is computed first from vectors for
“be made of” and “apple”, and the sentence vector is then
computed from vectors of the argument “a pie” and the pred-
icate “be made of apples”. (The similar approach is taken by
Kintsch [2008] for solving analogy problems.)

To this end, the process of identifying semantic relations
should be necessary. As mentioned in the introduction, com-
putational methods for compound disambiguation have been
extensively studied [Costello et al., 2006; Kim and Baldwin,
2005; 2007], but a semantic space model can also identify se-
mantic relations [Turney, 2005]. If one knows that the seman-
tic relation “made-of” holds true of noun compounds “apple
pie” and “strawberry jam”, it is quite reasonable to assume
that “orange juice” encodes the same semantic relation since
these head nouns can be classified into the same semantic cat-
egory foods and the modifiers can be classified as fruits.
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Similarity judgment by a semantic space model can be used
to classify each word into an appropriate semantic category.

The same supervised technique may also be applicable to
classifying noun compounds into head-centered, modifier-
centered, or equally-weighted ones. Such automatic classi-
fication can lead to a sophisticated method in which different
algorithms are used for different types of compounds.

5 Conclusion

Through the evaluation experiment, this paper has shown the
validity of a semantic space model for similarity computation
of noun compounds. The findings are summarized as follows:

• The comparison algorithm, on the whole, achieved the
best performance among the three algorithms. Its per-
formance did not differ from, or in some cases was supe-
rior to, the performance of the original compound vec-
tor constructed directly from the corpus. In particular,
the computed vectors were appropriate for representing
emergent meanings.

• The predication algorithm was not, on the whole, su-
perior to the comparison algorithm, but showed a well-
balanced performance. It also outperformed the origi-
nal compound vector and yielded the best performance
when compounds were highly frequent.

• The centroid algorithm showed unexpectedly good per-
formance despite its simplicity. This result may be
largely due to the symmetric nature of the algorithm.

• These findings apply to novel compounds, indicating
that the algorithms work for novel compounds, as well
as for familiar compounds.

It would be interesting and vital for further work to develop a
method for similarity computation which utilizes semantic re-
lations holding between the head and the modifier, as well as a
more efficient method for vector composition. Additionally,
I am trying to extend this work to longer noun compounds
consisting of three or more nouns.
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