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Abstract
We propose a method for learning causal relations
within high-dimensional tensor data as they are typ-
ically recorded in non-experimental databases. The
method allows the simultaneous inclusion of nu-
merous dimensions within the data analysis such
as samples, time and domain variables construed as
tensors. In such tensor data we exploit and inte-
grate non-Gaussian models and tensor analytic al-
gorithms in a novel way. We prove that we can
determine simple causal relations independently of
how complex the dimensionality of the data is.
We rely on a statistical decomposition that flat-
tens higher-dimensional data tensors into matrices.
This decomposition preserves the causal informa-
tion and is therefore suitable for structure learning
of causal graphical models, where a causal relation
can be generalised beyond dimension, for example,
over all time points. Related methods either focus
on a set of samples for instantaneous effects or look
at one sample for effects at certain time points. We
evaluate the resulting algorithm and discuss its per-
formance both with synthetic and real-world data.

1 Introduction
Causal discovery seeks to develop algorithms that learn the
structure of causal relations from observation. Such algo-
rithms are increasingly gaining importance since, as argued
in [Tenenbaum et al., 2011], producing rich causal mod-
els computationally can be key to creating human-like ar-
tificial intelligence. Diverse problems in domains such as
aeronautical engineering, social sciences and bio-medical
databases [Spirtes et al., 2010] have acted as motivating ap-
plications that have gained new insights by applying suitable
algorithms to large amounts of non-experimental data, typi-
cally collected via the internet or recorded in databases.

We are motivated by a class of causal discovery prob-
lems characterised by the need to analyse large and non-
experimental datasets where the observed data of interest are
recorded as continuous-valued variables. For instance, con-
sider the application of causal discovery algorithms to large
bio-medical databases recording data of diabetic patients. In
such databases we may wish to find causal relations between

variables such as the administration of medications like in-
sulin dosage and the effects it has on diabetes management,
for example, the patients’ glucose level [Kafalı et al., 2013].
We are particularly concerned with datasets that are multi-
dimensional, for example, consider insulin dosage and glu-
cose level measurements for different patients over time. In-
sulin dosage and glucose level are variables. Patients, vari-
ables for a patient, and time are dimensions.

A convenient way to represent cause-and-effect relations
between variables is as directed edges between nodes in
a graph. Such a graph, understood as a Bayesian Net-
work [Pearl, 1988], allows us to factorise probability distri-
butions of variables by defining one conditional distribution
for each node given its causes. A more expressive repre-
sentation of cause-and-effect relations is based on generative
models that associate functions to variables, with the con-
comitant advantages of testability of results, checking equiv-
alence classes between models and identifiability of causal
effects [Pearl, 2000; Spirtes et al., 2000].

We are taking a generative modelling approach to discover
cause-and-effect relations for multi-dimensional data. Our
starting point is the generative model LiNGAM (Linear Non-
Gaussian Additive Model) [Shimizu et al., 2006] as it relies
on independent component analysis (ICA) [Hyvaerinen and
Oja, 2000], which in turn is known to be easily extensible
to data with multiple-dimensions. Multi-dimensional exten-
sions for time series data using LiNGAM exist [Hyvaerinen
et al., 2008; 2010; Kawahara et al., 2011]. However, for
datasets such as the one for diabetic patients mentioned be-
fore, it is unclear how to answer even simple questions like
Does insulin dosage have an effect on glucose values? There
is at least one main problem that we see, namely, how to di-
rectly include more than one patient into the model learning
process, as these approaches fit one model to a time series
at a time. What we need here is an algorithm that abstracts-
away from selected dimensions of the data while preserving
the causal information that we seek to discover.

In this paper we present Multi-dimensional Causal Discov-
ery (MCD), a method that discovers simple acyclic graphs of
cause-and-effect relations between variables independently
of the dimensions of the data. MCD integrates LiNGAM with
tensor analytic techniques [Kolda and Bader, 2009] to support
causal discovery in multi-dimensional data that was not pos-
sible before. MCD relies on a statistical decomposition that
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flattens higher dimensional data tensors into matrices and pre-
serves the causal information. MCD is therefore suitable for
structure learning of causal graphical models, where a causal
relation can be generalised beyond dimension, for example,
over all points in time. However, we can include not only
time as a dimension, but also space or viewpoints, still re-
sulting in plain knowledge representation of cause-and-effect.
This is crucial for an intuitive understanding of time series in
the context of causal graphs. As part of our contribution we
also prove that we can determine simple causal relations in-
dependently of the dimensionality of the data. We specify an
algorithm for MCD and we evaluate the algorithm’s perfor-
mance.

The paper is structured as follows. The background on
LiNGAM and the (multi) linear transformations relevant to
understand the work are reported in section 2. Then in sec-
tion 3 we introduce MCD for causal discovery in multi-linear
data. The algorithm is extensively evaluated on synthetic
data as well as on real-world data in section 4. Apart from
synthetic data, here, we show the benefits of our method for
time series data analysis within application domains such as
medicine, meteorology and climate studies. Related work is
discussed in section 5, where we put our approach into the
scientific context of the multi-dimensional causal discovery.
We summarise the advantages of MCD in section 6, where
we also outline our plans for future work.

2 Background
In the following, we will denote with x a random variable,
with x a column vector, with X a matrix and with X a tensor.

2.1 LiNGAM
LiNGAM is a method for finding the instantaneous causal
structure of non-experimental matrix data [Shimizu et al.,
2006]. By instantaneous we mean that causality is not
time-dependent and is modelled in terms of functional equa-
tions [Pearl, 2000]. The underlying functional equation for
LiNGAM is formulated as [Shimizu et al., 2005]:

xi =
∑

k(j)<k(i)

bijxj + ei + ci (1)

with
x = Bx + e, (2)

put together as
x = Ae (3)

where
A = (I−B)−1. (4)

The observed variables are arranged in a causal order denoted
by k(j) < k(i). The value assigned to each variable xi is a
linear function of the values already assigned to the earlier
variables xj , plus a noise term ei, and an optional constant
term ci that we will ommit from now on. x is a column vector
of length m. e is an error vector. We assume non-Gaussian
error distributions. This has an empirical advantage since a
change in variance of some Gaussian noise distribution (e.g.:
over time) will induce non-Gaussian noise [Hyvaerinen et al.,

2010]. The non-Gaussianity assumption yields also a practi-
cal advantage resulting in one unambiguous graph instead of
a set of possible graphs.

We know that a directed acyclic graph (DAG) can be ex-
pressed as a strictly lower triangular matrix [Bollen, 1989].
Shimizu and colleagues define strictly lower triangular as
lower triangular with all zeros at the diagonal [2006]. Here,
LiNGAM exploits that we can permute an unknown matrix
into a strictly lower triangular matrix, given enough entries
in this matrix are zero. The matrix which is permuted in
LiNGAM is the result of an Independent Component Anal-
ysis (ICA) with additional processing.

Linear transformations in data, such as ICA, can reduce
a problem into simpler, underlying components suitable for
analysis. Regarding assumptions such as linearity and noise
we can have the full spectrum of possible models. For our
purposes, we are looking into methods that can be suitably
integrated in causal discovery algorithms. The basis of each
of these methods is a latent variable model. Here, we assume
the n-dimensional data to be “generated” by l ≤ m latent
(or hidden) variables. We can compute the data matrix by
linearly mixing these components [Bishop, 2006; Hyvaerinen
and Oja, 2000]:

xj = aj1y1 + ...+ ajmym (5)

for all j with j ∈ [1,m]. Similar for the complete sample:

x = Ay. (6)

The above equation corresponds to (3), where e = y. We can
extend this idea to the entire dataset X as:

X = AY. (7)

X is anm×n data matrix wherem is the number of variables
n is the number of cases or samples .

ICA builds on the sole assumption that the data is generated
by a set of statistically independent components. Assuming
such independence, we can transform the axis system deter-
mined by them variables so that we can detectm independent
components. We can use this in LiNGAM because the order
of the independent components in ICA cannot be determined.
As explained in [Hyvaerinen and Oja, 2000], the reason for
this indeterministic nature is that, since both y and A are un-
known, one can freely change the order of the terms in the
sum (5) and call any of the independent components the first
one. Formally, a permutation matrix P and its inverse can be
substituted in the model to give:

x = BP−1Py. (8)

The elements of Py are the original independent variables y,
but in another order. The matrix BP−1 is just a new unknown
mixing matrix, to be solved by the ICA algorithm.

We now describe the LiNGAM algorithm [Shimizu et al.,
2005]:

1. Given an m × n data matrix X (m < n) where each
column contains one sample vector x, first subtract the
mean from each row of x, then apply an ICA algorithm
to obtain a decomposition X = AS where S has the
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same size as X and contains in its rows the independent
components. From now on we will work with (9):

W = A−1. (9)

2. Find the permutation of rows of W which yields a ma-
trix W̃ without any zeros on the main diagonal. In prac-
tice, small estimation errors will cause all elements of
W to be non-zero, and hence the permutation is sought
which minimises (10):∑

i

1

|W̃ii|
. (10)

3. Divide each row of W̃ by its corresponding diagonal
element, to yield a new matrix W̃′ with all ones on the
diagonal.

4. Compute an estimate B̂ of B using

B̂ = I− W̃′. (11)

5. To find a causal order, find the permutation matrix P

(applied equally to both rows and columns) of B̂ yield-
ing

B̃ = PB̂P
T
, (12)

which is as close as possible to strictly lower triangular.
This can be measured for instance using

∑
i≤j B̃

2
ij .

We describe next the background of how to represent multi-
dimensional data.

2.2 Tensor Analysis
A tensor is a multi-way array or multi-dimensional array.

Definition [Cichocki et al., 2009] Let I1, I2, . . . , IK ∈ K
denote upper bounds. A tensor Y ∈ RI1×I2,...,I1,IK of order
K is a K-dimensional array where elements yi1,i2,...,ik are
indexed by ik ∈ {1, 2, . . . , Ik} for k with 1 ≤ k ≤ K.

Tensor analysis is applied in datasets with a high number
of dimensions, other than the conventional matrix data (see
Figure 1). An example where tensor analysis can be applica-
ble is time series in medical data. Here, we have a number of
patients n, a number of treatment variables m such as med-
ication and symptoms of a disease, and t discrete points in
time at which the treatment data for different patients have
been collected. This makes one n ×m data matrix for each
point in time t or a tensor of the dimension n×m× t.
Definition [Kolda and Bader, 2009] The order of a tensor is
the number of its dimensions, also known as ways or modes.

We also need to define the n-dimensional tensor product.
Definition [Cichocki et al., 2009] The mode-n tensor
matrix product X = G ×n A of a tensor G ∈
RJ1×J2×...×JN and a matrix A ∈ RIn×Jn is a tensor Y ∈
RJ1×J2×...×Jn−1×In×Jn+1×...×JN , with elements

xj1,j2,...,ji−1,in,jn+1,...,jN =

Jn∑
jn=1

Gj1,j2,...,jNainjn . (13)

Subjects

Time

Variables

d2,1,4
DTime=1

t

a) b)

Figure 1: a) A three-dimensional tensor: with subjects (dimension
1), time (dimension 2), and variables (dimension 3) yielding a cube
(instead of a matrix). b) We can frontally slice the data - each slice
represents a snapshot of the variables for a fixed point in time.

Tensor decomposition can be described as a multi-linear
extension of PCA (Principal Component Analysis), for a K-
dimensional tensor:

X = G ×1 U1 ×2 U1 ×3 ...×k Uk. (14)

G is the core-tensor, that is the multi-dimensional extension
of the latent variables Y, with U1...Uk being orthonormal.

Unlike for matrix decomposition, there is no trivial solu-
tion for computing the tensor decomposition. We use alter-
nating least square (ALS) methods (e.g.: Tucker-ALS [Kolda
and Bader, 2009]), since efficient implementations are avail-
able [Bader et al., 2012]. The decomposition can be opti-
mised in terms of the components of a factorisation for every
dimension iteratively [De Lathauwer et al., 2000].

In practical applications, it is useful to work with a projec-
tion of the actual decomposition. By projection, we mean a
mapping of the information of an arbitrary tensor onto a sec-
ond order tensor (a matrix). Such a mapping can be achieved
using a linear operator represented as a matrix, which from
now on we will refer to as projection matrix. ALS optimisa-
tion works on a projected decomposition as well. However,
the resulting projection allows us to apply well-known meth-
ods for matrix data on very complex datasets.

K-dimensional Independent Component Analysis. We
can determine a K-dimensional extension [Vasilescu and Ter-
zopoulos, 2005] for ICA. We can decompose a tensor X as
the k-dimensional product of k matrices Ak and a core tensor
G:

X = G ×1 A1 ×2 A2 ×3 ...×k Ak. (15)

To extend ICA for higher-dimensional problem domains,
we first need to relate ICA with PCA.

X = UΣVT

= (UH−1)(HΣVT)

= AY.

(16)

Here we compute PCA with SVD (Singular Value Decompo-
sition) as UΣVT. For the K-dimensional ICA, we can make
use of (16) and define the following sub-problem:
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a)

b)

c)

Figure 2: Causal analysis of time series data in tensor form. As be-
fore, the dimensions are subjects (dimension 1), time (dimension 2),
and variables (dimension 3). (a) LiNGAM does not take into account
temporal dynamics; it only inspects a snapshot, ignoring temporal
correlations. (b) LiNGAM extensions investigate several points in
time for one case. (c) MCD flattens the data whilst preserving the
causal information and then applies linear causal discovery.

X(k) = UkΣkVT
k

= (UkH−1k )(HkΣkVT
k )

= AkYk.

(17)

This sub-problem is due to [Vasilescu and Terzopoulos,
2005], who argue that the core tensor G enables us to com-
pute the coefficient vectors via a tensor decomposition using
a K-dimensional SVD algorithm.

3 Multi-dimensional Causal Discovery (MCD)
The main idea of our work is to integrate LiNGAM with K-
dimensional tensors in order to efficiently discover causal de-
pendencies in multi-dimensional settings, such as time series
data. The intuition behind MCD is that we want to flatten the
data, that is decompose the data and project the decomposi-
tion on a matrix (see Figure 2(c)).

Definition Meta-dimensionality reduction is the process of
reducing the order of a tensor via optimising the equation
X = YTucker ×1 U1 ×2 ... ×k Uk so that we can compute
X = YTucker ×1 U1 ×2 ...×k Uk−1.

After a meta-dimensionality reduction step, we can apply
LiNGAM directly and, as a result, reduce the temporal com-
plexity of causal inferences (compare Figures 3(a) and 3(b)).
We interpret the output graph of the algorithm as an indi-
cator of cause-and-effect that is significant according to the
tensor analysis for a sufficient subset of all the tensor slices.
However, before applying LiNGAM, we need to ensure that

xt+nxt+1xt

yt+nyt+1yt

zt+nzt+1ztz

x

y
a) b)

Figure 3: a) The causal graph determined by MCD b) A causal
graph determined by extensions of LiNGAM for time series.

the information on causal dependencies is preserved when
meta-dimensionality reduction has been applied.

Theorem 3.1. Let X = G ×1 S1 ×2 S2...×k Sk be any de-
composition of a data tensor X that can be computed using
SVD. Let X be the projection (mapping) of X where we re-
move one or more tensor dimensions for meta-dimensionality
reduction. The independent components of tensor data sub-
spaces which are to be permuted are independent of previous
projections in the meta-dimensionality reduction process.

Proof. The decomposition is computed independently for
all dimensions (see (17)) using SVD. Furthermore, we know
that the tensor matrix product is associative:

D = (E ×1 A×2 B)×3 C = E ×1 (A×2 B×3 C). (18)

Therefore, as long as it is computed with SVD we can es-
tablish a relation between Tucker-Decomposition and Multi-
Linear ICA. Vasilescu and Terzopoulos define this relation in
the following way [2005]:

X = YTucker ×1 U1 ×2 ...×k Uk

= YTucker ×1 U1H−11 H1 ×2 ...×k UkH−1k Hk

= (YTucker ×1 H1...×k Hk)×1 A1 ×2 ...×k Ak

= Y ×1 A1 ×2 ...×k Ak

(19)
where

Y = YTucker ×1 H1...×k Hk. (20)

Now, when we look at an arbitrary projection of a data ten-
sor X to a data matrix X, we first need to generalise (19)
for projections. This can simply be done by replacing the in-
verse with the Moore-Penrose pseudo-inverse (denoted with
†), which is defined as:

H† = (HTH)−1HT (21)

where
HH†H = H (22)

We can then rewrite (19) to the following:

X = YTucker ×1 U1 ×2 ...×k Uk

= YTucker ×1 U1H†1H1 ×2 ...×k UkH†kHk

= (YTucker ×1 H1...×k Hk)×1 A1 ×2 ...×k Ak

= Y ×1 A1 ×2 ...×k Ak

(23)
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Finally, we look at the projection that we compute using
Tucker-Decomposition. Here we project our tensor into a ma-
trix by reducing the order of a K-dimension tensor. If one
thinks of Hk in terms of a projection matrix, this can be ex-
pressed as:

X = (YTucker×k Hk)×1U1×2 ...×k−1Uk−1×k UkHk
†.

(24)
We see that compared to (23) we find projections that al-
low the meta-dimensionality reduction in two places: at
(YTucker ×k Hk) and at UkHk

†. Accordingly, we define
the projection of the decomposition to the matrix data X as:

X = (YTucker ×k Hk)×1 U1 ×2 ...×k−1 Uk−1 (25)

Here, we see that U1...Uk−1 are not affected by the pro-
jection. Therefore, by computing the H1...HK−1 we can still
find the best result for ICA on our flattened tensor data, if we
apply it on the projection. This means, that if we want to ap-
ply multi-linear ICA with the aim on having statistically inde-
pendent components in meta-dimensionality reduced space,
we can resort to Tucker-Decomposition for reducing the or-
der of the tensor - until we finally compute the interesting
part that is used by ICA for LiNGAM. Thus, the theorem is
proven.

On these grounds, we can see that LiNGAM works, with-
out making additional assumptions on the temporal relations
between variables, if it is combined with any decomposition
that can be expressed in terms of SVD. The algorithm is
summarised in Algorithm 1, the variable-mode contains the
causes and effects that we try to find.

Algorithm 1 Multi-dimensional Causal Discovery
1: procedure MCD( X , sample-mode, variable-mode)
2: ksm ← sample-mode
3: kvm ← variable-mode
4: Yprojection,Uksm ,Ukvm ← Tucker-ALS(X )
5: X← Yprojection ×ksm

Uksm ×kvm
Ukvm

6: B← LiNGAM(X)
7: end procedure

It is worth noting how MCD exploits Gaussianity: un-
like plain LiNGAM, we do not forbid Gaussian noise totally.
In the tensor-analytically reduced dimensions, we can have
Gaussian noise, this does not influence MCD, as long as we
have non-Gaussian noise in the non-reduced dimensions to
identify the direction of cause-and-effect. Having Gaussian
noise in one dimension and non-Gaussian noise in the other
is an empirical necessity if time is involved [Hyvaerinen et
al., 2010].

4 Evaluation
4.1 Experiments with Synthetic Data
We have simulated a 3-dimensional tensor with dimensions
cases, variables and time. 5000 cases with 5 variables and
50 points in time have been produced. For each case, we
have created the time series with a special case of a structural

autoregressive model:

Xt = c +
P∑

p=0

φpXt−p + εt (26)

with
φp = B (27)

and
εt ∼ N , c ∼ SN (28)

where SN is a sub or super-Gaussian distribution. In con-
trast to the classical autoregressive model we start indexing
at p = 0. This allows us to include instantaneous and time-
lagged effects. Furthermore, we allowed each of the nodes
(variables) to have either one or two incoming edges at ran-
dom. In that manner we created three different kinds of
datasets, one with time-lag p = 1, one with time-lag p = 2
and one with time-lag p = 3 to test the MCD algorithm with.
Each kind we created 500 times, so that we could test the al-
gorithm on a number of different datasets. We found the out-
put of the algorithm to be correct in 73.00 % of all the datasets
with time-lag p = 1, 69.20 % with p = 2 and 68.20 % with
time-lag p = 3. The decrease in accuracy can be explained
by the increasing complexity of the time series function that
comes with increasing p. The algorithm’s output was deter-
mined to be incorrect if there was any type of structural error
in the graph, that is false positive or false negative findings.
Due to this very conservative measure, we could achieve very
high precision (ca. 99 %) and recall (ca. 96 %) when in-
vestigating the total number of correct classifications, that is
whether there is a cause-effect-relation between one variable
and another (i.e. a → b true or false). For pruning the edges
in the LiNGAM part of the algorithm, we used a simple re-
sampling method (described in [Shimizu et al., 2006]).

4.2 Application to Real-world Data
To show how MCD works on real-world problems, we ap-
plied it to three different real-world datasets. Where possible,
we also applied an implementation of multi-trial version of
Granger Causality (MTGC) [Seth, 2010] to compare MCD’s
results to something known to the community. Also, from all
related methods, Granger Causality is the only method where
there is an extension available for multiple realisations of the
same process [Ding et al., 2006]. However, the multiple re-
alisations are interpreted in terms of repetitive trials with a
single subject or case. This suggests dependence due to rep-
etition instead of the desired independence of cases. For ex-
ample, if we look at a number of subjects and their medical
treatment over time, we expect the subjects to be independent
from each other.

First of all, we applied MCD and MTGC to a dataset on Di-
abetes [Frank and Asuncion, 2010]. Here, the known ground
truth was Insulin → Glucose. Glucose curves and insulin
dose were analysed for 69 patients - the number of points in
time differed from patient to patient, thus we had to cut them
all to similar size. MCD successfully found the causal ground
truth, MTGC did not and resulted in a cyclic graph.

Secondly, we investigated a dataset with two variables, 72
points in time, 16 different places. The two variables were
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ozone and radiation with the assumed ground truth that ra-
diation has an causal effect on ozone.1 Again, MCD found
the causal ground truth and MTGC did not and resulted in a
cyclic graph.

Finally, we tested the algorithm on meteorological data2.
10,226 samples have been taken for how the weather condi-
tions of one day cause the weather conditions of the second
day. The variables that were measured were mean daily air
temperature, mean daily pressure at surface, mean daily sea
level pressure and mean daily relative humidity. Ground truth
was that the conditions on day t affect the conditions on day
t+1 which was found by MCD. We did not apply MTGC here
because of its conceptual dependency to the time-dimension.

5 Related Work
The most well-known example of causality for time series
is Granger Causality [Granger, 1969]. Granger affiliates his
definition of causality with the time-dimension. Statistical
tests regarding predictive power, when including a variable,
detect an effect of this variable. Granger Causality cannot
incorporate instantaneous effects, which is often cited as a
drawback [Peters et al., 2012]. MCD complements Granger
Causality in this. Likewise, this is the case for transfer en-
tropy (TE) [Schreiber, 2000]: proven equivalent to Granger
Causality for the case of Gaussian noise [Barnett et al., 2009],
TE is bound to the notion of time. TE cannot detect instanta-
neous effects because potential asymmetries in the underlying
information theory models are only due to different individ-
ual entropies and not due to information flow or causality.

Entner and Hoyer make use of similarities between causal
relations over time to extend the Fast Causal Inference (FCI)
algorithm [Spirtes, 2001] for time series [2010]. In contrast
to MCD, FCI supports the modelling of latent confounding
variables and it does not exploit the non-Gaussian noise as-
sumptions.

The closest approaches to MCD are the approaches con-
necting LiNGAM to models of the Autoregressive-moving-
average model (ARMA) class. For example, a link was es-
tablished between LiNGAM and structural vector autoregres-
sion [Hyvaerinen et al., 2008; 2010] in the context of non-
Gaussian noise. The authors focus on an ICA interpretation
of the autoregressive residuals. This was generalised for the
entire ARMA class [Kawahara et al., 2011]. These methods
can be seen as a LiNGAM-based generalisation of Granger
Causality, since they can take into account time-lagged and
instantaneous effects. Similarly, the Time Series Models with
Independent Noise, which can be used in a multi-variate, lin-
ear, non-linear setting, with or without instantaneous interac-
tions [Peters et al., 2012].

The main difference between our approach and these
LiNGAM extensions (and the other related work discussed
earlier in this section) is the possibility to directly include a
number of dimensions in the analysis using the MCD algo-
rithm. Previous research takes into account single time series,
but does not allow abstracting away modes to produce simple

1causal ground truth was given, data taken from https://
webdav.tuebingen.mpg.de/cause-effect/

2same source as above

and clear cause-and-effect relations. Here, it is unclear how to
analyse multiple cases of multi-variate time series for causal-
ity. Only for Granger Causality, there are methods available
for a direct comparison of performance.

6 Conclusions

In this paper we have proposed MCD, a method for learn-
ing causal relations within high-dimensional data, such as
multi-variate time series, as they are typically recorded in
non-experimental databases. The contribution of the work
is the implementation of an algorithm that integrates linear
non-Gaussian additive models (LiNGAM) with tensor ana-
lytic techniques and opens up new ways of understanding
causal discovery in multi-dimensional data that was previ-
ously impossible. We have shown how the algorithm relies
on a statistical decomposition that flattens higher dimensional
data tensors into matrices. This decomposition preserves the
causal information and is therefore suitable to be included
in the structure learning process of causal graphical models,
where a causal relation can be generalised beyond dimension,
for example, over all points in time. Related methods either
focus on a set of samples for instantaneous effects or look
at one sample for effects at certain points in time. We have
also evaluated the resulting algorithm and discussed its per-
formance both with synthetic and real-world data.

The practical value of MCD analysis needs to be deter-
mined by applying it to more real-world data sets and compar-
ing it to other causal inference methods for non-experimental
data. The real-world data analysed here are rather simple as
they contain relations between two variables only. It has been
quite difficult to find multi-dimensional time series where the
underlying causality is clear. Here it would be useful to see
how we can include discrete variables into the MCD analy-
sis, because in most cases of non-experimental datasets we
can find discrete-valued and continuous-valued variables.

Also, in the current method, the tensor analytic process of
flattening the data relies on the variance of the linear interac-
tion between the decomposed subspaces. A more direct in-
tegration of this aspect into the LiNGAM discovery process
would be desirable. We aim to address this issue in future
research too.

Finally, we plan to compare our approach to algorithms
with other assumptions such as non-linearity and Gaussian
error. The heteroscedastic nature of time series data could
give rise to a formal integration of the interplay of the Gaus-
sian and non-Gaussian noise assumption, that is how the non-
Gaussian assumption’s usefulness is “triggered” by the time-
dimension. This may bring further light into the interplay
between instantaneous and time-lagged causal effects.
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