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Abstract

The vote mechanism is widely utilized to rank an-
swers in community-based question answering sites.
In generating a vote, a user’s attention is influenced
by the answer position and appearance, in addition
to real answer quality. Previously, these biases are
ignored. As a result, the top answers obtained from
this mechanism are not reliable, if the number of
votes for the active question is not sufficient. In this
paper, we solve this problem by analyzing two kinds
of biases; position bias and appearance bias. We
identify the existence of these biases and propose a
joint click model for dealing with both of them. Our
experiments in real data demonstrate how the rank-
ing performance of the proposed model outperforms
traditional methods with biases ignored by 15.1%
in precision@1, and 11.7% in the mean reciprocal
rank. A case st-udy on a manually labeled dataset
futher supports the effectiveness of the proposed
model.

1 Introduction

Community-based Question Answering (cQA) sites, such as
Yahoo Answers, Baidu Knows, Quora and Guokr, are the
crowd-sourced alternatives to search engines for providing in-
formation [Liu ef al., 2011; Wu et al., 2014]. They provide an
open platform for users to ask questions and publish answers.
Vote mechanisms are widely used in almost all cQA sites to
select the best answers and filter out spam manually.

In the vote mechanism, if each voter can fairly examine
all answers carefully, by using just a few votes, high-quality
answers can easily be selected. Unfortunately, there are biases
impacting the performance of traditional vote mechanisms
significantly. In this paper, we deal with two kinds of biases;
position bias and appearance bias.

e Position Bias: Position bias means that users are more
likely to examine answers at top positions than others in
answer lists. This means answers at top position have
more probabilities to be examined and to be further voted

*The paper was done when the first and fourth authors were
visiting Microsoft Research Asia under the supervision of the third
author.
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Figure 1: Limitations of the vote mechanism in cQA sites

on; the ones at lower positions, e.g. late published an-
swers, are often ignored, even when their qualities are
above the average in many cases.

e Appearance Bias: Appearance bias means that users
are more likely to examine answers with attractive ap-
pearances, such as ones with images or long content.
The probability of examining and voting such answers is
larger than plain ones.

Due to these biases, the top answers selected by current vote
mechanisms are reliable only when enough votes are accumu-
lated. Figure 1(a) is a real example of this limitation. The
x-axis denotes the total vote count for the active question, and
the y-axis denotes the vote count for single answers. In this
example, Ans. A is generated earlier than Ans. B by 6 hours.
Thus when Ans. B is generated, Ans. A has already obtained
some votes, and ranked at a higher position. Intuitively, Ans.
B is better than Ans. A if we consider the voting results in the
final stage. But the vote number of Ans. B outperforms that of
Ans. A only when the total vote count of the question is larger
than 28, due to the bias problem discussed above.
Nevertheless, for a general question, obtaining votes is a
time-consuming process. As a result, most voting-based best
answers are not reliable because of insufficient votes, and
only a small number of questions can select trustworthy best
answers. Figure 1(b) shows that vote tallies for questions fol-
low a power-law distribution. Most questions have only a few
votes, which is not sufficient for selecting reliable best answers.
For example, in our dataset, there are 35, 662 (more than 70%)
questions have less than 10 votes. The time-consuming vot-
ing process also makes it impracticable for most questions
to select reliable best answers. Figure 1(c) shows the vote



accumulation process for questions. The average number of
votes for each question is 7.39. However, there are only 2.3
votes (31.1% of the average value), after 24 hours, and there
are 4.1 votes (55.5% of average value), after 100 hours. There-
fore, the problem of insufficient votes significantly impacts
the performance of current voting mechanisms, motivating us
find a way to re-rank voting-based answers with only a few
votes.

In this paper, to improve the mechanism for ranking voting-
based answers in a cQA site, when only a few votes are accu-
mulated, we propose a joint click model, which considers two
kinds of biases; position bias and appearance bias. The main
premise is that in the ranking decision process, if these biases
are modeled, and removed when counting votes, the returned
result will be more accurate to reflect real answer qualities.

The task in this paper is different from previous work on
answer quality prediction through machine learning. Votes
can be seen as ground truths, labeled by crowdsourcing. Thus
the voting mechanism aims to rank answers through human
labeling, though biases make directly counting the votes oc-
casionally inaccurate. In this paper, we improve methods for
counting votes by modeling biases. Previous works, however,
focus on automatically predicting the answer quality without
manual labels, which is a standard classification problem.

Our work has three primary contributions:

e We have collected a large cQA dataset including more
than 110,000 questions. Different from other published
data, it contains a voting sequence for each question. So
real user voting behaviors can be simulated directly.

e A novel joint click model is proposed to rank answers,
when only a few votes are accumulated, with biases in
user voting behaviors removed.

e Experiments in real cQA datasets with more than 50,000
questions shows, that the proposed approach outperforms
traditional methods with biases ignored by 15.1% in pre-
cision@1, and 11.7% in the mean reciprocal rank.

2 Related Work

2.1 cQA Answer Quality Prediction

Although there have been many studies of cQA sites, to
the best of our knowledge, the re-ranking of voting-based
answers with a limited number of votes by modeling user
voting behavior biases, has rarely been systematically stud-
ied before. Answer quality prediction is the system most
similar to ours. The most representative method is the
work presented by Surdeanu et al. [Surdeanu er al., 2008].
They used learning to rank with relevance functions as evi-
dence. Later researchers have tried to explore effective fea-
tures [Dalip er al., 2013] to get more accurate ranking re-
sults, such as user information [Shah and Pomerantz, 2010;
Zhang et al., 2014], user profiles [Zhou et al., 2012], user ex-
pertise [Suryanto et al., 2009], content length [Agichtein ef al.,
2008] and comments [Burel et al., 2012]. Other methods have
also been explored to solve this problem, Wang et al [Wang
et al., 2009] utilize analogical reasoning to generate positive
links and negative links between questions and answers and
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Toba et al. [Toba et al., 2014] treat it as a hierarchy classifica-
tion problem. Yao et al. [Yao et al., 2014] view this problem
from a comprehensive perspective rather than a single static
problem. Some works have realized the inaccuracy of ground
truth selection, which simply treats answers with the most
number of votes as best, and try to calibrate votes with dif-
ferent features [Chen et al., 2012]. However, all these works
can be categorized into the answer quality prediction problem,
which is usually solved as a traditional classification problem
with different features, rather than modeling user voting be-
havior biases as ours. In this paper, we aim to improve the
vote mechanism of human judgements to more appropriately
rank answers with fewer votes, we deeply analyze different
biases in user voting behaviors and propose a novel joint click
model to remove these biases.

2.2 Click Models

Click models have been used successfully in search engines.
Position bias is introduced to explain the intrinsic relevance
between query and document. This was first introduced by
Granka et al. [Granka et al., 2004]. They found that click prob-
ability decreases rapidly with lower display position. Richard-
son et al. [Richardson et al., 2007] try to model position bias
and to find the intrinsic relevance. Craswell et al. [Craswell
et al., 2008] use the examination hypothesis to explain po-
sition bias; they assume that a user will click a URL if and
only if the user has examined it and the URL is relevant to
the query. Several subsequent click models have been pro-
posed based on this hypothesis, such as the User Browsing
Model (UBM) [Dupret and Piwowarski, 2008], the Dyanmic
Bayesian Network Click Model (DBN) [Chapelle and Zhang,
20091, the Click Chain Model (CCM) [Guo et al., 2009] and
the General Click Model (GCM) [Zhu et al., 2010]. Appear-
ance bias, founded by Yue et al.[Yue er al., 2010], is another
important bias that explains more factors influencing user click
behavior in the modeling intrinsic relevance. These biases
have been utilized in other tasks rather than search engines [Li
et al., 2014]. Since our model also follows the examination hy-
pothesis, both position bias and appearance bias are modeled
in the examination probability simultaneously. To the best
of our knowledge, these biases have rarely been thoroughly
explored in cQA sites previously.

3 Modeling User Voting Behaviors
3.1 User Voting Assumptions

Some assumptions, including examination and answer quality
independent assumptions, are made, in order to remove biases
in voting behaviors.

o Examination Assumption: An answer must be exam-
ined before a user decides whether to vote or not. Each an-
swer has a certain probability of being examined, which
is influenced by both the answer position and appearance
at first sight, when browsing question pages. Following
this assumption, both position bias and appearance bias
are modeled in the examination probability simultane-
ously.



Figure 2: The graphical representation of JCM
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Table 1: Major symbol notations

Table 2: Features used in experiments

Categories | Features

# characters in current answer

# line breaks in current answer

Whether current answer has images

Current Ranking

Total # characters in front of current answer
Total # images in front of current answer
Total # line breaks in front of current answer
# characters in current answer

# line breaks in current answer

# votes in current answer

Whether current answer has images

The ratio between # images and # words
The ratio between # symbols and # words

Appearance

Position

Quality

Symbol | Description

N The total number of g-a pairs in the dataset

M The total number of user behaviors (vote or skip)
on current answer

U The total number of users involved in the question

A, Appearance bias of answer a

R, Whether answer a is high quality

P, Position bias when user u examines answer a

FEqu Whether user © examines answer a

Cou Whether user u votes for answer a

Ou The voting preference of user u

e Answer Quality Independent Assumption: The an-
swer quality is independent of the examination probabil-
ity, thus they should be modeled into different variables.
Following this assumption, answer quality is separated
from biased votes, and more trustable best answers can
be obtained without the impact of biases.

3.2 Model Description

Based on the assumptions described above, a novel joint click
model (JCM) is proposed. The graphical representation of the
model is shown in Figure 2. Descriptions of major symbols
are listed in Table 1. We assume that there are N question-
answer pairs in our dataset. For a given answer a, there are M
users voting or skipping it. As JCM follows the examination
hypothesis, the current answer a is voted on by user u only
if it is examined and is high quality. The probability a vote
occurring can be described as follows:

P(Coy = 1la,u)
=P(Cuy = 1l|a,u, Eqyy =1, R, = 1) (1)
P(R, = 1|a,u, Eqy, = 1)P(Eq, = 1la,u).
We assume that users do not vote for unexamined answers or

low-quality answers, so the following equations are used in
the inference of Equation (1):

P(Cou =1,Eq4, =0|a,u) =0, 2)
P(Cou=1,R, =0]a,u,Eey =1) =0, (3)
For simplicity, these three terms in Equation (1) can be denoted

bY Vau, Baw and 74, respectively. Since R, is unrelated to u,
Bav can be denoted by 3, then Equation (1) is written as:

P(Cau = 1|a’a U) = Vauﬂa’}/aw 4)
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In this formula, both appearance bias A, on answer a and po-
sition bias P,,, when user u examine answer a are represented
in variable v,,. A logistic function o(z) = 1/(1 + e~ ) is
utilized to describe these two biases:

Ay = oW Y, 5)
Pou = o(w"" - £, (6)

au
In these formulas, f2 is the feature vector to describe appear-
ance bias of answer a, and similarly f, describes position
bias when user u examine answer a. w” and w’ are the
weight vectors for appearance features and position features
respectively. Linear combination enables these two biases to
describe the examination probability v, together, and « is
employed to balance these two parts:

Yau = aAa + (1 - a)Pau (7)

The logistic function is also used to describe the answer quality
Ba, similar to the method in [Wang et al., 2013]:

Bo = o™ - £ (8)

where fF is the quality feature vector of answer a and w’?
is the weight vector. In this paper, the answer quality is de-
scribed by some features from the answer content, while more
complex features can also be added into the framework to
improve performance. All features we utilize in experiments
are described in Table 2.

Lastly, v, is used to describe the probability that user «
votes for a high-quality answer a after examining it, inspired
by the work [Xing ef al., 2013]. We assumes that the probabil-
ity is generated from a user’s personal Gaussian prior. Smaller
mean value means users are stricter, and less high-quality
answers are voted.

3.3 Model Inference

In the model learning phase, answer quality, examination
probability and users’ voting preferences are not observed
in our data, so the Expectation Maximization (EM) algori-
thm [Neal and Hinton, 1998] is used to estimate parameters
0 = {wA, w’ wh}, which maximizes the lower bound of the



Table 3: The detail of the dataset

Data Statistic Content | Avg. | Min | Max
Question # Answers 5.68 1 50
# Votes 15.55 1 3,967
Answer # Votes 2.74 1 852

log-likelihood of observations in the data

L(C,@) = Zlog Z P(EauvRa7Cau|@)

a,u FEau,Ra
>3 Y P(Eau, RalCau, ©)10gP(Eqy, R, Cou|©)
a,u Equ,R,
:Q(Q,@i).
©)

In the E-Step, the posterior distribution is calculated
P(Equ, Ra|Cau, ©")
_ P(Cau|Bau; Ra, ©") P(Eau, Ra|©") (10)
> k.. 1, P(CaulBau, Ra, ©')P(Equ, Ra|O7)
And in the M-Step, we maximize Q(©, ©%) in Equation (9).

L-BFGS[Liu and Nocedal, 1989] is used to calculate w?, w?
and w?.

4 Experiments and Results

4.1 Dataset and Metrics

We collect a large dataset of cQA, including more than 110,000
questions, more than 390,000 answers, and more than 780,000
votes, from Chinese cQA site Guokr!. Every item (question,
answer and vote) has a time stamp. After removing questions
without votes or answers, a dataset used in our experiments
contains 50,536 questions, 287,127 answers and 785,717 votes.
More details are shown in Table 3.

The evaluation methods for traditional cQA answer predic-
tion are not suitable, as there are not sufficient votes in most
questions discussed in Section 1, so only questions with a large
number of votes can be selected as test questions. Additionally,
in order to make the task more challenging, questions with
ambiguous answers are selected as test questio-ns. Therefore,
1,365 test questions are selected based on two strict rules:(1)
the question has more than 60 votes; (2) the answer with the
most votes has less than twice the vote number of the second
one, when only the former 15 votes in the question are con-
sidered. Their ranking based on the vote number in the final
stage is regarded as the ground truth. The former 5% — 30%
of votes on test questions is used as training data, together
with the votes on other questions in the dataset.

Two standard information retrieval metrics are adapted in
our experiments, Precision at K (P@K) and Mean Reciprocal
Rank (MRR). P@K reports the proportion of best answers
ranked in the top K result. MRR is the average of the recip-
rocal ranks of the best answer for test questions and can be
calculated from below formula:

Q]

1 1
MRR = — _— 11
Q| ; rank; an

"http://www.guokr.com/
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where |Q)| is the number of test questions and rank; is the
position of the best answer in the ground truth.

4.2 Overall Performance
We compare the proposed model with following methods:

e Tradition Vote Mechanism(Vote) This is the traditional
user vote method widely used in cQA sites. It ranks
answers based on vote quantity.

e User Browsing Model(UBM) [Dupret and Piwowarski,
2008]. UBM only utilizes the ranking of current answers
to model position bias. The answer quality is described
with a latent variable.

e General Click Model(GCM) [Zhu et al., 2010]. GCM
considers different session-specific features in modeling
position biases. Answer quality is described with answer-
specific features. Appearance biases are ignored in this
model.

o Appearance Click Model(ACM) [Yue et al., 2010]
ACM only utilizes answer-specific appearance features
to describe appearance biases and the answer quality is
described with the same method as GCM. Position biases
are not considered in this model.

o Vote Calibration(Calib) [Chen et al., 2012] The Calib
method assigns each vote a particular weight value based
on different answer-specific and user-specific features,
rather than modeling biased user voting behaviors, is
used to calibrate votes.

In our experiments, we range the training data from 5% to
30%, The result is shown in Table 4. It can be observed that
click models, i.e. UBM, GCM, ACM and JCM, all outperfo-
rm traditional user voting mechanisms. This demonstrates the
existence of biases in users’ voting behaviors. After removing
biases, answers can be ranked with votes more accurately. Our
JCM achieves better results on all training data, statistically
much better than traditional voting methods. When only 5%
votes are observed, a relative improvement of 15.1% in P@1
and 11.7% in MRR is achieved. Compared with other baseline
methods, the improvement is achieved by removing both posi-
tion biases and appearance biases simultaneously, for example,
a relative improvement of 4.2% on P@1 and 3.0% on MRR
compared with GCM, and a relative improvement of 3.7% on
P@1 and 3.0% on MRR compared with ACM is achieved,
when 5% votes are used. Our method also outperforms the
state of the art Calib method considerably, with a relative
improvement of 4.1% on P@1 and 3.2% on MRR with 5%
training data.

It can be observed that a larger improvement is achieved
compared with voting methods with fewer votes. This shows
that the answer with the most number of votes can be recog-
nized as the best answer, only if there are enough votes, as we
have discussed in Section 1.

Figure 3 illustrates the performance of all methods in Preci-
sion@K. We select questions with more than 5 answers as test
questions, and 5% of the training data is utilized. In all cases,
the proposed method outperforms other baselines.

Figure 4 shows the frequency distribution of answer quality
scores estimated by different methods. It is interesting to ob-



Table 4: The performance of all methods

. Training Data
‘Memcs Me‘h‘)ds} 5% | 10% [ 15% | 20% | 25% [ 30% }
Vote 0.4703 | 0.5927 | 0.6996 | 0.7663 | 0.8175 | 0.8447
UBM 0.5121 | 0.6271 | 0.7209 | 0.7707 | 0.8212 | 0.8505
P@l GCM 0.5194 | 0.6347 | 0.7216 | 0.7766 | 0.8278 | 0.8513
ACM 0.5223 | 0.6396 | 0.7172 | 0.7861 | 0.8308 | 0.8535
Calib 0.5201 | 0.6256 | 0.7011 | 0.7824 | 0.8264 | 0.8491
JCM 0.5414 | 0.6579 | 0.7473 | 0.7971 | 0.8440 | 0.8674
Vote 0.6469 | 0.7505 | 0.8276 | 0.8685 | 0.8980 | 0.9126
UBM 0.6894 | 0.7662 | 0.8288 | 0.8698 | 0.8977 | 0.9129
MRR GCM 0.7012 | 0.7806 | 0.8397 | 0.8747 | 0.9035 | 0.9179
ACM 0.7014 | 0.7867 | 0.8366 | 0.8799 | 0.9072 | 0.9202
Calib 0.6999 | 0.7799 | 0.8297 | 0.8777 | 0.9041 | 0.9173
JCM 0.7224 | 0.8014 | 0.8574 | 0.8875 | 0.9185 | 0.9278
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Figure 3: The performance in P@K with 5% training data
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serve that the distribution of the JCM score follows a Gaussian
distribution, which meets the common sense about answer
quality:(a)quality scores of most answers are about average
level; (b)there is a small portion of answers of either high
quality or low quality. The human judgement result shown
in Figure 8(a) also reflects this observation. However, scores
obtained by other methods are more similar as a power-law dis-
tribution, mainly because these results are greatly influenced
by biased user votes.

4.3 Evaluation on Different Questions

Another experiment is conducted on questions with different
numbers of answers in order to examine the applicability of
our approach. Questions in the test set are divided into 5 parts,
ensuring that similar numbers of questions are allocated into
each part. We compare our approach with other baselines in
all parts respectively. 10% the training data is used and the
experiment results are shown in Figure 5. It can be observed
that our approach consistently outperforms other methods in
all conditions. It is noteworthy that a significant performance
improvement is achieved on questions with more answers,
because biases influence user voting behaviors more in these
questions than the ones with less answers. When browsing a
question page with many answers, it is unlikely for a user to
examine all answers, thus the ones with attractive appearance
or at the top rank are more likely to be examined.

4.4 Parameter Analyses

The advantage of our approach is that both position biases and
appearance biases in cQA sites can be removed simultaneously.
The overall performance has demonstrated the effectiveness
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of our approach in estimating answer quality. In this part the
influence of position bias and appearance bias is shown. We
use 5% of votes as training data and change the parameter «
in our model, which controls the ratio of these two biases in
the examination probability, particularly, o« = 0 meaning only
position bias is modeled, and when o« = 1 only appearance
bias is modeled. Figure 6 shows the sensitivity of parameter o
in balancing the ratio of two biases. It is shown that these two
kinds of biases exist in user voting behaviors simultaneously.
Neither only position bias nor only appearance bias being
removed can make the model perform at a sufficient level.

Additionally, we change the prior of the value v,,, to dif-
ferent distributions. In order to show the distribution clearly,
25% and 30% of the training data, containing more votes, is
used. The result is shown in Figure 7 and it is clear that the
uniform distribution performs worst, which demonstrates the
importance of distinguishing user preference as Xing et al. de-
scribe [Xing er al., 2013]. The gaussian distribution performs
better compared with others.

4.5 Case Study

In order to demonstrate the effectiveness of our approach more
objectivity, 5 volunteers are hired to judge answer quality. 100
questions are sampled randomly from the test set. Question-
answer pairs are displayed to volunteers randomly, and they
are rated from 1 to 5 based on predefined guidelines, thus
each answer has 5 ratings. The rating distribution is shown in
Figure 8(a).

We calculate average ratings of all these questions’ best
answers got with different methods. 5% of the votes are used
as training data. The result is shown in Figure 8(b). Our ap-
proach JCM outperforms all baselines with the highest score of
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4.59. Both appearance biases and position biases are removed
manually, because all answers are examined during the rating
process. The result strongly demonstrates the effectiveness
of our approach in removing biases with the unbiased data as
the ground truth. It is observed that an improvement score of
more than 1 is achieved after removing either position biases
by UBM and GCM or appearance biases by ACM. The sig-
nificant improvement of 0.93 compared with GCM and 0.64
compared with ACM is achieved by JCM after removing both
of the two biases. The proposed method also outperforms the
state of the art Calib method with an improvement of 0.77. It
demonstrates that trustable best answers can be selected accu-
rately after removing position biases and appearance biases,
even if only a few votes are accumulated.

Human judgement is used to show that the answer ranking
results of our approach are sensible. We randomly sample 500
questions with different ranking results between the voting
method and JCM. Each question and its two answer ranking
results are shown to volunteers. They are required to judge

which ranking fits more sensibly without knowing ranking
methods. After statistics, our approach is selected in 412, with
82.4%, of 500 questions.

A real example is selected from test questions. Figure 8(c)
shows the top 80 votes (320 in total) in the question, and
Figure 8(d) describes the question content and the two answer
ranking results of JCM and the traditional voting method with
5% training data. The voting method selects Ans. B as the best
answer inappropriately, however, Ans. A is selected correctly
with our approach when the vote number is limited. After
analyzing contents and votes of answers in this example, we
find that both position biases and appearance biases play an
important role in influencing user voting behaviors. Ans. C
collects more votes when only a few answers are published,
e.g. 4, due to position bias. With more answers published,
users are more likely to vote for answers with long content, e.g.
Ans. A, or images, e.g. Ans. B due to appearance bias. This
also demonstrates the result shown in Figure 5 that these two
kinds of biases influence user voting behaviors simultaneously.
After removing both of them, reliable best answers can be
selected with only a few votes.

5 Conclusion

In this paper, we have studied the problem of how to rank
voting-based answers with insufficient votes in cQA sites.
Position bias and appearance bias are both shown to existing
in users’ voting behaviors. Due to these biases, trustable best
answers can hardly be selected correctly with only a few votes.
We have proposed a joint click model to remove both position
bias and appearance bias in voting behaviors simultaneously.
Experiments on real cQA data show the effectiveness of our
approach in removing biases and a case study shows that
our approach can select trustable best answers with a limited
number of votes.
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