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A b s t r a c t 

A g e n e r a l system to s i m u l a t e human c o g n i t i v e p r o ­
cesses is d e s c r i b e d . The f o u r - p a r t system compr ises a 
nodespace to s t o r e t he ne twork s t r u c t u r e ; a s u p e r v i s o r ; 
a t r a n s i t i o n network p a r s e r ; and an i n t e r p r e t e r . The 
method by wh ich noun phrases ope ra te and t h e p rocess 
f o r t he d e t e r m i n e r " t h e " i s p r e s e n t e d . A n a n a l y s i s o f 
ve rb s t r u c t u r e s i l l u s t r a t e s how network s t r u c t u r e s can 
b e c o n s t r u c t e d f rom p r i m i t i v e ve rb d e f i n i t i o n s t h a t ge t 
a t t h e u n d e r l y i n g s t r u c t u r e s o f p a r t i c u l a r v e r b s . The 
paper conc ludes w i t h an i l l u s t r a t i o n o f a p rob lem i n 
q u e s t i o n - a s k i n g . 

A Model of Human Memory 

We have c o n s t r u c t e d a l a r g e g e n e r a l s i m u l a t i o n of 
human language and l o n g - t e r m memory on t h e p remise t h a t 
t h e s t u d y o f t he i n t e r - r e l a t i o n s h i p s among p s y c h o l o g i -
c a l p rocesses w i l l l ead t o more i n s i g h t i n t o human cog ­
n i t i o n and memory. The g e n e r a l i m p l e m e n t a t i o n i s ba ­
s i c a l l y c o m p l e t e , and a v a r i e t y o f use rs a r e s t a r t i n g 
t o s t u d y s p e c i f i c p s y c h o l o g i c a l t a s k s ( language under ­
s t a n d i n g ; c h i l d r e n ' s development o f l anguage ; p r i m i t i v e 
v e r b s t r u c t u r e ; r e a d i n g ; i n f e r e n c e ; game p l a y i n g - - G o 
and Gomoku; v i s u a l r e p r e s e n t a t i o n and memory; l e a r n i n g ; 
and q u e s t i o n a n s w e r i n g ) . I t i s s t i l l too e a r l y t o r e ­
p o r t o n t h e r e s u l t s o f t h e p s y c h o l o g i c a l i n v e s t i g a t i o n . . 
T h e r e f o r e , t h i s paper i s a p r o g r e s s r e p o r t o n t h e s y s ­
tem and t h e u n d e r l y i n g p s y c h o l o g i c a l p r i n c i p l e s . 

The ma jo r g u i d e l i n e s have come f rom our a t t e m p t s 
to r e p r e s e n t l o n g - t e r m memory s t r u c t u r e s . We know t h a t 
peop le r a p i d l y f o r g e t t h e d e t a i l s about t h e s u r f a c e 
s t r u c t u r e o f a n e x p e r i e n c e b u t r e t a i n t h e meaning o r 
i n t e r p r e t a t i o n o f t h a t e x p e r i e n c e i n d e f i n i t e l y . W e a l ­
so know t h a t r e t r i e v a l o f an e x p e r i e n c e f rom memory i s 
u s u a l l y a r e c o n s t r u c t i o n wh ich i s h e a v i l y b i a s e d b y t h e 
p e r s o n ' s g e n e r a l knowledge o f t h e w o r l d . Thus , g e n e r a l 
w o r l d knowledge shou ld i n t e r a c t w i t h s p e c i f i c event 
knowledge in such a way t h a t d i s t i n c t i o n between the 
two i s n o t p o s s i b l e . The r e p r e s e n t a t i o n shou ld a l l o w 
p a r a p h r a s e . F i n a l l y , t h e l i m i t a t i o n s o f human w o r k i n g 
s t o r a g e ( o r s h o r t - t e r m memory) p r o b a b l y compr i se a f u n ­
damenta l p r o p e r t y o f t h e sys tem, one t h a t shou ld be 
v iewed as an e s s e n t i a l , p o s i t i v e component , n o t as s im-
p l y a per fo rmance l i m i t a t i o n . 

The Computer System 

The b a s i c system c o n s i s t s e s s e n t i a l l y o f f o u r 
f i x e d components: 1) a nodespace in wh ich ou r ne twork 
s t r u c t u r e s a re s t o r e d ; 2 ) a s u p e r v i s o r wh ich a l l o w s us 
d i r e c t access t o v a r i o u s p o r t i o n s o f t h e nodespace; 3 ) 
a p a r s e r wh ich c o n v e r t s s t r i n g s o f words i n t o ne twork 
s t r u c t u r e s ; 4 ) an i n t e r p r e t e r wh ich p rocesses s e c t i o n s 
o f t h e nodespace and c a r r i e s ou t any s t r a t e g i e s wh ich 
were s t o r e d i n t h a t p o r t i o n o f t h e nodespace. The s y s ­
tem i s w r i t t e n in ALGOL on t h e Burroughs 6700 a t t h e 
u n i v e r s i t y o f C a l i f o r n i a , San D iego . The s i m u l a t i o n s 
a re done i n ou r own E n g l i s h - l i k e l anguage , w i t h a l l 
s t a temen ts e n t e r e d t h r o u g h t h e p a r s e r . The language i s 
c a l l e d SOL ( f o r Semant ic O p e r a t i n g Language—pronounced 
" s o u l " ) and i t i s s p e c i f i c a l l y des igned f o r m a n i p u l a t ­
i n g and t r a v e r s i n g t h e ne twork s t r u c t u r e s o f t h e d a t a 
base . Because we w ish many d i f f e r e n t p s y c h o l o g i c a l 
s i m u l a t i o n s to be hand led by t h e one sys tem, we have 

made i t r e a s o n a b l y g e n e r a l and r e a d i l y e x t e n d a b l e so 
t h a t any o f t h e p s y c h o l o g i c a l hypotheses under s t u d y 
can be s i m u l a t e d and t e s t e d i n i t s own s p e c i a l i z e d 
m i n i - w o r l d . 

The R e p r e s e n t a t i o n o f A c t i o n s and Concep ts . The 
r e p r e s e n t a t i o n t o b e d e s c r i b e d here i s p r e s e n t e d i n 
more d e t a i l and w i t h more j u s t i f i c a t i o n i n t h e papers 
by Rume lha r t , L i ndsay & Norman3 and Norman4 . B a s i c a l l y , 
we use a ne twork r e p r e s e n t a t i o n w i t h nodes connec ted to 
o t h e r nodes b y l a b e l e d , d i r e c t e d r e l a t i o n s . Because 
each r e l a t i o n a l s o has an i n v e r s e , t he ne twork i s b i -
d i r e c t i o n a l . 

Events a re s p e c i f i e d i n a s i m i l a r way, excep t t h a t 
a c t i o n s r e q u i r e a rguments . Thus , t h e node t h a t r e p r e ­
sen t s an a c t i o n may have o b l i g a t o r y r e l a t i o n s l e a d i n g 
f rom i t , s p e c i f y i n g such t h i n g s a s t he a g e n t , l o c a t i o n , 
and o b j e c t o f t h a t a c t i o n . 

Most a c t i o n s and concepts in t h e ne twork have a 
s i n g l e p r i m a r y node ( o r t y p e node) t h a t encodes i t s 
d e f i n i t i o n , and numerous secondary nodes ( o r t o k e n 
nodes) t h a t r e p r e s e n t s p e c i f i c i n s t a n c e s o f t h e p r i m a r y 
one . A lmost a l l encod ings o f s p e c i f i c scenes a re done 
by means of secondary nodes . 

The b a s i c u n i t i n t h e memory space i s t h e s c e n a r i o : 
a n a c t i o n t h a t c o n s i s t s o f e v e n t s , a g e n t s , l o c a t i o n s , 
and o b j e c t s . T o i l l u s t r a t e t h e r e p r e s e n t a t i o n a l system, 
c o n s i d e r t he sen tence 

P e t e r p u t t h e package on the t a b l e . 
F i g u r e 1 shows a p o s s i b l e s i m p l e encod ing f o r t h i s s e n ­
tence wh ich i n c l u d e s some o f t h e u n d e r l y i n g s t r u c t u r e s 
o f t h e a c t i o n . 

F i g u r e 1 . Pe te r p u t t h e package o n t h e t a b l e . 

The SOL Language 

The p a r s i n g p rocess i s based on t h r e e i n d e p e n d e n t ­
l y m o t i v a t e d p r i n c i p l e s . F i r s t , t h e p a r s i n g p rocedu res 
a re r e p r e s e n t e d as an augmented r e c u r s i v e t r a n s i t i o n 
n e t w o r k ( f o l l o w i n g t h e work o f Woods and K a p l a n 5 * 6 ' 7 ) . 
Second, t h e p a r s e r is based around a "case grammar" 
( a f t e r F i l l m o r e 8 ) and has " case f r a m e s " and "argument 
c o n s t r a i n t s " a s s o c i a t e d w i t h many l e x i c a l i t e m s . (Here 
some of t h e methods sugges ted by Schank9 can be u s e d . ) 
T h i r d , t h e p a r s i n g i s based o n the i d e a t h a t i t i s t h e 
t a s k o f each noun phrase t o f i n d i t s own r e f e r e n t i n 
memory i f i t e x i s t s o r e l s e t o c r e a t e a new s t r u c t u r e 
i n t h e d a t a b a s e . Thus , c e r t a i n l e x i c a l i t ems such a s 
d e t e r m i n e r s , a d j e c t i v e s , and pronouns a re d e f i n e d b y 
t h e s t r a t e g i e s f o r f i n d i n g t h e p r o p e r r e f e r e n t . 

Argument Frames. A s s o c i a t e d w i t h e v e r y p r e d i c a t e 
word i s an argument f rame wh ich i n d i c a t e s wh ich and 
how many arguments must e x i s t . For example , a s s o c i a t ­
ed w i t h t h e v e r b move m i g h t be t h e f o l l o w i n g s e t o f 
a rgumen ts ; 1) a causa l mover ( c a l l e d h e r e an AGENT); 
2) a moved o b j e c t (OBJ) ; 3) an i n i t i a l l o c a t i o n (FROM-
LOC); 4) a t e r m i n a l l o c a t i o n (T0 -L0C) ; 5) a means of 
moving (METHOD); and 6) a t i m e of occu r rence (AT-TIME). 
We denote t h e argument f rame as f o l l o w s : 

AGENT X MOVES Y (FR0M-L0C Ll T0-L0C 
L2 METHOD M AT-TIME T ) . 

Those arguments enc l osed i n pa ren theses a re t a k e n t o 
b e o p t i o n a l ; t h e o t h e r s a re r e q u i r e d . A s s o c i a t e d w i t h 
each case name ( e . g . , FROM-LOC or METHOD) is a l i s t o f 
p r e p o s i t i o n s wh ich can o c c u r a t t h e s u r f a c e l e v e l t o 
i n d i c a t e o r mark t h a t a rgument . Each l a b e l a l s o i s 

450 



associated wi th a set of semantic charac te r i s t i cs which 
can be in terrogated during the parse. The preposi t ions 
and the semantic charac te r i s t i cs can be used together 
to disambiguate which of the va r i e t y of concepts a g i v ­
en noun phrase is represent ing. 

Certain verbs, p a r t i c u l a r l y those t a l k i n g about 
ideas, sometimes take whole sentences as arguments. 
Such arguments are re fe r red to in our system as prep-
o s i t i o n a l arguments (PROPOSITION). Thus, the argument 
frame fo r one sense of the verb make (as in the sen­
tence "Freddy made h is brother come home") takes a 
propos i t iona l argument and has the argument frame 

AGENT X MAKE PROPOSITION Y (METHOD 
M AT-TIME T) 

where Y stands for some transformed version of an en­
t i r e sentence. 

At every -point during the parse the goal is to 
f i n d and co r rec t l y f i l l the argument s lo ts of the pred­
i ca te word in quest ion. I f some arguments do not f i t 
i n t o the frame of the sense of the predicate word in 
quest ion, a new sense of the predicate word is t r i e d 
u n t i l e i t he r a f i t occurs, or no more senses ex is t ( i n 
which case, the parse f a i l s ) . 

Operators. One important class of words in our 
language analysis is the class we c a l l operators. 
Operators are nouns that take arguments (usual ly prep­
os i t i ona l phrases) and thus have associated case frames. 
Operators can be verb based nouns such as dest ruc t ion 
in the dest ruct ion of the c i t y by the enemy—destruc­
t i o n is an operator wi th i t s two arguments f i l l e d by 
the fo l low ing noun phrases. An operator is also a r e ­
l a t i o n a l noun such as fa the r , as in the sentence " B i l l 
is the fa ther of Henry." Here, fa ther is analyzed as 
an operator wi th one argument. The existence of case 
frames fo r these nouns as wel l as verbs reduces sub­
s t a n t i a l l y the ambiguity o f p repos i t iona l mod i f i ca t ion . 

Disambiguating the Referent 

One of the major problems in the analysis of natu­
r a l language is determining the exact re ferents of a 
phrase. Most of the complexities of such words as the 
come from the d i f f i c u l t i e s of determining j us t what 
concept is being re fer red t o . In the SOL system the 
parser automat ical ly invokes the procedural d e f i n i t i o n 
of the which, in t u r n , performs an act ive search 
through the data base to determine the re ferent as each 
noun phrase is analyzed. We i l l u s t r a t e here how t h i s 
is done by going through the s t ra teg ies that comprise 
the procedural d e f i n i t i o n for the. In rough form, the 
process is t h i s : f i r s t , i f the phrase is an operator, 
then it contains the procedures for i t s own disambigua­
t i o n which should be performed before doing anything 
e lse. If that is not the case, then we determine 
whether the object being re fe r red to is unique w i th in 
the data base, fo r i f i t i s , no p a r t i c u l a r problem 
e x i s t s . If these two s t ra teg ies f a i l , then we see 
whether or not immediate context helps, and if that 
f a i l s , we look to see whether or not there is a r e l a ­
t i v e clause that can do the j o b . Now look at t h i s in 
d e t a i l . 

Operators. If the unknown phrase is an operator, 
then i t is necessary to determine whether or not to 
perform the operat ion or to re fe r to the value of the 
operat ion. Thus, w i th the phrase the fa ther of John 
the operator fa ther has not been evaluated, so f i r s t we 
execute the rout ine fo r fa ther (passing John to i t as 
an argument) and then re tu rn to the parser wi th the r e ­
su l t of that operat ion (presumably, the name of the 
person who is John's f a t h e r ) . I f fa ther is being used 
in i t s nominal sense, however, as in " I t o l d the fa ther 
to give the toothbrush to the daughter," then we are 
referring to the value that a previous execution of the 
operator had returned. 

Unique Instances. If a given concept is unique to 
the data base, then it can be unambiguously found when­

ever re fer red to wi th a determiner. Thus, if the memo­
ry system knows of only one ocean, to t e l l it "The sun 
set over the ocean" is completely unambiguous, not be­
cause the system is i n t e l l i g e n t , but ra ther because i t 
doesn't know enough to be confused. Te l l it about the 
existence of a second ocean (or a second sun) and t h i s 
strategy w i l l not work (but the fo l lowing ones might) . 

Foregrounding. Chafe1" suggests that many prob­
lems in disambiguation are handled by context in a man­
ner that he ca l l s " foregrounding." I f the recent con­
tex t has been about "Fred's k i t c h e n , " then the objects 
in that p a r t i c u l a r k i tchen are foregrounded even though 
they have never been mentioned s p e c i f i c a l l y . Fore­
ground establ ishes loca l context . In our system each 
concept that can be brought to the foreground has as­
sociated wi th it a spec i f i c l i s t of items. As new sen­
tences pass through the parser, they i n i t i a t e the ap­
propr ia te foreground l i s t s . 

Note that foreground has several h ie ra rch ica l 
l eve l s , f o r the context includes the general overa l l 
top ic under d iscussion, the spec i f i c d e t a i l s , and the 
environmental se t t i ng of the speakers. Thus, in t h i s 
paper we could now ta l k of " t h i s conference" or " t h i s 
parser , " both of which would be disambiguated by fo re ­
ground- l ike operat ions, but each would be at d i f f e r e n t 
l eve ls . 

Short-term Memory. We can also look back in 
short- term memory to determine if any of the recent 
sentences help disambiguate the re fe ren t . At the mo­
ment, we look back over the las t f i v e sentences. Even­
t u a l l y , we intend to have a more reasonable s imulat ion 
of human short- term memory processes, so that only top­
ics that could reasonably be expected s t i l l to remain 
in act ive short- term memory could be disambiguated 
t h i s way. 

Search. I f a l l t h i s f a i l s , i t i s s t i l l possible 
that an i n t e l l i g e n t search among the concepts discussed 
recent ly (or foregrounded recently) could disambiguate 
the re fe ren t . This strategy has not yet been imple­
mented, p r imar i l y because i t s use depends upon the op­
era t ion of a search rout ine that is not yet f u l l y oper­
a t i o n a l . (The search rout ine is a simultaneous breadth-
f i r s t search emanating from as many nodes as are speci­
f i e d , re tu rn ing wi th a path that l inks a l l the nodes in 
the search space. That path is evaluated fo r i t s l o g i ­
cal proper t ies and the search process is e i ther te rmi ­
nated or continued.) 

Clauses. A common method of disambiguation is by 
the use of clauses, as in the phrase the g i r l (whom) I 
saw in the park. This method of disambiguation is 
c l ea r l y an important part of normal Engl ish, It has 
been deleted from the ex is t ing the rout ines because the 
search rout ines do not yet work. But it is an impor­
tant enough process to warrant fu r the r discussion here. 

Consider the sentence "I see the g i r l w i th the 
te lescope." As it now stands the sentence is incom­
p le te and, the re fo re , ambiguous: we need some context . 
Suppose that the fo l low ing informat ion is known by the 
system. 

Jane, Mary, Cynthia, and Helen are g i r l s . 
Mary has a telescope. 

These data are represented in the l e f t part of Figure 
2. 

Figure 2. 

The analysis of the sentence "I see the g i r l w i th 
the te lescope" is simple u n t i l we reach the phrase the 
g i r l . Thus, we can recognize I a s the subject of the 
verb see. (The model has only one person wi th whom it 
converses, namely you. The change in designation of 
the subject to the case r e l a t i o n of agent occurs wi th 
the construction of the deep parse ana construction of 
a permanent memory segment.) The analysis of the is 
complex because a l l the s t ra teg ies discussed so f a r 
would f a i l . We need to look at the clause w i th the 
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telescope. A search of the data base reveals that on­
ly one g i r l possesses a telescope; now we have d i s ­
ambiguated the re ferent (see Figure 2) . 

A d i f f e r e n t resu l t would occur had the contextual 
informat ion in the data base been the fo l l ow ing . 

Mary is a g i r l . 
I got a telescope on Tuesday. 

The resu l t i ng analysis is shown in Figure 3. 

Figure 3. 

The major d i f fe rence between the analyses shown 
in Figures 2 and 3 is that in the l a t t e r the phrase 
wi th the telescope is ne i ther needed to help disambig-
uate the re ferent f o r the g i r l nor is i t consistent 
wi th the known informat ion about Mary. Hence, the 
re ferent program completes i t s act ion wi th one phrase 
l e f t unanaly2ed. When contro l returns to the parser, 
t h i s phrase is s t i l l l e f t . The parser then checks i t 
against the possible frame fo r the verb see and, in 
t h i s case, f inds that it can be used as the instrument 
of seeing. Again, the sentence is analyzed wi th no 
d i f f i c u l t y and wi th no recogni t ion by the parser that 
an a l t e rna t i ve analysis was possib le. 

Def in ing Verbs 

At t h i s point the general descr ip t ion of the sys­
tem is complete. One more spec i f i c point is appropr i ­
ate to discuss here, however. The basic premise un­
der ly ing the l i n g u i s t i c analysis is that we can repre­
sent the meaning of verbs as network s t ruc tures b u i l t 
from a l im i ted set of semantic p r i m i t i v e s . Here we 
wish to i l l u s t r a t e one analysis of verbs and ' the i r un­
der ly ing p r i m i t i v e s , both to show how we bel ieve the 
l i n g u i s t i c s t ruc tures should be represented and also 
to demonstrate several features of the SOL language. 

At least three d i f f e ren t aspects of verb meanings 
can be d is t ingu ished: s ta tes ; changes of s ta tes ; and 
causes of these changes. The s ta t i ve component of a 
verb conveys that f i xed re la t i onsh ip which holds among 
i t s arguments fo r a spec i f ied period of t ime. The 
change component of a verb t e l l s that a change in 
s ta te has occurred. The causative component communi­
cates the source o f , or reason f o r , the change. These 
d i f f e r e n t verb components are not a l l present in a l l 
verbs, but a l l components may appear in a s ing le l e x i ­
cal i tem. 

In the remainder of t h i s sect ion we show how we 
represent these various semantic components and how we 
can express the de f i n i t i ons of p a r t i c u l a r l e x i c a l 
items in such a way that the p r i m i t i v e representat ion 
for that i tem is automat ical ly computed whenever i t 
appears in a sentence.11 

Sta t i yes . The simplest semantic component of 
verbs is the s t a t i v e component. This component merely 
communicates the informat ion that a p a r t i c u l a r s tate 
of the world holds from some i n i t i a l time to some f i n a l 
t ime. The simple locat ive is an example of a verb 
which seems to have only s t a t i v e components. For ex­
ample ; 

A stadium was located in the park from 
1956 u n t i l 1963. (1) 

Sentence (1) presumably communicates nothing more than 
that a p a r t i c u l a r re la t i onsh ip held between a stadium 
and a park fo r some per iod of t ime. We represent t h i s 
meaning by an underly ing loca t i ve p r i m i t i v e ca l led 
*LOC (the names of our p r i m i t i v e predicates are pre­
ceded wi th aster isks in order to d i f f e r e n t i a t e them 
from surface l e x i c a l i tems) . Figure 4 i l l u s t r a t e s the 
network representat ion we give to sentence (1 ) . 

Figure 4, 

We want to def ine *LOC and locate in such a way 
that when the meaning of locate is computed ( i . e . , the 

d e f i n i t i o n is executed), we have the s t ruc ture given in 
Figure 4 generated in the nodespace and associated wi th 
sentence (1)- To accomplish t h a t , we f i r s t def ine *LOC 
so that it generates the appropriate s t ruc tu re . Then 
we define locate in terms of *LOC. F i r s t the d e f i n i ­
t i o n of *LOC: 

Define as predicate *LOC. 
X *LOC AT-LOC L (FROM-TIME T1 TO-TIME T2) . 
Return wi th newtoken fo r "*LOC" "SUBJ" X 

"AT-LOC" L "FROM-TIME" Tl "TO-TIME" T2. 

In t h i s d e f i n i t i o n , the i n i t i a l l i ne ca l l s the specia l 
de f in ing mode of the parser which sets up the basic 
node s t ruc ture fo r the d e f i n i t i o n of a new concept. It 
also accepts the sentences that fo l low as i ns t ruc t i ons 
fo r processes which are executed each time the newly 
defined s t ruc ture is ac tua l l y used. The term predicate 
is the syntact ic class to which *LOC is being assigned. 
This class includes a l l r e l a t i o n a l terms which can 
stand as the main r e l a t i o n a l term of a sentence. The 
second l i ne of the d e f i n i t i o n gives the argument frame 
fo r the d e f i n i t i o n . In t h i s example, the s t ruc ture 
that *L0C returns is a newly constructed token node 
(secondary node) fo r the p r i m i t i v e wi th the appropriate 
argument values inserted in p lace. 

Now we can def ine the s ta t i ve sense of the verb 
locate : 

Define as predicate LOCATE. 
X LOCATE AT-LOC L (PROM-TIME Tl TO-TIME T2). 
Iswhen X *LOC at L from T1 to T2. 

(Other senses of locate can also be def ined, but they 
are not shown in t h i s example.) Note here that when 
the d e f i n i t i o n of locate is invoked, a statement i n ­
vo lv ing *LOC is asserted. Whenever t h i s happens, the 
d e f i n i t i o n of *LOC is invoked and a s t ruc ture s im i la r 
to that in Figure 4 is generated. This s t ructure is 
then passed back through the d e f i n i t i o n of locate and 
in t h i s case returned hack to be associated wi th the 
surface propos i t ion from which it was invoked. Thus, 
the s t ruc ture generated by *L0C becomes associated wi th 
the use of the verb locate . The term is when is an ac­
t i o n of SOL which car r ies out the de ta i l s of passing 
back the newly constructed s t ruc tu res . 

Change-of-States. The next simplest type of verb 
component is that of the change of s tate where no par­
t i c u l a r causative component is speci f ied or impl ied . 
For example: 

The t r a i n moved out of the s ta t i on 
at 3 o 'c lock . C2) 

In t h i s sentence the subject , t r a i n , is the object of 
moved, not the causative agent. L e t t i n g "CHANGE he the 
underly ing p r i m i t i v e i nd i ca t ing change of s ta te , we i l ­
l us t ra te the network s t ruc ture fo r sentence (2) in F ig ­
ure 5. 

Figure S. 

We want to def ine *CHANGE in such a way that it 
constructs s t ructures l i k e those shown in Figure 5. 
The features of these st ructures are: 1) ind icate that 
the former s ta te (FROM-STATE) terminated at the time of 
the change; 2) ind icate that the f i n a l s ta te (TO-STATE) 
was i n i t i a t e d at the time of the change; 3) construct 
and re turn w i th a new token node fo r change wi th each 
of the arguments f i l l e d wi th the appropriate st ructures. 
The SOL d e f i n i t i o n of "CHANGE is t h i s : 

Define *CHANGE as operator. 
*CHANGE FROM-STATE S1 TO-STATE S2 AT-TIME T. 
Understand that S1 ended at T. 
Understand that S2 s tar ted at T. 
Return wi th newtoken fo r "*CHANGE" "FROM-

STATE" SI "TO-STATE" S2 "AT-TIME" T. 

We are now ready to def ine the i n t r a n s i t i v e ( i . e . , 
non-causative) sense of the verb move. We c a l l t h i s 
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sense M0VE1 to d is t ingu ish it from the general sense of 
move which contains a causative component. The non-
causative sense simply indicates a change from one loc­
a t ive s ta te to another one. The SOL d e f i n i t i o n fo r 
M0VE1 is t h i s : 

Define as predicate M0VE1. 
X M0VE1 (FROM-LOC L1 TO-LOC L2 AT-TIME T) . 
Iswhen a "CHANGE from the state that X 

is located at L1 to the state that 
X is located at L2 occurs at T. 

Note that when t h i s d e f i n i t i o n is evaluated, i t i n ­
vokes *LOC twice (through the two uses of locate) and 
passes the st ructures b u i l t by *L0C to *CHANGE where 
the f i n a l s t ruc ture of the form in Figure 5 is put t o ­
gether and then associated w i th the current invocat ion 
of MOVE. 

Causatives. The p ro to typ ica l causal verb i s , of 
course, the verb cause i t s e l f . The complexity of the 
causal component of verbs stems from the fac t that 
there are at least three q u a l i t a t i v e l y d i f f e r e n t sorts 
of causes of events. As an i l l u s t r a t i o n , consider the 
fo l low ing f i ve sentences: 

The cowboy caused Ambrose to wake by 
pu t t i ng water on him. (3a) 

The cowboy caused Ambrose to wake wi th 
a bucket of water. (3b) 

The cowboy caused Ambrose to wake. (3c) 

The water caused Ambrose to wake. (3d) 

Ambrose was awakened by water being 
put on him. (3e) 

Sentence (3a) i l l u s t r a t e s the spec i f i ca t i on of a l l 
three types of causes: 1) the agentive cause (the cow-
boy); 2) the instrumental cause (the water ) ; 3) the 
method (the pu t t i ng of the water) . Sentences (3b)-
(3e) i l l u s t r a t e some of the surface forms in which 
these causes can appear. We hold the basic underlying 
model of causatives to be that "someone does something 
wi th some instrument." I f the event is f u l l y speci­
f i e d , then that event is taken to be the cause; other-
wise a dummy ac t , *D0, is inser ted i n to the s t ruc tu re . 
Figure 6A-E gives the network representat ions for the 
sentences (3a) - (3e) . 

Figure 6A-E 

Note in 6A tha t the s t ruc ture fo r put (from Figure 1) 
is the event causing Ambrose to wake. When the event 
is not known it is replaced by *D0 with the agent or 
instrument proper ly f i l l e d i n . 

We are now in a pos i t i on to def ine cause in such 
a way tha t the proper causative s t ruc ture w i l l be gen­
erated whenever the d e f i n i t i o n of cause is executed: 

Define as predicate CAUSE. 
AGENT X CAUSE PROPOSITION Y (METHOD M 

INSTRUMENT I AT-TIME T) . 
I f M is spec i f i ed , 

understand tha t M s ta r ted at T, 
evaluate M, 
c a l l M "ACT", 

else 
call(newtoken fo r " D 0 " "AGENT" X 

"INSTRUMENT" I) ACT. 
Understand that Y s ta r ted at T. 
Evaluate Y. 
Return w i th a newtoken f o r "*CAUSE" 

"EVENT" ACT "RESULT" Y. 

In t h i s d e f i n i t i o n we f i r s t check to see whether the 
method is spec i f i ed ; i f so, we say that i t was i n i t i ­
ated at the time of the cause, compute the s t ruc ture 
associated wi th the method (by evaluat ing the proce­
dure MJ, and save that s t ruc ture in a var iab le ca l led 
ACT. In case the method is unspec i f ied, we bu i l d a 

dummy act ion and store it in ACT. We then compute the 
s t ructure for Y, the caused event (by evaluat ing the 
procedure for Y). Using the predicate fo r the p r i m i ­
t i v e sense of cause, we now l i n k the causative event 
to the resu l tan t event. F i n a l l y , the procedure re ­
turns wi th a s t ructure that represents the en t i re 
d e f i n i t i o n . 

Now that we have defined the p r i m i t i v e s fo r the 
three basic types of components, we can use these as 
bu i l d ing blocks to def ine ever broader classes of 
verbs w i th increasingly natura l d e f i n i t i o n s . We can, 
f o r example, def ine the verb MOVE as it appears on the 
surface. The SOL d e f i n i t i o n of MOVE is t h i s : 

Define as predicate MOVE. 
(AGENT X) MOVES Y (FROM-LOC L1 TO-LOC L2 

METHOD M AT-TIME T) . 
I f X is not spec i f i ed , 

iswhen Y move! from L1 to L2 at T, 
else 

iswhen X caused Y to movel from L1 
to L2 by M at T. 

Here move is defined only in terms of the i n t r a n s i t i v e 
move (MOVE1) and CAUSE. S i m i l a r l y , we can define the 
verb put in terms of MOVE so that the s t ructure i l l u s ­
t ra ted in Figure 1 is produced: 

Define as predicate PUT. 
ASENT X PUTS Y AT-LOC L (AT-TIME T ) . 
Iswhen X moves Y to L at T. 

Note that these de f i n i t i ons do more than simply 
rewr i te one verb in terms of another. The important 
point about the en t i re memory model is the type of re ­
presentat ional s t ructure that is constructed wi th the 
network. With these verb d e f i n i t i o n s , the p r im i t i ves 
bu i l d new structures and modify o ld in format ion. Thus, 
in the d e f i n i t i o n of MOVE, the las t l i ne performs the 
processes fo r CAUSE and also the processes defined fo r 
M0VE1. CAUSE both bu i lds a s t ructure for the causal 
factors and also performs whatever processes are repre­
sented by M, the method. The process for M is passed 
as an argument down from the o r i g i na l sentence that was 
entered through the parser, through the d e f i n i t i o n a l 
s t ructure for MOVE, and f i n a l l y to the d e f i n i t i o n a l 
s t ructure for CAUSE. There i t is f i n a l l y executed, 
bu i ld ing whatever network s t ruc ture the method M repre­
sents. 

The Three Drugstores Problem 

In t h i s sect ion we give an example of one problem 
being analyzed by our research group. A major feature 
of the way that a person views the events of the world 
is in terms of t h e i r causal f ac to rs . That i s , we tend 
to d isbel ieve that an event could simply happen by it-
s e l f ; ra ther , we tend to bel ieve that an event must 
have a cause. The tendency to give causal reasons fo r 
events is important because it a f fec ts the ways in 
which people make use of in format ion. To i l l u s t r a t e 
the po in t , we analyze the three drugstores problem. 

The basic problem before us was eloquently posed 
by Abelson and Reich. We paraphrase t h e i r vers ion of 
the problem in t h i s way: 

Suppose an ind iv idua l says a sentence such as, 
" I went to three drugstores. " (4) 

A response based on syntax only might be, 

"How did you go to three drugstores?" (5) 

A response based on some semantics might be, 
"What useful things d id you buy in three 

drugstores?" (6) 
But the most natura l response ought to be, 

"How come the f i r s t two drugstores d i d n ' t 
have what you wanted?" (7) 
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Solving the Drugstore Problem. Just what must the 
required processes look l i k e to be able to solve the 
drugstore problem? To solve the f i r s t few leve ls a l l 
that is needed is a pattern-match program that examines 
the s t ruc ture of the verb of the sentence and compares 
the al lowable arguments w i th those ac tua l l y presented. 
Thus, in the sentence, "I went to a d rugs tore , " we see 
that the t o - l oca t i on is provided but not the f rom-loca­
t i o n , the method, or the t ime. Thus, i t is r e a l l y a 
simple matter to construct questions l i k e (5 ) . 

To be more i n t e l l i g e n t a basic decis ion must be 
made: Should the missing informat ion be requested? The 
answer is usual ly no. In normal conversation informa­
t i o n is omitted e i ther because i t is assumed to be pro­
vided by the preceding or f o l l ow ing context or because 
i t is unimportant to the conversat ion. The pa t te rn -
match rout ines (inside a procedure ca l led comprehend) 
f i l l in in format ion by examining the s t ruc tu re of pre-
ceding sentences. Sometimes the informat ion in p r i o r 
sentences might be appropr iate to l a t e r ones, and some­
times the informat ion given in the present sentence 
might f i l l in missing arguments from previous sentences. 
When missing arguments are no t iced , an attempt is made 
to answer the i m p l i c i t question provided by t h e i r ab­
sence through an examination of the data base. In ad­
d i t i o n , the present input is examined to see whether i t 
can f i l l arguments missing in the data base being con­
st ructed from the conversat ion. 

So f a r , we have simply invest igated a simple means 
f o r f i l l i n g out the syntac t ic pa t te rn f o r verbs, a l b e i t 
w i th some soph is t i ca t ion in determining when to ask fo r 
mors in fo rmat ion . The next step is more complex. Sup­
pose we wish to determine why someone has gone to the 
drugstore. Again, we should not simply have to ask 
why, but ra ther determine the general reasons fo r going 
to the s tores . For t h i s point the comprehend rout ine 
must be i n t e l l i g e n t enough to examine a more general 
data base. Now a f a i r amount of inference is requ i red: 
we need to match the basic paradigm wi th the spec i f i c 
information given by the parsed sentence. This is not 
easy when one considers that many d i f f e r e n t paradigms 
w i l l probably be s tored. I f the sentence had been, 
"John went to a shoestore," then the same analysis 
should c l e a r l y not y i e l d the query, "What d id John buy 
at the shoestore?" The comprehend rou t ine must be f l e x ­
i b l e enough to solve t h i s part of the problem by i t s e l f . 
A large amount of world knowledge is needed to solve the 
general problem. 

This b r i e f analysis shows that in order to have i n ­
t e l l i g e n t conversation i t is necessary to be able to 
generate i n te rna l questions and t h e i r answers, Whenever 
informat ion is missing some attempt must be made to f i l l 
in the gap, sometimes by asking appropr iate quest ions, 
but usua l ly by in te rna l problem so lv ing . In general , 
in format ion should not be requested by means of a ques­
t i o n unless there is some actual need fo r i t at the mo­
ment. Moreover, i t would appear tha t the in format ion 
should be asked from the very highest leve l down. Thus, 
the f i r s t question asked should re fe r to the motive and 
resu l t s of the operations being descr ibed. Only l a t e r 
should spec i f i c de ta i l s of the method be asked. 

In the implementation of the memory model system at 
the time of t h i s w r i t i n g , a l l the leve ls of analysis can 
not yet be performed. Bas ica l l y , the implementation is 
complete up to the leve l of the sophis t icated i n t e rna l 
answering of questions. Thus, it has been an easy mat­
t e r to implement a question answering rou t ine to ask 
questions l i k e the fo l l ow ing fo r the input sentence: 
How d id John go to the drugstore? What d id he do a f t e r ­
wards? With whom d id he go? At the moment, the basic 
rout ines to ask such questions as "What d id he buy at 
the drugstore?" are c lose to opera t ion , but the con­
s t r u c t i o n of the system that can ask the quest ion o r i ­
g i n a l l y posed, "How come the f i r s t two drugstores d i d n ' t 
have what you wanted?" s t i l l remains some distance away. 

The memory representat ion provides a r i c h env i ron­

merit f o r s imulat ing human cogn i t ive processes. The 
major ideas have been implemented, y i e l d i ng an ac t i ve 
network representat ion wi th an Engl ish parser that a l ­
lows i n te rac t i on wi th the network and ready extendabi l -
i t y . Actual s imulat ions of human cogni t ive tasks have 
j u s t begun, and although work is in progress in a v a r i ­
ety of areas, no large system has yet been completed. 
However, f o r a descr ip t ion of the use of t h i s system in 
human problem) so lv ing , see the paper by Eisenstadt and 
Kareev. 
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FIGURE 1 
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FIGURE 5 
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