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Summary 

I t is argued that progress in A . I . research 
requires reference data concerning cogn i t i ve processing. 
It is proposed that such informat ion re levant to the needs 
of A . I . can be made ava i l ab le by the cont ro l led study 
of man/machine in te rac t ive problem so lv ing , a paradigm 
we have ca l l ed "The Cogn i t i ve Tes t -Bed" . The system 
current ly implemented at Reading is described and the 
methods of results analysis discussed. 

Rationale 

Progress in A . I . might be a ided by a knowledge 
of human dec is ion-making and data acquis i t ion processes. 
We w i l l describe a methodology we have termed "The 
Cogn i t i ve Test-Bed" or CTB wh ich is d i rec ted to 
acqui r ing this knowledge by empi r ica l inves t iga t ion . 
Such knowledge may be essential to A . I . since however 
" A r t i f i c i a l " future synthesised " I n t e l l i g e n c e " may be , i t 
w i l l s t i l l need to be recognised as " I n t e l l i g e n c e " - at 
least i n i t i a l l y . 

Consider how we could attempt to answer the 
quest ion: "How do humans solve p rob lems?" . Idea l l y , we 
would monitor appropr iate on -go ing a c t i v i t y whi ls t 
subjects perform the task and draw our conclusions from 
the results. The effect iveness of such research would 
depend upon the degree of resolut ion and the appro
priateness of the app l i ca t ion of the moni tor ing e q u i p 
ment . H i s to r i ca l l y , the question above was approached 
by co l l ec t i ng verba l protocols from human subjects dur ing 
thei r prob lem-so lv ing task. Our CTB system aims to 
increase the degree of resolut ion of the moni tor ing 
equipment and to employ data processing fac i l i t i es in 
the analysis of the result ing in fo rmat ion . 

Our a im in this research is to der ive some of the 
processes in the repertoire of human cogn i t i ve a c t i v i t y 
and apply them to learning programs. 

Requisites of a CTB system 

A system designed to probe in to the methods of 
human thought needs to meet the fo l l ow ing formal 
requis i tes. 

1) We must prov ide the human subjects w i t h a 
problem environment complete w i t h automat ic c o l l e c 
t ion of the resul t ing data since the method of data 
c o l l e c t i o n must not interfere or interrupt on-go ing 
prob lem-so lv ing a c t i v i t y . 

2) The problem i tsel f must have on in te rac t ive 
nature and ye 1 , for the purpose of analysis, the 
" i n te rac to r " must be a " c o n t r o l " . 

3) The problem chosen needs to have a simple 
de f i n i t i on and few rules of problem-state transformation 
so as to enable the par t i c ipa t ion of naive subjects. 

4) The solut ion set should re ly as l i t t l e as possible 
upon the subject 's previously obta ined knowledge base, 
ye t s t i l l conta in suf f ic ient complex i ty to require the 
u t i l i sa t ion by the subject of a w ide range of th ink ing 
processes. 

5) The essential property of the chosen problem 
task is that it conta in heurist ic devices whose acqu i s i 
t ion by the subject is essential if the subject is to 
produce increasingly sophist icated solutions to the task. 
Let us c a l l such devices " K e y s " , a t t r ibu t ing the property 
of data to them. The concept of a Key is described more 
fu l l y be low. 

6) The essential property of the data co l l ec ted from 
the experiment is that i t permit the moni tor ing ot the 
acquis i t ion of these Keys and prov ide in format ion 
concerning the methods of human problem-solv ing 
evoked by the task. For such methods we w i l l use the 
term "heur i s t i c " - examples of wh ich are "back t rack " 
and "means-ends" analysis. Contemporary work on 
prob lem-so lv ing such as Chase and Simon (2) emphasises 
the role of recogni t ion memory and thus -

7) The problem solving task chosen must be 
amenable to the examinat ion of fami l ia r solut ion 
constructs. That is the ways in wh ich problem re la ted 
in format ion learnt by the subject during early stages of 
the task is used by h im dur ing the later stages of the 
task. 

The Key Concept 

The prob lem-so lv ing task, in common w i t h many 
others, can be v iewed as a walk through a bu i ld ing 
from a door to one marked " G o a l S t a t e " . Consider that 
the in tervening doors are l ocked . Some doors in this 
bu i ld ing lead to cu l -de-sacs , others lead us in c i rc les 
and others, if passed in the correct sequence, to 
" G o a l S t a t e " . To traverse this bu i ld ing one needs to 
acqui re the appropr iate set of Keys and to select for use 
an appropr iate sequence of them. Cont inued attempts 
af ter a successful pass should, w i t h learn ing , ach ieve 
increased e f f i c i ency in task performance. 

Cont inu ing this metaphor a moment we might 
consider that dur ing one's exper ience, one acquires a 
co l l ec t i on of Keys and knowledge of when to use them -
assuming of course we know how to use them. The 
process of using them we have termed "Heur i s t i cs " , 
wh i ls t wha t -we -use are the " K e y s " . By Keys then , we 
mean sets of i n fo rmat ion , wh ich once acquired and 
appropr ia te ly used, lead us to goal states. 
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Examples a re : "Cent re Con t ro l " in Chess, pushing on the 
rope in the Maier pendulum problem (1) and being to ld 
to consider a "Chess Board" and/or a " D o m i n o " in the 
notched checkerboard problem. 

As we have ment ioned, whatever problem task 
is chosen for a CTB, it must f ac i l i t a te the moni tor ing of 
the acquis i t ion and u t i l i sa t ion of Keys by the subject 
when performing the task, thus enabl ing the deduct ion 
of human heurist ic cogn i t i ve processes. 

The CTB System at Reading 

We envisage future Cogn i t i ve Test-Beds to be 
a combinat ion of problem presentation and cogn i t i ve 
analysis in a single rea l - t ime system and employed for 
personal i ty assessment and as a research t o o l . 

The system presently implemented at Reading 
is two-s tage . O n - l i n e problem presentation and data 
acquis i t ion is ach ieved by a DEC PDP 12 at assembly 
leve l and o f f - l i n e data analysis by an ICL 1904 S in 
A lgo l 68-R, a language able to cope w i th a rb i t ra r i l y 
complex data structures, mutual recursion and u w ide 
var ie ty of mode de f in i t i ons . 

The choice of problem and its presentat ion 

The requisites of a CTB system may be met by 
the carefu l cho ice of an in te rac t ive board game 
programmed for o n - l i n e play against human subjects. 
The computer is also capable of automated board presen
ta t i on , data co l l ec t i on and the moni tor ing and adap 
ta t ion to the increasing adeptness of its i n i t i a l l y - n a i v e 
human opponents. 

We shal l b r ie f l y describe the game chosen for 
this study, ind ica t ing its su i tab i l i t y w i t h respect to the 
Key concept . It is also necessary to ou t l ine the game 
p lay ing program since the subject 's th ink ing is a 
funct ion of the " t h i n k i n g " of the machine opponent . 

(The demand character ist ics of the exper iment . ) 

However, we must emphasise that this research 
is not concerned w i t h the game p lay ing program per se. 
We describe the program only because its design s p e c i 
f i ca t ion must be borne in mind when the results of the 
experiment are discussed since i t d i rec t l y af fects these 
results, just as one would need to describe a " o n e - o f f " 
p iece of laboratory test equipment . The research is 
concerned w i t h the processes this exper imenta l 
apparatus detects in human thought and not w i t h the 
apparatus i tse l f . 

Our exper imental apparatus for this study is a 
"Pegg i ty " p lay ing PDP 12 computer. Also known as 
" G o - M o k u " and " 5 - i n - a - l i n e " , this game can be 
p layed on var ious sizes of board (we used 20 x 20), has 
only one type of p iece and one type of move (ent ry ) . 

A player 's expert ise depends upon his a b i l i t y 
to perceive complex log ica l relat ionships between the 
opposing p ieces. 

The two players a l te rna te ly p lace one of their 
own tokens on one of the remaining posit ions (nodes) of 
a square matr ix of posi t ions. The f irst player to ach ieve 
a l ine of 5 ad jacent tokens in any d i r ec t i on , v e r t i c a l , 
hor izonta l or d iagona l , w ins . 

In order to w i n , one must form an unbeatable 
pa t te rn . For example, if one has four pieces in an 
open-ended straight l i n e , this is unbeatable not more 
than two moves ahead, prov ided of course that the 
opponent does not have such a pattern a l ready . If one 
has three pieces ad jacent in an open—ended l i n e , then 
the opponent is forced to move so as to b lock the three 
pieces to prevent i t becoming an unbeatable four , else 
the player w i t h three pieces w i l l w in in not more than 
three moves. This sequence of unbeatable patterns 
represents the "Keys " to this problem task. If one has 
two open-ended lines of two pieces, each of wh ich 
intersects at some unplayed posi t ion and then plays at 
that node, he creates two open-ended threes (a Key we 
may c a l l "crossed threes") both of wh ich must be stopped 
by the opponent at the next move to prevent a w i n . 
Since only one can be stopped, this pattern of two 
intersect ing l ines is unbeatable some f i ve moves from 
the e n d . An innocuous pattern of pieces forming an 
" L " , see f i g . 1, is in fact an unbeatable pat tern not 
more than twe lve moves ahead if p layed appropr ia te l y . 

2 1 . 3 . 

X 5 

X X 4 . 

f i g . 1 . Sect ion of p lay ing l a t t i c e . 
" X " represents a p layed token , and 
the numerals ind icate a po ten t ia l l y 
w inn ing p lay ing sequence. 

Thus the successful Peggity player must acqu i re 
a set of such Keys, each of w h i c h , though not gua ran 
teeing success in any one game, increases his chances 
of w inn ing when he is ab le to implement those wh i ch 
are po ten t ia l l y unbeatable more moves ahead than his 
opponent can comprehend as dangerous. 

The in format ional Keys inherent in this game 
are readily described in terms of pattern descr ip t ion 
lists and thei r occurence dur ing any game is easi ly 
moni tored, thus making the cho ice of this problem task 
for our exper imental paradigm c lear . 

We w i l l now describe the apparatus used in our 
exper iment . The program ut i l ises a maximisat ion 
a lgo r i t hm. The PDP 12 in wh ich the program operates 
also displays on a CRT the board posi t ion la t t i ce at each 
problem state, inputs its human opponent 's move v ia 
analogue channels fed by a joyst ick d e v i c e , measures 
move latency (that is the t ime the human takes to make 
a move) and registers, v ia a pair of human-operated 
buttons, those posit ions at wh ich the human 
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1) considers a game inev i tab ly won or lost 

2) considers that he has not ices a s ign i f icant 
problem t ra i t 

F i n a l l y , the apparatus is ab le to adapt the level of 
problem task complex i ty to match the acqui red prowess 
of i ts i n i t i a l l y na ive human in te rac for . 

In their study of machine learning and heurist ic 
programming, Murray and Elcock (3 ,4) programmed 
Peggity using a backtrack analysis learning techn ique . 
In order for a computer to perform the required game 
p lay ing task w i t h i n a region of competence sui table for 
na ive human subjects to be consistently cha l lenged 
throughout an exper imenta l session lasting not more than 
two hours, a simple maximisat ion a lgor i thm whose 
scope regulated task complex i ty was found to be su f f i 
c i e n t . When i t was the machine's turn to move, i t 
performed a centre outwards sweep of a l l board locat ions 
and for each unoccupied posi t ion generated, a vector 
descr ib ing the immediate v i c i n i t y of the unplayed 
posi t ion (node). This vector consists of a set of four 
ordered pairs - each pair associated w i th a par t icu lar 
d i rec t ion about the node, namely , v e r t i c a l , d iagonal 
- v e g rad ien t , ho r i zon ta l , and d iagonal +ve g rad ien t . 

In any one d i r e c t i o n , for a par t icu lar node 

there are 5 groups of 5 ad jacent locat ions wh ich encom

pass that node, see f i g . 2 . 

Any of these 9 locat ions may be occup ied by one 
or other of the tokens or have a mixture of bo th , or be 
unoccup ied . I f node A in f i g . 2 had been the th i rd 
locat ion from the edge of the board then on ly 3 groups 
of 5 wou ld hav« encompassed i t . 

We def ine a func t ion to describe the immediate 
v i c i n i t y of a node at any g iven board state in terms of 
an ordered integer pair T, G. (For T, 0 to 4 and for 
G, 0 to 5 ) . T is the number of tokens of one type and 
G, the maximum number of groups of 5 locat ions w h i c h 
are e i ther unoccupied or conta in on ly tokens of that 
t y p e . A few examples of TG pairs are g iven in f i g . 3 . 

The va lue of TG is not a f fec ted by the type of 
tokens in the v i c i n i t y of the node but groups of 5 l o c a 
t ions w h i c h conta in mixed token types are exc luded 
from the eva lua t ion of T G . The a lgor i thm employed 
by the apparatus is concerned w i t h the maximum va lue 
of TG i t f inds when considering a l ine of locat ions, at 
any o r i en ta t i on , through a node. 

Thus, in f i g . 3 ( i i i ) , the example has two TG 
va lues associated w i t h i t ; TG (d) « (1 ,1 ) when cons i 
der ing the token " X " and TG (d) - (1,2) for " O " . The 
maximum, (1 ,2) is therefore the f ina l va lue for T G . The 
precedence order for choosing between TG's is that 
f i r s t l y , T's are examined and when they happen to be 
e q u a l , the TG va lue selected is the one w i t h the 
greatest G . 

In the f igures 2 to 4 below the character " . " 
represents an unoccupied board l oca t i on . " 0 " and " X M 

represent human and machine p lay ing tokens respec
t i v e l y . Lower case a lphabet ic characters represent 
par t icu lar unplayed nodes we wish to draw a t ten t ion 
to in the t e x t . 

A descr ip t ion of a region about any node 
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requires four such number pai rs , one for each o r i e n t a 
t i o n . We i l lus t ra te examples of these vector sets using a 
section of a board l a t t i ce for a possible game s i tuat ion 
in f i g . 4 and we shal l use this example to exp la in the 
three "Strategy Levels" the apparatus se lec t i ve ly evokes 
in response to the performance of the human subjects 
under test . 

The p lay ing strategy is swi tched from the 
i n i t i a l l eve l 1 to 2 and from 2 to 3 when the subject 
wins two successive games. (Players hove f i rst move 
every a l ternate game) . The move processor in the 
apparatus is d i rec ted to move accord ing to the f o l l ow ing 
rules: 

Strategy Level 1 . "Par t ia l t w o - l i n e max im i sa t i on . " 

The move is made at the f i rs t loca t ion in the 
board sweep having TG maximum in up to four o r i e n t a 
t ions. In the example in f i g . 4 this wou ld mean that in 
any one o f 5 posit ions inc lud ing " k " , " z " and " q " , 
depending on what area of the board, the pattern shown 
in f i g . 4 was l oca ted . 

Strategy Level 2 . " T w o - l i n e max im isa t i on " . 

Moves are mode at the f i rst node having TG 
maximum for two or ien ta t ions . In our example , at node 
" q " , though had a node existed w i t h a vec tor set, say 
( 0 , 5 3 , 1 0 , 5 0 , 5 ) , i t wou ld have moved there in 
preference t o " q " . 

Strategy Level 3. "Crossed Threes P o t e n t i a l " . 

Moves are made in accordance w i t h ru le 2 
except that when po ten t ia l "crossed threes" exist in 
the board pa t te rn , the move is a lways mode there 
( " q " In our example) in preference to any other node 
except those conta in ing TG pairs such that 1*4 and 
G = l , or 2 or T=3 and G - 2 , when these nodes wou ld 
take precedence , (These par t icu lar nodes represent 
po tent ia l end-game s i tuat ions) . 

The implementat ion of these algor i thms requires 
0 . 5 K of store and enables moves to be processed in some 
7 seconds. 

The leve l of d i f f i c u l t y may be judged from the 
fac t tha t , of the 40 g radua te - leve l subjects used in this 
research, (20 male and 20 female) who on average were 
tested over 16 games each , 2 0 % of males reached 
Strategy Level 3 and 5 0 % of females ach ieved Level 2. 
G e n e r a l l y , the humans won one game in seven. 

These a lgor i thms, though simple produce an 
interest ing problem task for subjects and even though they 
represent a con t ro l l ed prob lem-so lv ing task, their 
behaviour was so l i f e - l i k e that a number of subjects 
were conv inced that their opponent was another human 
secreted in another room. 

CTE Analysis Techniques 

As w e l l as a problem presentation sec t ion , a 
CTB system consists of a data analysis sec t ion . The 
lat ter being designed to generate and test hypotheses 
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concern ing cogn i t i ve processing. When a CTB analysis 
section for any task is f u l l y evo lved it is , in e f fec t , a 
process model of cogn i t i on whose descr ip t ive e f f i c iency 
may be measured by a comparison of its own behaviour 
w i t h that of the system i t models. 

An aspect of analysis wh ich needs to be inc luded 
in any CTB system is one capable of gauging the effects 
of the demand character ist ics of the exper imenta l 
problem task. This is because in any in te rac t ive 
problem solving s i tua t ion , the way an interactor learns 
is a func t ion of the partner 's over t behav iour . 

A p rac t i ca l considerat ion for the design of any 
CTB system is the ach ievement of an opt imum balance 
between the complex i t y of the problem task and the 
complex i ty of the resul t ing analys is . 

Analysis Implementat ion 

The analysis section of the Reading CTB is 
d i v ided between three units -

1) A program for transforming the raw exper imenta l 
data in to pos i t ion-descr ip t ive and p l ay -eva lua t i ve 
in format ion and storing a l l three on the CTB system's 
database. 

2) A program to transform the o r ig ina l database in to 
one conta in ing descript ions of a l l keys wh ich had 
occurred dur ing the exper imenta l sessions. Such keys 
may have beon o r ig ina ted or u t i l i sed by e i ther p laye r . 
By u t i l i se we mean, in this con tex t , responding to a 
key s i tuat ion by fo rc ing /p reven t ing or a t tempt ing to 
fo rce /p reven t a w in I f the key pat tern consisted of that 
p layer 's /opponent 's own tokens. 

3) A program to test hypotheses concerning the 
possible existence of speci f ied forms of cogni t ive 
processing by the appropr iate ex t rac t ion of data 
structures from the database. 

1) SCAN-TEST Is designed to analyse a l l subjects' 
data in terms of pos i t ion-descr ip t ive and p l ay -eva lua t i ve 
funct ions for each move in every game across the three 
strategy leve ls . It is d i rec ted to ask : "What d id a 
par t icu lar move a c h i e v e ? " (Be i t human or mach ine . 
The program makes no d is t inc t ion so as to enable 
analysis for the ef fects of the tasks demand charac ter is 
t i c s . ) I t further asks;"What d id a par t icu lar move f a i l 
to ach ieve by not be ing made at any other ava i l ab le 
play p o s i t i o n ? " . SCAN-TEST implements numer ical 
funct ions def ined so as to enable eva luat ion of these 
questions and at the same t ime to provide a transform 
of the o r i g i na l exper imenta l data such that later 
analysts programs w i l l have less board-pat tern descr ip 
t i on / recogn i t i on computat ion to per fo rm. 

The resul t ing database for the 40 subjects 
consists of some 10 in format ional i tems. 

Position Descr ip t ive and Play Evaluat ive Parameters. 

We shall describe b r ie f l y these parameters and 
ind ica te thei r use in respect of analysing for the task's 
demand character is t ics . Those funct ions wh i ch are 
purely eva lua t i ve in character are fo l lowed by (E). 

ACHMNSET - The vector set describing the immediate 
region about a p layed l o c a t i o n . 

MOVETYPACH - A categor isat ion of the move in terms 
of possible forc ing and prevent ing FP move types, e . g . 
crossed threes u t i l i s a t i o n . 

M O V E T Y P U N A C H - A categor isat ion of moves that 
could hove been made. (E) 

M A X L V L A C H - A measure of the degree to wh ich the 
move ach ieved the greatest vector set possible for thot 
board posit ion (E). 

NFPL - The number of locat ions at wh ich FP moves 
were possible. (E) 

NFPMACH - The to ta l number of FP elements conta ined 
w i t h i n a move . 

STFPE - The to ta l number of FP elements conta ined 
w i t h i n unplayed posi t ions. (E) 

NFL - The number of locat ions at wh ich the p lay cou ld 
have ach ieved a fo rc ing move . (E) 

NPL - d i t t o for prevent ing moves. (E) 

ACHMNSET provides informat ion concerning 
perceptual aspects of the task and the results show, 
for example , that subjects take greater no t ice of the 
or ientat ions hor izon ta l and ve r t i ca l than the diagonals 
when making a move . 

The v a l i d i t y of the Evaluat ive funct ions is 
ind ica ted by the fac t that they have been shown for 
humans to have higher values for games won than for 
those lost. The assumption that the CTB system acted 
as a " c o n t r o l " p layer is ve r i f i ed by the fact that values 
for a l l these funct ions for machine moves were not 
s ign i f i can t ly d i f fe ren t for games won or lost by the 
machine at any one of the three leve ls . 

A number of these funct ions are indicators of 
the subject 's learnt behaviour as shown by their i n c r e a 
sing va lue as the subject progresses through an e x p e r i 
mental session. Therefore an examinat ion of those 
var iables for wh ich there is a tendency for the human-
generated values to approach systems-generated values 
w i l l ind icate some of the ways in wh ich the manner 
the task was presented to the humans ( i . e . the p lay ing 
algorithms) a f fec ted the subjects' leamt per formance. 
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2) KEY DESCRIPTOR. Keys form the basis of 
this CTB analys is . Their occurrence and mode of 
occurrence dur ing subject testing provides the clues 
for answering the question wh ich mot ivated this s tudy. 
KEY DESCRIPTOR accesses the database and forms a 
descr ipt ion l ist for each key in a language whose 
grammar is sensit ive to its o r ien ta t ion but insensit ive to 
Its loca t ion and plots thei r occur rence . This informat ion 
is then od<k;d to ihe database. 

3) HEURISTIC PROBE. The database is now 
accessed by HEURISTIC PROBE wh ich is d i rec ted to 
search the database for ev idence of par t i cu la r heurist ic 
methods used by the subjects. 

As an example in respect of the work of 
Murrya and Elcock ( 3 , 4 ) , suppose we wished to search 
for ev idence that one cogn i t i ve process ava i l ab le to 
the subject is the a b i l i t y to store in the form of sub-
goals those keys f irst u t i l ised by the opponent . The 
HEURISTIC PROBE would be d i rec ted to compare 
descriptions of those keys wh ich first u t i l i sed by the 
system were later u t i l i sed by the sub jec t . The act of 
comparison for this search would also provide ev idence 
for the degree in wh ich the general isat ion by rotat ion 
of these keys was ava i l ab le in the human reperto i re of 
thought . 

A f u l l descr ipt ion of these techniques and 
results w i l l be presented at the conference and is 
ava i lab le from the authors. 

The system has so far been used w i t h g radua te -
leve l subjects and permits comparison of cogn i t i ve 
processing between sex and performance leve ls . Cons i 
derat ion of the developmental and personal i ty factors 
invo lved in cogn i t ion is a matter of running the appro 
pr iate subjects on the Reading CTB system. 

Conclusion 

We have presented an in t roduct ion to the 
concept of a "Cogn i t i ve Test -Bed" and ou t l i ned the 
Reading system. 

The importance of in format iona l keys has been 

emphasised in respect of CTB analysis techniques and 

in the context of prob lem-so lv ing tasks in gene ra l . 
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