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Abstract

In order to cope with inmage signal
variations in imging devices, adirection
coding method is proposed for stable scene
anal ysis and obj ect recognition. This
met hod nakes ext ensi ve use of macroscopic
processing of direction-coded inmages to
achieve noise-free analysis. Exanpl es
showing recognition of obliquely-imaged
box-1ike objects whose surfaces are rather
complicated are included. Additional
efforts are nade to recognize surface
information of objects by spatially
transformng the surface image as i f it
were viewed from a vertical direction.
This method al so involves position-

i nvariant androtation-invari ant inmage
data transformati on techni ques, thus
raising the possibility of nore effective
I mage anal ysis inactual application.

1. Introduction

Scene anal ysis techniques in the

artificial intelligence field intrinsically
have the possibility of being applied to
the automation of production |lines and

physical distribution systenms. MNany

studi es have so far been devoted tot hi s
area, and have | ed to the devel opnment of
prototype intelligent robot systenms (1)(2)
(3). In the past, we at Hitachi Central
Research Laboratory have also nade efforts
toward devel oping such robot systenms (4) (5)
as well as toward realizing industrial

eyes i nvol vi ng scene anal ysis capabilities
(6) (7). A nunber of these have al ready
found practical use in the automation of
actual assenbly and inspection processes
whi ch required unique application of visual
technol ogy.

From this experience,
that the variation of
I mgi ng devices

we have noted
i mage signals from
is usually the nost
significant problem to be overcone
whenever we attenpt to put scene anal ysis
techniques into practical use. This
variation is mainly caused by subtle
changes in lighting conditions as well
by the intrinsic characteristics of the
I mging device itself as affected by
fluctuations i n power source and
temperature. This variation sonmetinmes has
d highly significant influence upon the
effectiveness of the scene anal ysis

al gorithms, by which objects in the inmage

as
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are ultimately recognized.

I n this paper, to begin with an inage
processing nethod that can yield stable
results al | of the time by mnim zing the
effect of image variation i s proposed.
Next, an attenpt at object recognition by
this method i s described. The objects
handled in this study are mainly
paral |l el epi peds. However, unli ke ordinary
bl ocks with blank surfaces, boxes with
rat her conplex pattern information on
their surfaces were used. The net hod
proposed here is concerned with how al |
geonmetric features, such as position and
posture of the object, can be extracted by
el imnating the surface information, and
how this information on the objects
surface can then be recognized.

This nmethod attenpted to nmake maxi mum
use of macroscopic inmage processing, such
as honobgeneous processing, frequency
distribution calculation, etc., as opposed
to mcroscopic processi ng such as edge
following. Since, it seens that
macr oscopi c inmage processing is a
prerequisite for high speed, stable
recognition hardware to be devel oped
the future.

in

2 . Direction Coding Method

2.1 Basis of direction coding

It has been denonstrated that the
imge signal obtained from an imaging
device is affected by a variety of factors.
The form of the observable brightness
signal g(x,y) is usually expressed as
follows:

g{x,y) a f(x,y) + b ‘ (1)
where t he parameters a and b denote the
contrast and |evel change respectively.
| n other words, even i f the same scene
I s observed, the sane image value i s not

expected al | the time.

Anot her i mportant characteristic of
the image signal is that the value at each
picture element in an imge does not
possess any specific meaning in the
geometric sense. Obviously, only the
relation of the inage val ues of a
picture element and i t s neighbors can give
geonetric neaning. This inmplies that to
extract geonetric features from an inage
it iIs necessary to provide a neans to
execute conparison wi th surroundi ng
picture elenents.

The two above facts are drawbacks
associ ated wi t h usual inmage processing
vwhen a brightness image itself is used as
an input image. They sonetines nake the
i mage processing very compli cat ed.



Consequently, the

input brightness
| s first transformed

nge
|nto what we

call

“direction-coded image" on which almost
al | subsequent processing is based. [In
this image each picture element has a

geometrtc meaning.

Similar to the methods that
with in previous papers (8)(9), a
direction-coded image i s one whose val ue

are dealt

at each picture element corresponds to the
tangenttal direction of brightness change
in the or |g| nal image. That is, the
direction-coded image A(x,y) 1is obtained
by performing the foIIOW|ng transformation
on the original brightness |noge g(x,y)
= [ 929({x.,¥) gi{x,y) )
v x.y) ( X r-a 9y
Alx,y) = Arg( Vix,y) ) +5 . (2)
mod. 2T.

In other words, a direction-coded image is
one that has % added to the argument of
the gradient vector of g{x,y). The reason
for adding is simply because the
direction of the border line of the
brightness change gives a clearer
understanding than the direction of the
brightness change itself. As a result, the
parameters a and b in eq.{l) are eliminated
in eq.{(2), thus giving a characteristic
image that is not affected in principle

by the contrast and black-level change of
the imaging device.

In this direction~-coded image,
elements of A{x,y) are designated as
code ¢ when |V |] <@ and where § is a
small threshold value. That is, code ¢
represents no brightness change. This is
because the noise involved in the image
has a large effect on the value A(x,y).
Figure 1 is a schematically drawn image in
which the picture elements where
A(x,y) # ¢ are represented by unit vectors
with arrows and the picture elements where
Alx,y) = ¢ by blanks.

In the strict sense of the
independence of the direction~coded image
A(x,y) from the contrast or level change
in a brightness image g{x,y}, the threshold
value § should be a floating type
allowing the value & to be controlled by
a certain macroscopic value derived from
the image data. In fact, in actual images
in which the delicate grey level
differences dominate, the subsequent
processing sometimes becomes inadequate.

To compensate for this situation, it is
desirable to determine the threshold value
¢ as follows:

g = 6 SS [Vix,y}] ax dy ' (3)
D

where 6 is a small positive value and D

is either a part of or the entire image
area depending upon the application. Thus,
@ becomes a floating value which is
proportional to the average contrast for
the area D. Consequently, the entire
g{x,y) image set is transformed into the
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identical image A(x,y).

2.2 Transforming into a direction-coded

i mage

transform the
: e into a direction-coded
computer, the following
tion is adopted for thedigital
Here, the differential values in
eq. (2) are replaced by the differences
using adjacent 3x3 picture elements as
showninFig. 2(a):

,g% = g: g (i+1, j+X)
i3 =

brightness
| mage

In order to
hae

o
Icu?a
|mage.

1
- g(i"lrj"'k)
;m-l
1 (4)
29 = g (i+k,j+1)
g—y i'j -
1
- g f{i+k, j=1) .
In our computer simulation, a digit
image of 256x256 picture elements, each
3f which was of 6-bit brightness (64 levels

was used to yield a direction-coded

| mge whose picture elements con3|sted of
6-bit direction values(64 di rec lons) as
shown in FI%. 2(b). Inthis image, the
numbers 0 through 63 are aSS|gned_for the

64 directions, and the number IS

assigned for

| f the threshold value IS to
small, the direction- coded |haPe (x
s not untque as it is affec t
noise involved in the image. | f
| arge, even the necessary |nformat|on W
be eliminated. Therefore, an adequate
threshold value should be carefully chosen
or automatically controlled by the image
Itself. In Fig.3 the total number of
cture elements whose values are not
plotted for an actual laboratory scene
changing the threshold value @ as a

|
IS
by
parameter. A steep increase iS Seen in
the curve where & is less than 20

This is mainly due to the noise eX|s ti

i n

| 1

va

an

the

of

too
]

€,
5

ng

the brightness image. From this figu

said that the optimum threshol

lue i s, in generad somewhere bhetween

d 20, although it of course depends on

|rmged objects and the characteristics
the imaging device used

purpose hardware for
transformng a brightness image into a
direction-coded image can be constructed
as shown in Fig. 4. In this construction,
the threshold value is determned by the
|nage value in the previous scanntng frame

r
can be d
1

Speci al -

of the TV camera by using a modif

version of eq. (3). This threshold value
holds for the present frame period. Thus,
the dtrectton coded image can be obtained

time mode by synchronizing it
input brightness image from

in a real
with or| ginal
a TV camera.



3. Reco%nition Al gorithm

3.1 Principles of recognition

Among actual three-dimensional
obiects there are nU|te a nunber of box-
| i ke objects, since factories make
extensive use of boxes in packing fi n|shed

roducts for shipment- Therefore, fro
he viewpoint of the actual application of
scene anaIyS|s technjques, especial Iy to
¥S|ca | st |but|onsyMens i tis
extremely important to réfine the
recogn|t|on |g0r|thm0;paralle|ep|peds.
{

For simplicity e recoqnttton

rithmof a box-1ike obJec

top is first described In th

ction-coded imge, each pict ur

)t representsthe tangent| al dir
htness chang Thérefore, qui

re elemenfs with almost the
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figures are considerably reduced. This
n oce33|ng nay_be called "direction code
l[tering™ _Further processing is done
as show1| nFig. 5(d) That i,S, the
prcture elements with directi on codes of

ole and ot.+71: are projected on the line

L ‘whose angle 1s o + , and are counted
to yielda frequency clirve g. Then, the
peaks in the frequency di stribution are
detected, and the stripe regions are
generated so _that each region contains. an
edge line. The regions for the remaining
two edge lines whose d | rect| on codes are
Ole + and o, + ﬁ-t are also detected in
t he safe manner. These regions are then

viewed from

n
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used to filt out al | other picture

el ements, hus enabling the edge lines to

become more pronounced. After this

filtering operation, the determination of

the edge lines becomes much easier, and

the or |narY method of line determnation

can be easily applied. Exampl es of these

processes are shown in Fig. 6.

3.2 Recog tion of obliquely imaged
parallelepipeds

When a parallelep|Bed placed on a
ble is viewed from above at ap | i que
?Ie, the periodicityof the 3 angle
ferences among the edge linés in the
i mage disappears. However, by extending
he above-mentioned algorlthm under the
ol I owi n% three premses, the recoc11n|t|on
f a parallelepiped becomes possible

(1) The imaging device is placed far
from the object compared to the
size of the object so that the
distortion of the image caused by
projectionbecomes negligihble.

(2) The object is placed on a
horizontal plane.

(3) The angle J between the vertical
| ine and the optical axis of the
i maging deV|ce must be known.

Under these circumstances, edge lines with
angles of A + 4 i (i=0,1,2,3) in the
image at § = 0° are transformed to edge
lines with angles of (3; (i=0,1,2,3) when
viewed obliquely at ¥ = § , as shown in
Fig. 7(a) and 7(b). The relationships
between O and Bi are as follows:

tan (3; = tan (Q\ +-;L i) cos § (5)
where i = 0, 1, 2 and 3.

Therefore, by calculating 3; from eq. (5)
with ol as a parameter, the number of
picture elements N( (3;) at angle f3;
are counted from the dlrectlon coded
oblique image. Then, the frequency
distribution curve N{ f3, }+N( (3, J+N( 3, )
+N( (3, ) 1is obtained as shown in Fig.7(c).
The angle & = pg{, at which the

frequency distribution curve gives a
maximum peak corresponds to the
orientation of the object when viewed
vertically from the top ( J = 0).
Therefore, by using this angle_((, . EkN is
computed from eq. {(5) for 0&'*!} i ext,
the filtering operation on the direction-
coded image extracts only the picture
elementi:whose dlrections coincide with

3; . = and . This enhances true
edge lines of e obliquely imaged
parallelepiped considerably. Examples of
these processes as well as subsequent edge
detection and determination processes ayxe
shown in Fig. 8. By this method, it
becomes possible to accurately detect edge
lines without the confusion normally
introduced by a noisy background or .
complex pattern information on the object
surfaces.

4. Recognition Algorithm
of Surface Information




4.1 Spatial transformation

_ To read and recognize surface
information on an obliquely |maged
parallelepiped, the image should first be
converted to the normalized image having
no relation to the position and
orientation of the object. This can be
effected by adequate expansion,
contraction, shift and rotation.

As shown in Fig. 9, the lozenge-
shaped image portion corresponding to the
upper surface of the object is transformed
into a square image so that the edge
points A B, C and D correspond to the
edge points A, B, C and D respectively
This is done by [inear coordinate
transformation by neglecting the
rojectiondistortionof theimaging
ystem. That is, there exists the
oIIowin?reIationshipbetweenthe
e-transtormed coordinates (x,y) and the
st-transformed coordinates (X YVY) ;

{K) =__1__(C}(-A)( BX-A)()(X}
W
C -A B =-A
Y y By By Ay \ Y

A
+ ( x) (6)
AY '

where Ac , Ay ,..., Dx $§ Dy denote the x
and y coordinates of the edge points A B,
C, and D in the oblique image, and w
corresponds to the length of the edge line
of the square in the transformed image.
Fromt his equation, a picture point (XY)
~the new image is obtained from the

i ginal image by averaging the picture
ement data at (x,y) or rtsvicinity, or
other interpolating methods. Figure
shows an example of this spatial
ansformation, in which the image is
ansformed as if it were viewed from the
p of the object. In this normalized
square image, the number of picture
elements is standardized at
image is normalized according to its
position and the size of its surface, a
pattern matching method with standard
patterns is applicable. This will be
further covered in the next section.

In the above example, a method of
transform ng anoriginal brightness image
into a normalized brightness image of the
surface is described.  However, it is also
easy to convert directly fromthe
direction~coded oblique image into the
direction-coded normalized square image of
the surface. That i s, the direction code

p
S
f
p
p

r
0

I n
0r
gl
y
10
tr
tr
to

at (XY) is computed as follows: First, the
coordinate (x,y) is computed from eq.(6)
and the direction code B8 at (x,y) 1S
determined from the direction-coded
original image by a suitable averaging or
interpolating method. Then, the direction
code /3 is converted into o using eq*(5)
Finally, the principal directiop( see
Fig. 5(a) } is subtracted.

64x64. As this

4,2 Information compression and
recognition

The two-dimensional normalized image
of the surface discussed in the above
section is still too redundant to directly

perform pattern matching with standard
patterns. Also, inthis case, the large
volume of image data would necessitate an
enormous memory capacity for standard
patterns. Therefore, the following data
compression is performed:

(1) From the direction-coded,
normalized square image of th
surface, picture elements wit
certaindirection code are
extracted and projected on the line
L perpendicular to the direction
code to yield the frequency
distributioncurve g as shown in
Fig. 11(a)

his frequency distributioncurve

I's transformed into the Fourier

series and the magnitudes of the

| ower four harmonics (from 1st

through 4th) are computed.

(3) The above two processes are
performed for al | of thedirection
codes, thus giving a data table
with 64 directions times 4
harmonics as shown in Fig. 11(b)

(4) The data table thus obtained shows
how the four magnitudes of the
| ower harmonics change with the
direction change. Therefore, by
re%ard|ng the four rows of the
table as four waveforms, these can
be transformed into the Fourier
series.

(5) The lower eight harmonics (from
st through 8th) are chosen to
compute each magnitude, thus giving

a final table with 8x4 magnitude
data as shown in Fig. 11(c)

By the above data compression, a
normalized image 1S expressed as
information with 8x4(=32) words. In other
words, an image of the surface corresponds
to a point in a 32-dimensional sgace.
Therefore, the distances in the 32-

di mensional space between the unknown
image pattern and the pre-determined
standard patterns are computed. The

ith the mnimum distance is
the best

e
h a

(2)

pattern w

determined as mat ch.

The algorithm mentioned above has
the following features; it is (1)
invariant to the pattern rotation, and (2)
invariant to the pattern shift, These
features arise fromthe following facts:

(1) The frequency distribution of each

direction code is transformed into
the Fourier series.

(2) The magnitude change of each
harmonic inrelationto the
direction change is transformed

into the Fourier series.

(3) Only the magnitude data are used,

and the phase data as well as d.c.
component are neglected.
Therefore, even when the spatial

transformation in Fig. 10 gives an upside-
down image, the subsequent matching



process gives the correct answer,. For Therefore, this method is hardly effected

example, the symbols A , » , ¥ and by background noise or local noise which
as well as A with any arbitraryv angle sometimes exists in the image. Such
will lead to the same result A . This macroscopic processing of microscopic
characteristic is extremely useful when features is one of the most effective
the posture of a pattern can not be methods of actually applying image
specified beforehand. Table 1 shows an processing to industrial use.

exampl e of some experimental data which Furthermore, this method seems to hold
represent the relative distances in 32- promse of effective application in more

di mensional space between some simple complicated scene analysis and pattern
example patterns. It can be seen from recognition problems.

the table that the same patterns ﬁi e
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