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Abstract intelligence have any bearing on this essential
aspect of the medical task environment.
A systemfor computer assisted medical diagnosis
has been devel oped, which incorporates anin-
novative model of diagnosticlogic. Asupporting
medi cal data base has also bheen assembled, now the presence of a single clinical problem any
comprising approximately fifty percent of the of a host of deterministic or probabilistic
maj or diseases ofinternal medicine. Using 'recognizers' can be employed to deal with the
wei ghted associations betweendiseaseentitles problem  (See for example: Ledley and
and their manifestations, and employing a power- Lusted (2), Gorry and Barnett (3), Blelch (4).)
ful attention focusing heuristic, the system has Such methods are of very |imited scope, however,
demonstrated competence I n dealing with difficult as they rest on the assumption that the clinical
clinical problems involving multiple diagnoses. cases to be analyzed are 'pure’ - i.e., there
are no erroneous data (sometimes called red-
herrings) to he dealt with, and only one cllnico-
pathological diagnosis to be discerned in esch
1.1. Internal Medicine as a Task Environment case.
for Artificial Intelligence

Incertainapeclal cases, where the diagnos-
tic task can be taken to be that of identifying

1. Introduction

In the real world of internal medicine,

At first glance, the task environment of these assumptions are rarely satisfied. None-

internal medicine mght appear to be eminently
suitable for attack by means of the stste-space
met hods (1) of artificial intelligence. A
medical problemmy be characterised In terms of

an initial state (disease), a goal state (health),

and a collection of available operators (drugs,
surgical procedures, diets, etc.) by which one
state my be transformed into another. The
maindifficulty with this viewof the task is
that ordinarily, evidence available at the out-
set provides only a partial description of the
initial state of a medical problem While so-
called 'presenting signs and symptoms' may be
suggestive of one or more abnormal or patho-

l ogical conditions, I nmost cases, conclusive
evidence concerning the underlying disorder is
not available.

Because he can be nuch more selective in
the choice of therapeutic measures when attempt-
ingtotreat the cause rather thanits manifes-
tations, the clinician is generally obliged to
formulate a model, comprising one or nore
hypothesi zed abnormal or pathological conditions,
as a basis for clinical problemsolving. This
process of generating and testing hypotheses
with respect to unobserved -
pathological conditions s the essence of
medi cal diagnosis. Because this task is one of
"problemfinding' or 'problemformulation,'
not 'problem solving' as this termis generally
construed, It is not clear that the solution-
oriented heuristic procedures of artificial

perhaps unobeervabl e—

theless, the skilledclinician manages t o sort
out the facts of s case, disregarding some,
while on the basis of others formulatinga
clinical picture that may comprise a number of
interrelated or distinct disease entities.

In what follows, we describe and illustrate
a model of the diagnostic process (called
DIALOG, for DI Agnostic LOG c) that was designed
tommc the data structures and reasoning
processes of the skilled clinician. The process
empl oys a novel heuristic procedure for ranking
and partitioning of diagnostic Inferences, which
enables construction of clinically relevant
diagnostic models even in the presence of errone-
ous and mi sleading data. Using an extensive
medi cal data base which enconpasses approxi mately
fifty percent of the major diseases of Internal
medicine, the DIALOG procedure has accurately
analyzed many complex, real-world clinical
problems, Involving aa many aa five distinct
disease entities.

In the following sections, we describe first
the logic of the diagnostic process and the
structure of medical knowl edge that underlies
t he DIALOG data base. There follows s descrip-
tionof the DIALOG procedure, and an illustration
of the system's behavior.



1.2, The Logic of Diagnosis

Given a set of observations, which are taken
to be consequences of some unknown cause, the
task of diagnosis is to devise reasonably cogent
hypotheses which would be sufficient to enable
derivation, via deductive inference, of the ob-
served consequences.  This method of inference,
sometimes referred to as abduction, or the
method of hypothesis (5, 6), requires the
design of procedures and data structures to deal
with the followingissues:

1. Observations must be able to "trigger’
or evoke hypotheses of disease entities with

which they are associated. Since certain findings

my suggest one disease more strongly than
another, It is necessary to provide for sonme
measure of strength of association between obser-
vations and the hypotheses they evoke.

2. Hypotheses nust be able to generate
expectations concerning |ikely consequences,
which my be posed as questions regarding ad-
ditional observations (or [aboratory'studies
perhaps) in order to 'test' the hypotheses.
This suggests the need for a second set of
associations - thoserelatingdiseaseentitles
to the possible consequences thereof; here, a
useful measure of the degree of association is
the frequency of occurrence of a given finding
in a given disease.

3. Since the business of hypothesis for-
mation i s an Inexact process (some would call it
anart), itisnecessarytoprovide sone means
for deciding amng contending hypotheses.  This
suggests that the candidates be ranked on some
basis, and that criteria be established for
deciding when the weight of evidence is suf-
ficient to permt reasonably confident judgments
to be rendered.

4. The final and perhaps most important
consideration i s that some means must be devel -
oped to group hypotheses Into mutually exclusive
subsets corresponding to coherent problem areas.
This is essential in order to be able to deal
with cases where nore than one disease my be
present, and hence more than one hypothesis
correct. The discriminating procedure sketched
above nmust not be forced to choose between two
compl ementary hypotheses; sonmehow. |t nust
focus on those evoked hypotheses that constitute
alternatives to one another, not complements.

In section 2, we show how each of these
i ssues is addressed in the DIALOG model. Before
pursuing these matters further, however, we turn
our attention next to a consideration of the
characteristics of the know edge base underlying
internal medicine.

1.3, Structure of Medical Know edge

There are threesignificant relations that
we have discerned requiring representation in
the know edge base for internal medicine. There
are the two relations described above, which my
be expressed as:

1) EVCKES (M D) denoting the evocative
association which manifestation M has for
di sease D, also

2) MANIFEST (D, M) which is the reverse
association between disease D and its manifesta-
tion M

In addition, a number of investigators (7,8)
including ourselves, have independently arrived
at the conclusion that a hierarchy of disease
categoriesconstitutesasignificantorganizing
principle that should be represented in the
informationstructureof internal medicine.

Thus we define the relation:

3) FCRMCF (DI, DI.l) which asserts that
di sease (or category) DI.I is a formof disease
category DI.  For example, DI .| mght stand for
hepatocellular disease and DI for |iver disease.
Then further elaboration of this region of the
hierarchy would eventually lead to hepatitis A,
infectuous mononucleosis, and so forth.

The reason that FCRMCF appears t o be a
significant relation in internal medicine is the
econony of representation(andprocessing) mde
possible by the following sort of quantification:

Vd( FORM- OF( DI , d) =»MANI FEST (d, MI ) )

expressing the conmon situation wherein al |
diseases of a certain class can give rise to the
samemani festation.

Because of the enormity of the data base,
and because of theneed toqualifythe EVCKES
and MANI FEST relations with respect t o strength of
associations, it is Impractical to express the
axioms of Internal medicine by means of verbal
expressions, as above. Instead, we use an
explicit network to encode the hierarchy of
disease categories and the related sets of
associations, aslllustratedinFig. 1. Here,
the solid lines denote the FCRMCF relation;
dashed lines (with upward pointers) express
EVOXES; and dotted [ines (with downward pointers)
stand for MANIFEST. The quantified concept
that 'al | diseases of a certain type share a
conmon manifestation* i s denoted i n this network
by MANI FEST and |wnvFR HnV« »t-rnrhi>d t o non-
terminal nodes.

D2.1.1

Fig. 1
Portion of Disease hierarchy with representati
of EVOKES(---) and MANIFEST(...) relationms.
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Note that the MANI FEST and BMCKES rel ations
can exlat between nodes of the network as well as
hetween nodes and manifestations: this reflects
the fact that one disease my be caused by, and
hence be a manifestation of another.

In the following section, we give a somewhat

mre detailed account of the construction and
interpretation of the DIALOG information structure.

2. The DIALQG System

2.1. Devel opment of the Data Base

In constructing the disease hierarchy, suc-
cessive general areas of internal medicine such as
| iver disease and heart disease are selected.
Subcategories of each general area are chosen on
the basis of similarity of pathogenetic mechanism
thus, menbers of a subcategory share in good part
a common node of clinical presentation. Further
subdivision of subcategories i s done until
finally the level of individual diagnoses is
reached.

nce the superstructureiscomleted, the
appropriate manifestations are entered under each
diagnostic level (termnal) node of the hierarchy.
The fol lowing data are obtained: (1) a |ist of

al | manifestations of eachterm nal node; (22 an
estimate of L(Di/Ma): the likelihood that |
manifestation Ma is observed in a patient, diag-

nosis DI is its cause (relative to al |l other causes
of M. Estimates of this "evoking strength"
are given on a 0-5 scale, with 0 indicating that
the manifestation is too nonspecific to draw

any diagnostic conclusions, and 5 indicating that
Ms is patho%normnic for DI; (3% an estimate of
F(M/Dj), the frequency with which patients with
proven diagnosis D will display M as a manifes-
tation of that dlaease. A 1 to 5 scale is used,
with 1 indicating M occurs rarely in D] and

5 indicating M la a sine qua non for Dj.

In addition to listing historical findings,
synptoms, signs, and |aboratory data as manifes-
tations of a given disease, diagnoses or syndromes
themselves can be |isted. For exanple, portal
hypertension would be |isted under Laennec's
cirrhosis; secondary neoplasm of the liver
adenocarcinom of the colon; and congestive
heart failure under aortic insufficrency. These
are exanples of the unidirectional "causal [ink":
D, is amnifestationof D, if &2 ' a known
cause of D\

under

Onceal | manifestationsareenteredfor each
of the diagnosis-level nodes, a programls invoked

to carry out the 'generalization® process. For
each node of the disease hierarchy, the Inter-
section of the manifestation lists of its subnodes

|s determned. The result is a [ist of the

mani festationscomontoal | thesubnodesof a
?iven node; it is thus the manifestation [ist

or that higher node. By this method, jaundice
becomes a manifestation of hepatocellular injury
(and of cholestasis and others), and the presence
of a mrkedly Increased alkaline phosphatase
indicates that a certain category of cholestatic
diseases is to be considered.  Further discrimna-
ting information can he obtained only by examning
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the manifestation lists of subnodes I nthe
class.  This process allows the diagnostic
programto construct the patient's differential
diagnosis on as general a level as Is possible;

thus, the program can attempt to rule out
general classes of disease hefore working on
Individual diagnoses.

The final process In constructing the data

baae is to enter data about each manifestation.
H>at important i nthis area are the TYPE of the
mani festation Shistory, synptom sign, laboratory
data, diagnosis) and the | (an Integer from
one to five). The TYPE allows t he diagnostic
program to work on the [east expensive, |east
dangerous differential points first (history,
synptoms, Si gns?1 before going onto the nore
costlg Items (there are 3 levels of [aboratory
data based on complexity, cost and danger to

t he patient). The IMPCRT i s an index of how
readily an observed manifestation can be I(?nored,
| .e., to what degree it could be considered a
"red herring." Ahistory of shellfish ingestion
has an | MPCRT of 1 and i a easily Ignored; a

| iver Dbiopsy showing caseatingi granul oms has

an import of 5 and nust be explained by one of
the final diagnoses. Various other properties
are encoded for each mani festation,

2.2. The Logic of DAGG

The DIALQG program has been designed to
mmc the problemsolving procedures of the
clinician. The program begins by accepting any
given sequence of presenting manifestations of
Illness. It then Inquires about relevant histor-
ical items, synptoms, signs, and laboratory data
(proceeding via the TYPES, exhauatlng the useful
questions in each TYPE before going on to a nore
coetly TYPE).

2.2.1. Case Anal ysis:
Mani festations (Phase T)

Entry of Presenting

As each observed manifestation is entered,
nodes of the disease hierarchy 'evoked by
that manifestation are processed, as fol

(a) if the indicated node has not previously
been considered - |.e., If nomanifestation has
ﬁreviously caused this node to be evoked - a new
ypothetical model is created that reflects the
expl anatory power of the newly considered dl sesse.
Fach disease model consists of four parts:

?/OWSZ

(1) a [ist of all mnifestations that
have been ohbserved but which cannot
be explained by this particular
disease. This i st isreferred to as
the "shelf of that model.

a list of all observed manifestations,
along with associated evoking

strengths, that are consistent with
this disease.
(3) a [ist of all manifeatations that

would ordinarily be expected to occur
(with reasonable frequency) in the
Eresence of this disease, but which
ave been found absent.



(4) a list of all other manifestations
that are consistent with the newy
evoked node, but about which nothing
I syet known.

(b) I'f the node had previously been evoked,
then al | associated sublists of the model are
simply updeted to reflect the newobservation.

2.2.2. Case Anal ysis: Thelnterrogative Phase
of DALGG(Phase [ T)

Havingrecordedal | of thelniti al input
data, the system proceeds to weigh.the evidence
for and against each hypothesis on the evoked
list. The weight assigned to each of these is
determned by the fol lowing factors:

(a) counting in favor of each model is a
factor proportional to the combined evoking
strengths of al | observed manifestations that It
explains.

(b) counting against a model are two factors:
data not explained are weighed In proportion to
their IMPCRT; data expected but found absent in
the patient are weighed in proportiontotheir
frequence of occurrence In the considered disease.

(c) a *bonus' Is awarded to those nodels
causally l'inked with disease nodes that have
al ready been confirmed.

ordered on the
IS next

The set of evoked hypotheses,
basis of weights conputed as above,
processed to determne which of several nodes of
analysis s tobepursued. Apartitioning
processisutilisedthat enploys the following
concept of domnance: hypothetical mdel A
domnates model B i f the net shelf of A (i.e.,
the shelf mnus those Items explained by pre-
viously confirmed diagnoses) is a subset of the
net shelf of B Each nenber M of the evoked
model s [ist is conpared with the top-ranked

model T. If M either domnates or is dom nated
by T, It is placed on the 'considered” |ist;
otherwise it is pieced on the deferred [ist

which is temporarily Bet aside.

This partitioning heuristic has the effect of
grouping with the top ranked model those diegnosee
that may reasonably be considered mutually
exclusive alternativesto |l t. Since the combina-
tion of any of these models with the top-ranked
model would add nothing to the explanatory power
of the Individual models taken separately, the
di agnostic process reduces (for the moment) to a
discrimnation anong these alternatives.

Once a 'considered list I's selected, only
those diagnoses within a fixed range of the
top-ranked model are used to determ ne which node
of questioning i s to be used. Wen this reduced
list contains five or nore models, 'RULEQJT node
| s used. 'RULEQJI* asks about manifestations
with very high frequency of occurrence in the
di seases being processed.  Such questions stand
a good chance of eliminating one or nore of the
considered models. The level of questions asked
I's incremented via the TYPE, so that inexpensive
Items are asked first. Because of the high cost
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associatedwiththeacquisitionof [aboratory data,
"RULEQJT mode i s not used when t he TYPE of
questioning has reached the | evel of |aboratory
procedures. Instead, the key word 'HARROV s
printed out, and the field of considered diag-
noses i s artificially narrowed so that

'DISCRIM NATE' node can be used, which normally
applies only when the reduced considered |ist
contains fromtwo to four models. In this node,
the top two diagnoses are selected for discrimi-
nation; Items that count heavily for one mdel
while counting heavily against the other are the
desiderata for questioning. Finally, if the
reduced considered [ist contains only one model,
"PURSUNG node i s used. Questions are selected
that are thought to have a good chance of being
"clinchers.' Manifestations which have a strong
evoking strength with respect to the considered
model are asked. The system continues In
"PURSUNG node until either the Initial spread
between the two top models has reached criterion,
or until the spread has been reduced to the point
that the top node no longer stands alone on the
mjor liat. In the former case, the system
"GONCLUCE s that the considered disease i
present; Intheletter, processingrevertstothe
' DI SCRI M NATE' node.

I n each node, a smal |l nunber of questions are
selected and asked. The responses to the set of

queries are proceesed In a manner essentially
the same as described for Phase | : newnodes
are evoked, old nodes updated, etc. A newranking

of al | evoked nodels I|s determned; the processes
of partitioning, nmode selection, end Interrogation
are then repeated as often as necessary. \Wen-
ever the Eresence of a particular disease Is con-
cluded, the [ist of manifestations explained by
that disease is deleted fromfurther consideration;
di seases causally related to the confirmed diag-
nosi s are given appropriate bonus scores

(dependent on evoking strength and frequency of
causal relationship). Phase Il processingis
then repeated Inan effort to discover and confirm

additional problems.

2.3. DIALQG Case Anal ysis: An Exanple

Due to space conetrainte, it |anot possible
toinclude a complete protocol of the dialog that
took place in analyzi n? the case discussed
below. Rather than include al |l questions and
answers that were exchenged between the physician
and machine, we have chosen to highlight the key
decision mking points of the process. Anyone
desiri n% further information my contact the
authors tor complete protocols of this and other
cases analyzed by DALCG

Before turning to the substantive aspects of
the transcript, sone explanation of the format of
the protocol is inorder.

As many data aa desired can be entered initial-

|y, and the order of entry does not matter. The
programprints an asterisk (*) when requesting
input, and will continue to do so until the
;espor;]d%nt types FINIS to signal that he has
inished.

After processing the initial data, the program



prints out its current [ist of 'considered nodes,'
prefaced by one of the keywords (RULECUT, NARROWY
DI SCRI M NATE, PURSU NG QGONCLUDE) discussedinthe
preceding section. |If any date are not explained
by the top-ranked modal, they are displayed with

the notation ' D SREGARDING'

The programthen solicits additional informa-
tion by one of two question types. If it displays
the nane of a manifestationfollowed by a question
mark, it expects a response of YES, NQ or NA
(meaning 'not available' ). Wwen i t asks 'PLEASE
ENTER FINDINGS oF...," Information is being
requested concerning a group of manifestations.

I nresponse, either all information about the
inquired group of manifestations can be entered,
or else 'NO can be typed in order to [earn by the
next printout what specific question in the group
the program had been considering. If the user
types Inamanifestationname I nresponsetothe
question, the Frogram will continue t o request
inpusl; (by displayinga "*') until the user types
FINIS.

This case demonstrates how the program

manages the problem of multiple diagnoses in the
same patient. The diagnostic problem ia easer

when more than one diagnosis are oausally related,
but the machine oan diagnose several completely

unrelated conditions. In this aaee, four of the
abnormal  states—pulmonary  emphysema, congestive
heart failure  congested liver, and the transuda-
tive pleural  effuson are interrelated.

* (DOCTOR)

SYMPTOMS?

*AGE-GCTR-THAN-50

*SEX-MALE

*#CIGARETTE~SMOKING~HX
FHEART-FAILURE~-CONGESTIVE-HX
*WHEEZING-HX

*CHEST~PAIN~-ANTERTOR-HX

*DYSPNEA

*DYSPNEA-EXERTIORAL

*ORTHOPNEA

*COUGH

*ANOREXIA

*EDEMA- SUBCUTANEOUS
*BREATHING-ACCESSORY-MUSCLES~USED
*RALES-LOCALIZED
*CHEST-PERCUSSTON-HYPERRESONANT-BILATERAL
*LIVER-ENLARGED
*HEART-SOUNDS~-54~LEFT~ATRIAL-GALLOP

*HEART~SO0UNDS~S3-LEFT-VENTRICULAR-GALLOP
*SPUTUM-MUCOID
*BREATHING-PROLONGED-EXPIRATORY-PHASE
*BREATHING- INTERCOSTAL~RETRACT 1ONS~INSPIRATORY
*CHEST-PERCUSSION~-DULL~LOCALIZED
*BREATH-SOUNDS-DECREASED-LOCALIZED
*HEART-MURMUR-APICAL-SYSTOLIC-EJRCTION
#*PRESSURE~VENOUS-INCREASED
SHEART=XRAY~LEFT~-VENTRICULAR-ENLARGEMENT
*BEART-XRAY-RIGHT-VENTRICULAR~ENLARGEMENT
*TUBERCULIN-TEST~NEGATIVE
AFINIS

After the primary data are entered, the
program already has adequate evidence to diagnose
congestive heart fatilure.
(DISREGARDING: 'cuzs'r—rncussmu-mzmsoum-
BILATERAL HEART-SOUNDS-P2-INCREASED REART-SOUNDS~-
S4-LEFPT~-ATRIAL~GALLOP BREATHING~PROLONGED-
EXPIRATORY-PHASE BREATHING-INTERCOSTAL-RETBRACTIONS-
INSPIRATORY CHEST-PERCUSSION-DULL-LOCALIZED
BREATH-SOUNDS-DECREASED-LOCALIZED HEART~-MURMUR-
APICAL-SYSTOLIC-EJECTION)

(CONCLUDE: HEART-FAILURE-CONGESTIVE)

The machine then tgokles the next problem -
the one about which it has the moest oonclusive
information. That problem is the differentiation
of pulmonary emphysema from bromohial asthma.

Thie ie accomplished with a modest amount of simple
alintoal information.
AEART-SOUNDS-P2-INCREASED

(DISREGARDING: HEART~-

SOURDS-84-LEFT-ATRIAL~-GALLOP CHEST~-PERCUSSION-
DULL-LOCALIZED  BREATH-SOUNDS-DRCREASED-LOCALIZED

HEART~MURMUR~AP ICAL~SYSTOLIC~EJECTION)

(DBCRIMINATE: _PULMONARY~EMPHYSEMA BRONCHIAL-
ASTHMA)

PLEASE ENTER FINDINGS OF EYE~OPHTHALMOSCOPY

(DISREGARDIRG: HEART-SOUNDS-P2~INCREASED HEART-

SOUNDS=54~LEFT=ATRIAL-GALLOP CHEST~-PERCUSSION-
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DULL~-LOCALIZED BREATH-SCUNDS-DECREASED-LOCALIZED
HEART-MURMUR-AP ICAL~-SYSTOLIC~EJECTION)

{PURSUING: PULMONARY-EMPHYSEMA)

PLEASE ENTER FINDINGS OF CHEST~PERCUSSION-

PULMONARY

(DISREGARDING: HEART-SOUNDS-P2-INCREASED
HEART-SOUNDS~-S54-LEFT-ATRIAL-GALLOP  CHEST-
PERCUSSION~DULL-LOCALIZED  BREATH-SOUNDS~
DECREASED-LOCALIZED HEART-MURMUR-APICAL~
SYSTOLIC-EJECTION)

{CONCLUDE: PULMONARY-FMPHYSEMA )

The next problem considered ie the left
ventrioular dieease., Simple bedeide observations
are not productive so the program turng its
attention to the problem of pnewmonia versus
pleural effusion. This proocess of switching from
one aepect of the overall diagnostic problem to
ancther ite one atrength of the program and is
determined by the balance of evidence favoring
each problem. The deferred left ventriocular
problem is not permanently dieregarded, however,
and will be petiamed to in due time.

{D1SREGARDING: HEART-SOUNDS-P2~INCREASED

CHEST-PERCUSSION-DULL-LOCALIZED  BREATH-SOUNDS-
DECREASED-LOCALIZED)
{RULEOUT :

AORTIC-STENOSIS ACUTE-MYOCARDIAL~

INFARCTION  CARDIOMYOPATHY-PRIMARY  IDIOPATHIC~

HYPERTROPHIC~-SUBADRTIC-STENOSIS  AORTIC~

INSUFFICIENCY)

PLEASE ENTER FINDINGS OF HEART AUSCULTATION

(DISREGABRDING: HEART-SOUNDS-P2-INCREASED

HEART-SOUNDS~S4~-LEFT-ATRIAL-GALLOP HBEART-
MURMUR~-APICAL-SYSTOLIC~-EJECTION)

(DISCRIMINATE: PLEURAL-EFFUSION~TRANSUDATE

GRAM-NEGATIVE-ENTERIC-PNEUMONIA)

PLEASE ENTER FINDINGS OF CHEST-XRAY-LUNG-FIELDS
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PLEURAL-FLUID~SPECIFIC~GRAVITY-GTR~THAN-1:0137 *YES

-

(DISCRIMINATE: PLEURAL-EFFUSION-EXUDATE

PLEURAL~-EFFUSION~-TRANSUDATE)

PLEASE ENTER FINDINGS OF PLEURAL-FLUID-SPECIAL-
EXAMINATION
“PLEURAL~-FLUID-PROTEIN-LESS8~-THAN=-3-GMS~PERCENT
(DISREGARDING: PLEURAL-FLUID-SPECIFIC~GRAVITY-GTR~
THAN-1:013  CHEST=-XRAY-LOWER-LUNG-FIELD-DENSITY [IES]
HEART-SOUNDS~P2~-INCREASED  HEART~-SOUNDS-S4-
LEFT-ATRIAL~-GALLOP  HEART-MURMUR-APICAL-SYSTOLIC-
EJECTION)

(PURSUING: PLEURAL-EFFUSION-TRANSUDATE)

(CONCLUDE: PLEURAL-EFFUSION-TRANSUDATE

As would be expected, the diagnosis of
“pleural-effueion-transudate” ie established after
thoracentesis. But note that the evidence 18
conflicting--the spacific gravity is too high for
a traneudate (probably an actual laboratory error)
but on learming that the protein concentration
18 appropriate for a transudate, the correst
conolusion 18 dram.

Next, the program turms its attention to the
enlarged liver and in this setting has little
trouble in diagnosing hepatic congestion., The
altermative diagnoeis, cardiac cirrhosie, i8 a
most worthwhile coneideratiom but little mepport
waa found for it,

(DISREGARDING: PLEURAL-FLUID-SPECIFIC-GRAVITY-
GTR-THAN-1:013 CHEST-XRAY~LOWER~LUNG-FIELD~
DENSITY[IES) HEART~-SOUNDS-P2-INCREASED
HEART-SOUNDS-S4~LEFT-ATRIAL-GALLOP  HEART-MURMUR-
APICAL-SYSTOLIC-EJECTION)

(DISCRIMINATE: HEPATIC-CONGESTION CARDIAC-CIRRHOSIS)

PLEASE ENTER FINDINGS OF LIVER-FUNCTION-TESTS

{(DISREGARDING: PLEURAL-FLUID-SPECIFIC-GRAVITY-
GIR-THAN-1:013  CHEST-XRAY~LOWER-LUNG-FIELD-
DENSITY[IES] HEART~SOUNDS-P2-INCREASED
HEART-SOUNDS~S4-LEFT~ATRIAL~GALLOP HEART~MURMUR-

APICAL~-SYSTOLIC~EJECTION)



(CONCLUDE: HEPATIC-CONGESTION)

Lastly, attention is retwurned to the left
ventricular problem and, after learming of ths
EXG abnormalities, myocardial infarotion is
diagnosed.
(DISREGARDING: PLEURAL-FLUID-SPRCIFIC-GRAVITY-
GYR-THAN-1:013 CHEST-XRAY-LOWER-LUNG--FIELD-
DENSITY[IES] HEART~SOUNDS~P2~-INCREASED HEART~

MURMUR-~AP ICAL-SYSTOLIC-EJECTION)

(RULEOUT: ACUTE-MYOCARDIAL~INFARCTION  AORTIC-

STENOSIS MITRAL~-INSUFFICIENCY CARDIOMYOPATHY-
SECONDARY MYOCARDITIS  IDIOPATHIC-HYPERTROFHIC
SUBAORTIC~-STENOS1S)

CHEST-PAIN-ANTERIOR-LASTING~GCTR~-THAN-20-~MINUTES 7

wYES

[
*

(DISREGARDING: PLEURAL-FLUID-SPECIFIC-GRAVITY-
GTR-THAN-1:013 CHEST-XRAY-LOWER-LUNG-FIELD-
DENSITY[IES] HEART-SOUNDS-P2- INCREASED
HEART-MURMUR-AP ICAL-SYSTOLIC-EJECTION)

(RULEOUT: ACUTE~MYOCARDIAL-INFARCTION CARDIOMYO-
PATHY-SECONDARY CARDIOMYOPATHY-PRIMARY
MYOCARDITIS-ACUTE-INFECTIOUS  IDIOPATHIC-
HYPERTROPRIC-SUBAORTIC-STENOS1S)

PLEASE ENTER FINDINGS OF ELECTROCARDIOGRAM
#EEG~-LEPT-AX1S~-DEVIATION

*EKG-P~WAVES~TALL

*ERG-QRS-PROLONGATION
*EXG~ABNORMAL-Q~-WAVES

*EXG-ST-SEGMENT~ELEVATION

(DISREGARDING: EKG-LEFT-AXIS-DEVIATION EKG-P-~

WAVES-TALL PLEURAL-FLUID-SPECIFIC-GRAVITY-GTR-
THAN-1:013  CHEST-XRAY-LOWER-LUNG-FIELD-
DENSITY[IES] HEART~SOUNDS-P2-INCREASED HEART~

MURMUR-APICAL~SYSTOLIC-EJECTION)
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(CONCLUDE: ACUTE-MYOCARDIAL~-INFARCTION)

The patient from whom the data of this oase
are derived had died some weeks earlier and
all five oconclusione were verified by autopsy.

Sunmmary

We have presented in this paper an approach
to the problem of hypothesis formation, which
Is central to the task environment of internal
medi cine and to many other areas of intellectual
endeavor as well. There are, of course, many
other ways to attack the problem some of
whi ch have been reviewed in Pople (9).

Inour view, the most significant aspect
of the DIALOG approach i s the focusing heuristic
that partitionshypotheses Intocoherent problem
areas, thereby inducing systembehavior that
resembles the *problemoriented' approach of
the skilled clinician,

This approach would appear to have validity
I nany problemformul ationtaskcharacterized
by the potentlel concurrence of multiple entities,
requiring ad hoc assembly of elementary
hypotheses. W commend |t to those investigating

the 'Theory of Frames'(10).
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El ementary hypotheses can sometimes
themsel ves be considered synptoms, so that
EVI DENCE and EXPECTATION pointers My
connect them In Diagram 1, UTI and
PYELONEPHRI TIS, both elementary hypotheses,
are so related; the synptons of UTl are a
eubset of those of PYELONEPHRITIS.  There
are also clearcut CAUSE relations betueen
el ement ary hypotheses where the synptoms of
the two diseases concerned are not in a
subset/superset relation. Inthis case,
the CAUSE relation is stated explicitly, as
in STREP-INFECTION CAUSES AN Similar to
CAUSE links are COWPLI CATICN links, as in
PYELONEPHRI TI' S i s a COWPLI CATI ON of STONE
In addition, elementary hypotheses my or
may not be ULTI MATE-ETIOLOG ES. An
el ementary hypothesis which is an ULTIMATE-
ETIQLOGY is one which could stand alone as
a diagnosis, for which a more basic cause
does not have to be sought or is not known.

The system knows about several
di fferent types of findings: LAB DATA
PHYSI CAL- EXAM SYMPTQM FACT and FAM LY-
H STORY.  The process of deciding whether
or not a particular patient finding is
relevant to the synptom description in the
knowl edge network and thus relevant to the
disease hypothesis is called fittina; (see
<Wnograd> and <Mnsky> for earlTier uses of
this termin frame theory) It requires
trying to fit aparticular finding-
description into a sometimes nmore general
specification.  The result of this fitting
process isthat thefinding-specification
is either confirmed or disconf irmed. if the
finding contains enough detail; 11 nore
information is needed to see if the finding
fits the specification, the doctor often
asks more questions.

The time of occurrence of the synptoms and
the timerelationships indicated in the
know edge net are also taken into account
in fitting, as described in <Rubin>.
During the course of a diagnostic
session, nodes of the data network change
state with the addition of new information
about the patient. while finding-
specifications my be either confirmed or
di sconf irmed. elementary hypotheses,
because they are not directly confirmble,
have a nmore complicated set of alternative
states. when a diagnostic session starts,
al | elementary hypotheses are inactive:
that is, no particular disease has been
suggested by the patient's synptoms.  As
mre data is presented, certain hypotheses

beconme active by virtue of their
correlation with and ability to account for
the findings present. (Once a hypothesis it
active, it is evaluated after the addition
of every finding to see how well it fits
the data so far and sone score is produced
whi ch represents the [ikelihood of that
disease's being present. On the basis of
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this process, a hypothesis my be accepted
or reiectedi in nost cases, however, no
definite decision will be made, but its
score will be modified to reflect the
effect of the new data. An accepted

el ementary hypothesis is one for which the
evidence is sufficiently specific to rule
out any other cause for the synptons
present.  For exanple, the presence of RO
BLOCD- CELL- CASTS confirms the diagnosis of
GQCOMRWI TI'S, making it an accepted
hypothesis, but the very same finding makes

SICKLE-CELL-TRAIT a rejected hypothesis
Finally, considerationof anelementary
hypothesis nay be deferred until nore
supporting synptoms are known. This
process hel ps reduce the nunber of
concurrently-active hypotheses.

Hw does the mgic transformation
froma bunch of synptons to a final
diagnosis take place? The process seens to
be divided into four steps: di shosina.
triggering, local evaluation and glojtfl
assembl ino. This series of four steps is
performed after the addition of each
finding. A brief description of the four
stages follows; the third and fourth will
be discussed in mre detail below.

1.Sometimes the cause of a finding
l« clear when the finding is encountered;
this is most often the case whan the
explanation is a FACT. In such a
circumstance, the doctor di shoees of the
finding as a result of sone already-
accepted ettoJogy rather than trying to
find a new explanation. For exanple,
suppose a patient is brought into the
emergency roomof a city hospital after an
automobile accident; if his urine contains
blood, the doctor should surely attribute
it to abdomnal trauma, rather than
considering GLOVERWLITIS.

2.Triaaer ino is a process hy which
an el ementary hypothesis makes the
transition from the inactive to the active
state. A subset of the synptoms which are
relevant to a disease are mrked as
triggers. Uhen a synptom is asserted to be
present in the current case, it activates
al |l those elementary hypotheses for which
it has been designated a trigger. For
exanple, DYSURIA (painful urination)
triggers URI NARY- TRACT- | NFECTI O\, NAUSEA
by itself triggers nothing, as it is a
common finding in many disorders.

3.Each el ementary hypothesis has an
associated local evaluation function which
produces a value representative of how
likely the disease is to be present given
the data. Each of the hypotheses currently
active is evaluated, taking the new finding
into account. The evaluation done at this
stage Is local in that the functions do not
ask questions about the status of other




el ementary hypotheses, or consider synptons
other than thoee relevant to the diseaee
hypothesis being evaluated.

4.The purpose of global assemblu.
the fourth stage, is to arrange the various
local elementary hypotheses into a larger
structure which is both coherent and
adequate. The rules of coherence have to
do with the wage to connect various
el ementary hypotheses through links Iike
CAUSE. COMPLI CATI ON and EVI DENCE. An
adequate hypothesis is one which accounts
for all the abnormal findings in a case and
is the end goal of a diagnostic process.

Local Evaluation

Any hypothesis-based theory needs a
method for evaluating an elementary
hypothesis - in this case, a single disease
or syndrome - in isolation. Correlations
bet ween symptons and diseases are the major
determinants of such evaluation. One such
correlation is the conditional probability
of a symptom given a disease. | have called
such numbers EXPECTATI ONS. I'n Bayesian
terms they are P(5/D) (read "the
probability of Sgiven 0"), where S is the
symptom and 0 the particular disaase in
question. These correlations, however, are
all disease-centered: that is, they spring
directly fromthe description of a disease.
(lore useful diagnostic information is
sumotom-centered. since a diagnosis
proceeds from symptoms to diseases.

This other mre sophisticatea type
of information is what | have termed
EVIDENCE; in Bayesian terms, it ie the
conditional probability of adisease given
a symptom or P(0/S). The complexity of
the transformation of information from
EXPECTATI ONS to EVI OENCE (see <Feller>)
makes plausible the idea that part of a
doctor's expertise lies in the translation
of knowl edge fromthe disease-centered node
tothe symptom centered node.

A local scoring algorithmnust take
intoconsideration both positive and
negative contributions to the current
hypothesis. In general the presence of
relevant symptoms (EVIDENCE) will add to
the validity score of an elementary
hypothesis, uhi le their absence (VI OLATED
EXPECTATIONS) wui | | subtract fromit. The
presence of FEVER will add to the validity
of STREP-INFECTION, while its absence will
subtract. The scoring algorithm we
devel oped takes into account both positive
and negative evidence for a hypothesis and
scores are normalized by being divided by
their highest possible total score.

The scoring algorithm also takes
intoaccount differingstrengths of
properties, the inclusion of ISA links and
symptoms associated uith a hierarchy of
diseases, and age and sex of the patient,
and operates with only four levels of
EVI DENCE ( SUFFI Cl ENT. STRONC. MODERATE, UEAK)
and four of EXPECTATI ON (NECESSARY, STRONG
MODERATE, UEAK) . QOetails of the algorithm
can be found in <Rubin> but more important
to the present discussion are the aspects
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of local evaluation which serve to reduce
the number of hypotheses actively being
considered at any given time.

A hypothesis my be activated by
one of its triaoers. A hypothesis which is
not active is not being currently
considered or evaluated. This selective
activation of hypotheses is one way to
control the numoer of diseases being
actively considered at any time. Notice
that thie use of triggers is certainty a
heuristic device, since the diagnosis for
the particular case on hand my not bhe one
of those triggered.

A second way of minimzing
hypotheses is to reject unlikely ones. (ne
method of rejection is to include in a
disease's siicerejecting aumtons whose
presence precludes that disease's
existence. For example, the presence of
RED- BLOOO- CELL- CASTS rules out the
diagnosis of SICKLE-CELL- TRAIT.

In addition, we can assign a priori
probabilities to diseases. The age and sex
of a patient affect this probability
profoundly. Combining age, sex and disease
leads to a useful number representing the
probability of the disease occurring in a
patient of particular age and sex. [f this
numoer is especially low, we my consider
it 0 for heuristic purposes and put the
hypothesis on the DEFERRED-LIST.

The theory presented so far has
been a | inear one. Such a theory assunes
that subparts of a problem can be treated
independently and the solutions to those
subproblems combined without alteration.
Of course, there are interactions anong
symptoms which contradict the linearity
hypothesis. The three exanples of non-
linearity described below illustrate some
ways of dealing with interactions.

Bot h HEMATURIA and PROTEINURIA are
EVI DENCE f or GLOMERULI TI S and G U TRACT-
BLEEDI NG.  Houever, their relative
severities differ in these two hypotheses.
In G U TRACT- BLEEO NG, we expect the ratio
of HEMATURI A to PROTEINURIA to be near that
in uhole blood; for HEMATU RA GRCSS we
expect PROTEINURIA LIGHT. In GLOMERULITIS,
on the other hand, there should be
relatively more PROTEINURIA than in GU
TRACT- BLEEDI NG ; f or PROTEI NURI A MDOERATE,
we would expect HEMATURIA M CROSCOPIC or
LI GHT. The approach | have taken to this
interaction is to specify for each disease
or state which combinations would rulej j
QUI. Thus (AND (HEMATURI A GROBS)
(PROTEINURIA LI GHT)) precludes
GLOMERULITIS, while (AND (HEMATURIA LI GHT)
( PROTEI NURI A HEAVY)) precludes G U TRACT-
BLEEDI NG.

The ASLO (anti-streptolysin-0)
titer often rises several weeks after a
person has had a STREP-INFECTI O\
indicating that the body is fighting the
infectionwithantibodies. Taking
PENICILLIN to combat the infection,
however, often squelches the antibody
response. If a doctor were actively
considering STREP-INFECTION. ASLO TITER




(RESULT NCRVAL) would represent a violated
expectation.  An excuse is sometinmes
available for the absence of an expected
finding; in this case PENICILLIN (STATUS
TAKEN) woul d excuse a normal ASLOTITER
The STREP-INFECTION hypothesis is evaluated
as if ASLOTITER uere not a relevant
symptom uhen penicillin has been taken.

Two or nore diseases may resenble
each other i n many of their crucial
aspects; it isparticularly important to be
able to tell themapart. Besides being a
possiblepitfall incausingmsdiagnoses,
findings which are shared amng diseases
can also be used heuristically to avoid
activating an undue nunber of hypotheses.
Suppose diseases A and B share findings X
Y and Z but are differentiated hy Qs
occurrence in A but not B. If X and Y are
present, we can consider B but not A

provided there is also a piece of heuristic
information (called a DI FFERENTIAL-

DI AGNOSI S) which activates A and rejects B
if Qis discovered.

Gl obal Assembly

Host of the diagnoses at which
doctors finallyarrive are not represented
by a single elementary hypothesis.
Patients often have nore than one related
or even totally unrelated diseases. A
final diagnosis may be GQOVERWITIS
COri PLI CATED- BY NEPHROTI G SYNOROTLE or FQN
and HYPERTENSI ON ESSENTIAL. Clearly we
need some way to discover and specify these
more conplex hypotheses as well as to
combine pathological states which are
themselves elementary hypotheses into a
| arger hypothesis which postulates a single
cause for alt of them These concerns are
handl ed by the alobal assenblu stage of
processing, which puts together coherent
and adequate hypotheses. The processes in
this stage are described in terms of
matching a pattern (a tenplate) and
performng sone action on the basis of that
mat ch.

A coherent hypothesis consists of
two or nore elementary hypotheses joined by
"coherence links" which include I SA CAUSE
COf | PLI CATI ON- OF.  OEVELOPS- INTO and EM DENCE
| inks. Coherent hypotheses are constructed
out of already-active hypotheses and,
perhaps, sone inactive ones as well, which
are activated in the course of constructing
the larger hypothesis. Each type of
coherent hypothesis can be represented as a
"template" uhich is placed on the patient's
data structure; present findings, active
hypotheses and necessary links are the
structures which nust mtch. The action
taken when a template matches consists of
joining the mtched conponents together,
along with new y-activated hypotheses.  Tw
(t:)o?erent hypothesis types are described
el ow.

Symptons are often not connected
directly to their di seases, but to
intermediately-general pathological states.
It is thus important to be able to
reconnect the synptoms to the actual
disease; this is done via EVIDENCE chained
hypot heses. They are formed uhen two or
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mre active elementary hypotheses have
EVI DENCE chains which intersect at a single
etiology. For exanple, i f SOOI UM RETENTI ON
and ACUTE- RENAL- FAILURE were both active,
we would want to unify them into a
hypothesis which postulated AN  See
Diagram 2 for an illustrationof atemlate
for this type of hypothesis.

Formng a coherent hypothesis with
CAUSE. CQt| PLI CATI ON-OF or DEVELCPS-INTO
links my not involve activating any new
el ementary hypotheses at all. If tw
active hypotheses are connected by a CAUSE
COQt | PLI CATI ON OF or DEVELOPS-1NTO link, they
my be joined into one composite
hypothesis. Mre interesting is the case
uhere a new el ementary hypothesis nust ba
activated. A template for this situation
is contained in Diagram3. COTING
DISCRDER i s activated i norder toprovide

the [ink between HEMATUR A and PREGNANCY.
In words, we can activate an intermediate
hypothesis which has one (non-trigger)
finding present and is also connected by a
CAUSE, COHPLI CATI ON- OF or DEVELCPS I NTO
l'ink to an active hypothesis. The neuly-
activated hypothesis provides a link
between the two nodes.

U'timately, the global assemly
stage must come up with an adequate
hypothesis. The primary characteristic of
an adequate hypothesis is that is accounts
for all the abnormalities noted, uhile
mai ntaining as nmuch simplicity as possible.
An adequate hypothesis consists of several
i ndependent parts, each of which is a
coherent hypothesis. Each conponent nust
al so be an WTIMATE-ETIQLOGY or, in the
case of nore conplex coherent hypotheses,
It nust contain sone ULTIMATE-ETIQLOGY. In
addition, all accepted elementary
hypotheses nust be subsuned i n the final
diagnosis, either by themselves, or as part
of a larger coherent hypothesis. For
example, the following is an adequate
hypothesi s:

LN

(DURATI ON (YEARS 10) )
HYPERTENSI ON ESSENTI AL

( DURATI ON ( YEARS 5) )
FAM LY- H STORY NEPHRI TI'S

Notice that the second conponent of this
hypot hesi s i s HYPERTENSI ON ESSENTI AL, not
HYPERTENSION CHRONC  this i s because only
HYPERTENSI ON ESSENTI AL i s marked as an

ULTI MATE-ETI OLOGY.  HYPERTENSION GHRONC i s
a synmptom not an explanation, while
HYPERTENSI ON ESSENTI AL i s an expl anation
(actually the adm ssion that no other
explanation has been found') Essentially, a
process which builds adequate hypotheses
must partition the synptons into possibly
non-disjoint subsets and account for each
subset with some coherent hypothesis.
Strategies for this partitioning (sea
<Rubin>> contribute further to the process
of minimzing the nunber of active

hypot heses.

Sumar u

The area of medical diagnosis has
been investigated as an A.l. problem and a
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structure for medical know edge proposed.
The process postulated to act on that
structure has as one of its goals the
Minimization of the nunber of hypotheses
actively considered at any one time. Local
vs. global evaluation and |inearity vs.
interactionhave al so been studiedwithin
the context of the theory.
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