
VERSION SPACES: A CANDIDATE ELIMINATION APPROACH TO RULE LEARNING 

Tom M. M i t c h e l l 

H e u r i s t i c Programming P r o j e c t 
Department o f Computer Sc ience 

S t a n f o r d U n i v e r s i t y 
S t a n f o r d , C a l i f o r n i a , 94305. 

ABSTRACT* 

An i m p o r t a n t r e s e a r c h prob lem in 
a r t i f i c i a l i n t e l l i g e n c e i s t h e s t u d y o f methods 
f o r l e a r n i n g g e n e r a l c o n c e p t s o r r u l e s f rom a se t 
o f t r a i n i n g i n s t a n c e s . A n approach t o t h i s 
p rob lem i s p r e s e n t e d wh ich i s g u a r a n t e e d t o f i n d , 
w i t h o u t b a c k t r a c k i n g , a l l r u l e v e r s i o n s c o n s i s t e n t 
w i t h a s e t o f p o s i t i v e and n e g a t i v e t r a i n i n g 
i n s t a n c e s . The a l g o r i t h m put f o r t h uses a 
r e p r e s e n t a t i o n o f t h e space o f t hose r u l e s 
c o n s i s t e n t w i t h t h e observed t r a i n i n g d a t a . T h i s 
" r u l e v e r s i o n space " i s m o d i f i e d i n response t o 
new t r a i n i n g i n s t a n c e s b y e l i m i n a t i n g c a n d i d a t e 
r u l e v e r s i o n s found t o c o n f l i c t w i t h each new 
i n s t a n c e . The use o f v e r s i o n spaces i s d i s c u s s e d 
in t h e c o n t e x t o f Meta-DENDRAL, a program wh ich 
l e a r n s r u l e s i n t h e domain o f c h e m i c a l 
s p e c t r o s c o p y . 

D e s c r i p t i v e t e r m s : V e r s i o n space , r u l e l e a r n i n g , 
c a n d i d a t e e l i m i n a t i o n , concep t f o r m a t i o n , concep t 
l e a r n i n g , machine l e a r n i n g , Meta-DENDRAL. 

1 INTRODUCTION 

Rule l e a r n i n g and concept l e a r n i n g have 
become i n c r e a s i n g l y i m p o r t a n t g o a l s f o r a r t i f i c i a l 
i n t e l l i g e n c e ( A I ) r e s e a r c h e r s w i t h t h e r e c e n t 
emphasis w i t h i n t h e A I communi ty on c o n s t r u c t i n g 
knowledge based sys tems [ 2 ] , [ 6 ] . A program 
c a p a b l e o f e x t r a c t i n g g e n e r a l r u l e s f rom t r a i n i n g 
i n s t a n c e s would be a v a l u a b l e t o o l f o r t h e 
d i f f i c u l t t a s k o f c o n s t r u c t i n g knowledge bases f o r 
use in such s y s t e m s . A l t h o u g h t h e r e has been some 
success i n t h i s a rea [ 1 ] , [ 9 ] w e a re s t i l l f a r 
f r om a n u n d e r s t a n d i n g o f e f f i c i e n t , r e l i a b l e 
methods f o r c o n t r o l l i n g t h e c o m b i n a t o r i c s i n h e r e n t 
t o t h e t a s k o f l e a r n i n g . 

The r u l e l e a r n i n g o r concep t l e a r n i n g 

* T h i s work was s u p p o r t e d by t h e Advanced Research 
P r o j e c t s Agency under c o n t r a c t DAHC 15-73-C-0435 
and b y t h e N a t i o n a l I n s t i t u t e s o f H e a l t h under 
g r a n t RR 00612 -07 . Computer r e s o u r c e s were 
p r o v i d e d b y t h e Sumex-AIM computer f a c i l i t y a t 
S t a n f o r d U n i v e r s i t y under NIH g r a n t RR-00785. 
Bruce G. Buchanan has p r o v i d e d many u s e f u l 
s u g g e s t i o n s t h r o u g h o u t t h e c o u r s e o f t h i s wo rk . 
Lew G . C r e a r y a s s i s t e d i n t h e c l a r i f i c a t i o n o f 
s e v e r a l i s s u e s d i s c u s s e d i n t h i s pape r . 
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problem addressed in t h i s paper is the f o l l o w i n g . 
I t is given that some f i xed ac t i on , A, is 
advisable in some class of ( pos i t i ve ) t r a i n i n g 
instances, I + , but is inadvisable in some d i s j o i n t 
class o f (negat ive) t r a i n i n g instances, I - * * . 
The task is to determine a ru le of the form 
P A, where P is a set of condi t ions or 
const ra in ts from some predefined language. These 
condi t ions must be s a t i s f i e d for ac t ion A to be 
invoked. The learned ru le must apply to a l l 
instances from I + , but to no instances from I - . 

One popular paradigm for t h i s ru le learn ing 
task is the search paradigm. In t h i s approach, a 
ru le which Is consistent w i th the f i r s t t r a i n i n g 
instance is determined, then add i t i ona l t r a i n i n g 
instances are considered one at a t ime. At each 
step, P is revised as needed according to a we l l 
defined set of lega l a l t e r a t i o n s , so that the 
r esu l t i ng ru le version appl ies to exact ly the 
correct set of instances. This search through the 
space of allowed pat terns for the cor rec t 
statement of P * * * may be viewed as a concept 
formation problem in which the concept being 
learned is " the class of instances in which ac t ion 
A is recommended". 

Two d i f f i c u l t i e s ar ise in the search 
paradigm. F i r s t , in determining the set of 
possible a l t e r a t i o n s to the ru le in response to a 
given t r a i n i n g instance ( i . e . in determining the 
set of lega l branches at a given point in the 
search t r e e ) , care must be taken to assure tha t 
each is consistent w i th correct r u l e performance 
on past t r a i n i n g instances. Second, backtracking 
is sometimes required to t r y a d i f f e r e n t branch of 
the search t ree when subsequent t r a i n i n g instances 
reveal that an inappropr ia te decis ion has been 
made. 

This paper proposes an approach to learn ing 
ru les which f a l l s outs ide the search paradigm 
out l ined above. This candidate e l iminat ion, 
a lgor i thm r e l i e s upon a method fo r represent ing 
and updating the space of a l l r u l e versions 

•* In many ru le induct ion tasks ob ta in ing t h i s 
assignment of t r a i n i n g instances to 1+ and I- f o r 
a given act ion is a d i f f i c u l t problem in i t s e l f . 
See Minsky [31 fo r a discussion of the c r e d i t 
assignment problem. 

*** For a general d iscussion of r u l e induc t ion as 
heu r i s t i c search see Simon and Lea [ 7 ] , and 
Buchanan [ 1 ] . 



consistent w i th the observed data. Rules are 
e l iminated from t h i s r u l e vers ion space as they 
are found to c o n f l i c t w i th observed t r a i n i n g 
instances. The a lgor i thm is guaranteed to f i n d , 
wi thout backtracking or reexamining past t r a i n i n g 
instances, the set o f a l l r u les cons is tent w i th 
the observed data. 

2 VERSION SPACES 

This sect ion proposes a candidate 
e l im ina t i on approach to r u l e learn ing which 
maintains and modi f ies a representa t ion of the 
space o f a l l p laus ib le ru le vers ions (contrast 
t h i s wi th the search paradigm discussed above 
which maintains and modi f ies a s ing le current best 
hypothesis of the cor rec t r u l e v e r s i o n ) . Methods 
for represent ing t h i s r u l e vers ion space and fo r 
modify ing it in response to new t r a i n i n g data are 
presented in t h i s sec t i on . The candidate 
e l im ina t i on a lgor i thm i s guaranteed to f i nd a l l 
ru le versions cons is tent w i th the observed 
t r a i n i n g data . This is accomplished wi thout 
backtracking and independent of the order of 
presentat ion o f the t r a i n i n g instances. 

2.1 D e f i n i t i o n and Representation 

The term vers ion space is used in t h i s paper 
to re fe r to the set of current hypotheses of the 
cor rec t statement of a ru le which p red ic ts some 
f i xed a c t i o n , A. In other words, i t . is the set of 
those statements of the r u l e which cannot be ru led 
out on the basis of t r a i n i n g instances observed 
thus f a r . I t is easy to see that t h i s vers ion 
space contains the set of a l l p laus ib le ru le 
rev is ions which may be made by a search a lgor i thm 
in response to some new t r a i n i n g ins tance. 

More exac t l y , assume that there is some ru le 
R which c o r r e c t l y p red ic ts ac t ion A fo r the c lass 
of t r a i n i n g instances I + , but not fo r instances in 
the class I - . The ru l e vers ion space of 1+ and I-
is then def ined as the set of a l l such r u l e s . The 
ru le version space associated w i th ac t ion A and 
the instances 1+ and I- is an equivalence c lass of 
ru les wi th respect to t h e i r p red ic t ions on 1+ and 
I - . The elements of the vers ion space are ru les 
which p red ic t the same a c t i o n , but which d i f f e r in 
the pat terns s tated in t h e i r l e f t hand s ides . 

Before w r i t i n g programs which reason in 
terms of vers ion spaces, we must have a compact-
data representat ion fo r them. In genera l , the 
number of p laus ib le versions can be very large 
(poss ib ly i n f i n i t e ) when the language of pat terns 
for ru les is complex. The key to an e f f i c i e n t 
representat ion of vers ion spaces l i e s in observing 
that a gene ra l - t o - spec i f i c order ing is def ined on 
the ru le pat tern space by the pat tern matching 
procedure used for apply ing r u l e s . The vers ion 
space may be represented in terms of i t s maximal 
and minimal elements according to t h i s o rder ing . 

To see exact ly how the gene ra l - t o - spec i f i c 

order ing comes about, consider an example. 
Suppose that R1 and R2 are two ru les which p red ic t 
the same a c t i o n . Then R1 is said to be more 
spec i f i c (o r , equ i va len t l y , less general) than R2 
i f and only i f i t w i l l apply to a proper subset o f 
the instances in which R2 w i l l apply. This 
d e f i n i t i o n , which r e l i e s upon the pat te rn matching 
mechanism, is simply a f o rma l i za t i on of the 
i n t u i t i v e ideas of "more s p e c i f i c " and " l ess 
genera l " . For the remainder of t h i s paper, the 
terms general and spec i f i c w i l l be understood to 
have these we l l def ined meanings. 

The gene ra l - t o - spec i f i c order ing w i l l in 
general be a p a r t i a l o rde r ing ; tha t i s , given any 
two ru les we cannot, always say tha t one is more 
general than the o ther . For ins tance, two ru les 
can eas i l y apply to some of the same instances 
without the requirement that one of them apply 
everywhere that the other app l i es . Therefore, 
when a l l elements of the vers ion space are ordered 
according to g e n e r a l i t y , there may be several 
maximally general and maximally spec i f i c vers ions . 

Version spaces can be represented by these 
sets of maximally general vers ions . MGV, and 
maximally s p e c i f i c vers ions. MSV. Given such a 
representat ion i t i s qu i te easy to determine 
whether a given r u l e belongs to a given vers ion 
space. A ru l e statement belongs to the vers ion 
space of 1+ and I - i f and only i f i t is (1) less 
general than or equal to one of the maximally 
general vers ions, and (2) less s p e c i f i c than or 
equal to one of the maximally s p e c i f i c vers ions . 
Condit ion (1) assures that the ru le cannot match 
any t r a i n i n g instance in I - , whi le cond i t ion (2) 
assures that i t w i l l match every t r a i n i n g instance 
in I + . Since the sets MGV and MSV are by 
d e f i n i t i o n complete, (1) and (?) w i l l be necessary 
as we l l as s u f f i c i e n t cond i t ions for membership of 
a ru le statement in the version space. 

2.1.1 An Example: Meta-DENDRAL 

An algoriThm for represent ing vers ion spaces 
as described above has been implemented in the 
Meta-DENDRAL program. Meta-DENDRAL [ 1 ] is a 
program which learns product ion ru les to describe 
the behavior of classes of i o lecules in two areas 
of chemical spectroscopy. The vers ion of the 
program which determines ru les assoc ia t ing 
substructures of molecules w i th data peaks in a 
carbon-13 nuclear magnetic resonance spectrum 
s h a l l be considered here [14]. 

Figure 1 shows a vers ion space represented 
by the program in terms of the sets of maximally 
spec i f i c r u l e versions ( r u l e MSV1) and maximally 
general r u l e versions ( ru les MGV1 and MGV2). The 
ru l e pat tern which expresses the cond i t ions fo r 
app l i ca t i on of each ru le is s tated in a f a i r l y 
complex network language of chemical subgraphs. 
Each node in the subgraph represents an atom in a 
molecular s t r u c t u r e . Each subgraph node has the 
four a t t r i b u t e s shown, w i th values constrained as 
shown in Figure 1. Arcs between nodes in the r u l e 
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Figure 1. A Version Space Represented by i t ' s Extremal Sets 

MSV1 is the maximally s p e c i f i c r u l e vers ion . MGV1 and MGV2 are maximally general r u l e vers ions . 
Only the ru le pat terns ( l e f t hand sides) are shown above. A l l ru les shown predic t the same 
a c t i o n : the appearance of a peak associated wi th atom "v" in a given range of the spectrum. 

subgraph (shown schemat ical ly as l i nes between the 
node l e t t e r s ) represent chemical bonds between 
atoms. The d e f i n i t i o n of a match of the ru le 
pat tern (subgraph) to a t r a i n i n g instance 
(molecule graph) requi res that the subgraph " f i t 
i n t o " the molecule graph, and that the subgraph 
node a t t r i b u t e cons t ra in ts be consistent w i th the 
a t t r i b u t e values of the corresponding node in the 
molecule graph. If a molecule graph contains a 
set of nodes which f i t the pa t t e rn , then the 
corresponding ac t ion is predic ted by the r u l e . In 
t h i s program the classes 1+ and I- are sets of 
molecules fo r which the ind ica ted spec t ra l peak 
does and does not appear. 

The vers ion space represented in Figure 1 
contains several hundred ru l e vers ions: the three 
versions shown plus a l l vers ions between these in 
the gene ra l - t o - spec i f i c o rde r ing . However, i t can 
be represented simply by the two maximally general 
vers ions, MGV1 and MGV2, and the s ing le maximally 
spec i f i c ve rs ion , MSV1. The s ing le most spec i f i c 
vers ion contains every node and node a t t r i b u t e 
cons t ra in t cons is tent w i th a l l t r a i n i n g instances 
in I + . Thus, any more s p e c i f i c version cannot 
match every element of I + . Two general versions 
are requi red in t h i s example since ne i ther is 
"above" the other in the gene ra l - t o - spec i f i c 
p a r t i a l o rde r ing . Any r u l e more general than 
e i t he r MGV1 or MGV2 w i l l match some element of I - . 
Furthermore, any r u l e which is between these 

general and spec i f i c boundaries of the vers ion 
space w i l l match a l l current instances in 1+ (by 
v i r t u e of being more general than MSV1), and w i l l 
match no current instances from I- (by v i r t u e of 
being more spec i f i c than MGV1 or MGV2). Notice 
that the cons t ra in ts stated by MSV1 are more 
s t r i c t than those stated by MGV1 and MGV2, and 
that MSV1 contains a superset of the nodes 
contained in the maximally general vers ions. This 
is consistent w i th the gene ra l - t o - spec i f i c 
order ing discussed above, in that MSV1 w i l l apply 
to a proper subset of those instances to which 
MGV1 and MGV2 apply. 

2.2 Version Spaces and Rule Learning 

Recall the r u l e learn ing task discussed 
e a r l i e r . A program is given examples of two 
classes of t r a i n i n g instances, 1+ and I - . The 
program must determine some ru le which w i l l 
produce a given a c t i o n , A, f o r each t r a i n i n g 
instance in I + , but fo r no instance in I - . 

The candidate e l im ina t i on a lgor i thm 
presented here operates on the vers ion space of 
a l l p laus ib le ru les at each s tep, beginning w i th 
the space of a l l r u l e versions consis tent w i th the 
f i r s t pos i t i ve t r a i n i n g ins tance, and modi fy ing 
the version space to e l im ina te candidate vers ions 
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found to c o n f l i c t 
instances. 

w i th subsequent t r a i n i n g 

The ch ie f d i f fe rence between the candidate 
e l im ina t i on approach and the search approach 
discussed above is that search techniques se lect 
and modify a current best hypothesis of the form 
of the r u l e . Rather than se lect a s ing le best 
ru le ve rs ion , the candidate e l i m i n a t i o n a lgor i thm 
represents the space of a l l p laus ib le ru le 
vers ions, e l i m i n a t i n g from cons iderat ion only 
those versions found to c o n f l i c t w i th observed 
t r a i n i n g ins tances. Thus, the candidate 
e l im ina t i on approach separates the deductive step 
of determining which r u l e vers ions are p l aus ib l e , 
from the induc t i ve step of se lec t i ng a cu r ren t -
best -hypothes is . At any s tep , the same h e u r i s t i c s 
used by search methods to i n f e r the current best 
hypothesis may be appl ied to i n f e r the best-
element contained in the vers ion space. However, 
by r e f r a i n i n g from committ ing i t s e l f to t h i s 
induc t i ve s tep, the candidate e l im ina t i on 
a lgor i thm completely avoids the need to backtrack 
to undo past decis ions or reexamine old t r a i n i n g 
instances. At the same time the a lgor i thm is 
assured of f i n d i n g a l l cor rec t versions o f the 
ru le a f t e r a l l t r a i n i n g data has been presented. 
These are the strongest two advantages of the 
candidate e l im ina t i on approach to l ea rn ing . 

2.2.1 Meta-DENDRAL Example Revis i ted 

The candidate e l im ina t i on a lgor i thm using 
vers ion spaces has been implemented as part of the 
meta-DENDRAL program. Recal l from the e a r l i e r 
example that in t h i s program the t r a i n i n g instance 
classes 1+ and I- are molecule graphs for which 
some ac t ion ( i . e . the appearance of a peak in some 
region of t h e i r spectra) should or should not be 
p red ic ted . The f i r s t part of Meta-DENDRAL 
determines several d i f f e r e n t predic ted act ions 
associated wi th sets of pos i t i ve and negative 
t r a i n i n g instances* Rule vers ion spaces fo r each 
d i s t i n c t predicted ac t ion are then generated from 
the t r a i n i n g instances associated w i th the a c t i o n . 
Subsequent data may be analyzed to modify the 
vers ion space in a manner guaranteed to be 
consis tent w i th the o r i g i n a l data. 

The candidate e l im ina t i on a lgor i thm operates 
on the maximally general and maximally s p e c i f i c 
sets represent ing the version space. The set of 
maximally general r u l e versions (MGV) is 
i n i t i a l i z e d to a s ing le pat tern cons is t ing of the 
most general statement in the language of r u l e 
pat terns (a s ing le atom graph wi th no constrained 
node a t t r i b u t e s ) . The set of maximally s p e c i f i c 
versions (MSV) is i n i t i a l i z e d to a ru le which 
contains as i t s pat tern the f i r s t instance in I + . 
The i n i t i a l vers ion space represented by these 
extremal sets there fore contains a l l ru les in the 
language which match the f i r s t t r a i n i n g ins tance. 

The t r a i n i n g instances are then considered 
one at a t ime. Each t r a i n i n g instance is used to 
e l im ina te from the vers ion space those ru l e 

versions which c o n f l i c t w i th that ins tance. This 
is always accomplished by s h i f t i n g the maximally 
s p e c i f i c and maximally general boundaries of the 
vers ion space toward each other as shown in f i gu re 
2. 

Pos i t i ve t r a i n i n g instances force elements 
of MSV to become more genera l , whereas negative 
t r a i n i n g instances force elements of MGV to become 
more s p e c i f i c . The maximally spec i f i c set can, of 
course, never be replaced by a more s p e c i f i c set 
(nor the maximally general set by a more general 
one) since by d e f i n i t i o n , any vers ion outside the 
current vers ion space boundaries is incons is ten t 
w i th previous t r a i n i n g data. The ac t ion taken by 
the candidate e l im ina t i on a lgor i thm in updating 
the extremal sets is given below. 

I f the new t r a i n i n g instance belongs to I - , 
then each element of MGV which matches the 
instance must be replaced by a set of minimal ly 
more spec i f i c versions which do not match the 
ins tance. These new versions are obtained by 
adding cons t ra in ts taken from elements in MSV in 
order to ensure that they remain more general than 
some MSV, and thus remain consis tent w i th previous 
1+ instances. Furthermore, each element of MSV 
which matches the negative t r a i n i n g instance must 
be e l iminated from the set (since i t is already 
maximally s p e c i f i c , it cannot be replaced by a 
more spec i f i c ve rs i on ) . 

I f the new t r a i n i n g instance belongs instead 
to I * , then any elements from MSV which do not 
match the new p o s i t i v e t r a i n i n g instance are 
replaced by a set of min imal ly more general 
elements which do match the ins tance. In order to 
ensure that these more general versions do not 
match past t r a i n i n g instances from I - , any which 
are not more s p e c i f i c than at leas t one element of 
MGV are e l im ina ted . Elements from MGV which do 
not match the p o s i t i v e instance are e l im ina ted . 

A f te r processing each t r a i n i n g ins tance, the 
new maximally general and maximally s p e c i f i c sets 
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(such as those shown in Figure 1) w i l l bound the 
space of f i l l r u l es consis tent w i th the observed 
data. Notice tha t by modify ing the version space 
in the above way, a l l ru les (and only those ru les) 
which c o n f l i c t w i th the new t r a i n i n g instance are 
e l iminated from cons idera t ion . 

3 REASONING WITH VERSION SPACRS 

An e x p l i c i t representat ion for the space of 
p laus ib le r u l e vers ions appears to have uses in 
add i t ion to tha t described above. This sect ion 
discusses some l i m i t a t i o n s on the general 
a p p l i c a b i l i t y of vers ion spaces, as we l l as some 
promising add i t i ona l uses. 

3.1 A p p l i c a b i l i t y and L im i ta t i ons 

The vers ion space approach to ru le learn ing 
described above is l i m i t e d in ce r ta in respects, 
The a lgor i thm is based upon the assumption that 
the assignment of t r a i n i n g instances to 1+ and I-
i s consistent ( i . e . the suppl ied c l a s s i f i c a t i o n o f 
t r a i n i n g instances can be generated by at least 
one ru le in the r u l e space). In some domains t h i s 
may be a v a l i d assumption, but in ce r ta in "no isy" 
domains the process of c l a s s i f y i n g instances may 
be un re l i ab le or the t r a i n i n g instances themselves 
may be i ncons i s ten t . If the set of t r a i n i n g 
instances is not cons is ten t , the a lgor i thm w i l l 
e l iminate a l l r u l e versions from cons idera t ion , 
and backtracking w i l l be requ i red . This i s , 
however, no worse than is expected from other non-
s t a t i s t i c a l a lgor i thms, a l l o f which also require 
backtracking in t h i s case. One pos i t i ve point is 
that the col lapse of the vers ion space to the n u l l 
space provides an immediate i nd i ca t i on that 
something has gone wrong. S p e c i f i c a l l y , it 
i nd ica tes that there is no ru le w i t h i n the 
suppl ied r u l e language which can d iscr iminate 
between 1+ and I- ( t h i s can occur e i the r fo r noisy 
data, or in the case where the r u l e language is 
not s u f f i c i e n t l y complex to represent the given 
dichotomy of 1+ and I - ) . 

One method fo r making the candidate 
e l im ina t i on a lgor i thm more accommodating of noisy 
data might be to e l im ina te only candidate versions 
which c o n f l i c t w i th some f i xed number of t r a i n i n g 
instances greater than one* The pr ice paid in 
exchange fo r t h i s extension would be a decrease in 
the ra te at which the vers ion space boundaries 
converge toward each o ther . 

A second l i m i t a t i o n on the general 
a p p l i c a b i l i t y of vers ion spaces may l i e in the 
nature o f the p a r t i a l o rder ing o f ru le vers ions. 
For simple languages of r u l e pat terns the sizes of 
the maximally general and maximally spec i f i c sets 
of vers ions w i l l be sma l l . I t appears in Meta-
DENDRAL that the s ize of these sets may be 
manageable fo r simple molecules in sp i te of the 
complex language of r u l e pat terns* However, i t is 
possib le tha t fo r some domains the s ize of these 
extremal sets may become qu i te l a rge . In Meta-

DENDRAL, in format ion about the interdependences of 
the node proper t ies is used to e l im ina te 
s y n t a c t i c a l l y d i s t i n c t r u l e statements which are 
semant ical ly equ iva lent . Thus, the s ize of the 
extremal sets is not adversely a f fec ted by 
redundancy in the ru le language. A second 
possible method fo r l i m i t i n g the s ize of the 
maximally general and maximally spec i f i c vers ion 
sets is the i n t roduc t i on of domain-speci f ic 
cons t ra in ts on allowed elements of the version 
space. It is common in AI programs to use task 
domain knowledge to const ra in combinator ia l l y 
explosive problems. It may be possible to 
incorporate such cons t ra in ts in the rout ines which 
manipulate version spaces in order to dismiss a 
p r i o r i u n l i k e l y ru l e statements present in the 
ru le language. 

I t appears that the p r a c t i c a l a p p l i c a b i l i t y 
of the version space approach to other domains is 
l im i t ed only by the above two cons t ra in t s : the 
requirement of r e l i a b l e t r a i n i n g data, and the 
danger of over ly large maximally general and 
maximally spec i f i c se ts . The only assumption 
c r i t i c a l to t h i s approach is that a p a r t i a l 
order ing ex i s t over the space of ru le pa t te rns . 
This assumption is always s a t i s f i e d since the 
order ing is defined in any domain by the pat tern 
matcher employed. In general it seems that the 
version space approach w i l l be most e f f i c i e n t in 
domains in which the the p a r t i a l order ing over the 
pat tern space is not extremely "branchy", but 
where each branch may be qu i te deep. This is due 
to the fact that only the most and least spec i f i c 
p laus ib le version ( i f any e x i s t ) along each branch 
need be saved. Thus, the e f f i c i e n c y of the 
version space a lgor i thm (and the size of the 
extremal sets) is unaffected by the depth of each 
branch, but is adversely a f fec ted by the number of 
branches. In con t ras t , the e f f i c i e n c y of search 
procedures and t h e i r need fo r backtracking appear 
to be adversely a f fec ted by both the number of 
branches in the p a r t i a l order ing and the depth of 
the branches. 

3.2 Other Uses fo r Version Spaces 

Version spaces provide an e x p l i c i t 
representat ion of the range of p laus ib le r u l e s . 
With t h i s e x p l i c i t representa t ion , the program 
acquires the a b i l i t y to reason more abs t rac t l y 
about i t s ac t ions . The program is aware of more 
than the current best hypothesis - it has 
ava i lab le the en t i r e range of p laus ib le choices. 
This view of version spaces suggests t h e i r use for 
tasks other than the p a r t i c u l a r ru le learn ing task 
described above. Two such tasks w i l l be suggested 
i n t h i s sec t ion . 

3.2.1 Select ing New Tra in ing Instances 

The importance of ca re fu l se lec t ion of 
t r a i n i n g instances fo r e f f i c i e n t and r e l i a b l e 
learn ing has been stressed by several w r i t e r s 
[ 8 ] , [ 1 0 ] , yet few learn ing programs take an 
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act ive r o l e in determinin, 
instances. One notable exce 
program w r i t t e n by Popples 
generates t r a i n i n g instances 
c l a s s i f i c a t i o n resolves 
hypotheses. The vers ion 
appears wel l su i ted fo r a l 
generate i t s own set o 
instances. 

g t h e i r own t r a i n i n g 
p t ion is an induc t ion 
one [51 which i t s e l f 
whose (user suppl ied) 

among competing 
space representa t ion 

lowing the program to 
f c r i t i c a l t r a i n i n g 

t r a i n i n g ins tances, and the 
independent of the order of 
ins tances. 

f i n a l r e s u l t i s 
presentat ion of 

Since vers ion spaces represent the range of 
ru le versions which cannot be resolved by the 
current t r a i n i n g data, they also summarize the 
range of unencountered t r a i n i n g inste ices that 
w i l l be usefu l in se lec t i ng among competing ru le 
vers ions. By cons t ruc t ing a t r a i n i n g instance 
which matches some, but not a l l , of the maximally 
general vers ions , the program may be able to 
determine which of several p o t e n t i a l l y important 
a t t r i b u t e s should be spec i f i ed in a r u l e . On the 
other hand, by cons t ruc t ing t r a i n i n g instances 
which match a given most general ve rs ion , but not 
i t s most s p e c i f i c counterpar t , the program may 
determine how s p e c i f i c the cons t ra in t on a given 
a t t r i b u t e must be. Note (as pointed out by one of 
the referees of t h i s paper) that the generat ion of 
t r a i n i n g instances might also provide a usefu l 
t o o l fo r l i m i t i n g the size of the maximally 
s p e c i f i c and maximally general se ts , in tha t 
examples designed to d isc r im ina te among competing 
extremal versions could be generated. 

3.2.2 Merging Separately Obtained Results 

The cons t ruc t ion of r e l 
fo r use in knowledge based 
c e r t a i n l y requ i re learn ing 
and number of t r a i n i n g ins ta 
learned from d i f f e r e n t data 
become a des i rab le c a p a b i l i t y 
large t r a i n i n g data set i n t o 
to be analysed in p a r a l l e l ) . 

i ab le knowledge bases 
programs w i l l almost 
from a large v a r i e t y 
nces. Merging ru les 

sets may there fore 
(consider breaking a 

several smaller sets 

Version spaces al low a convenient, 
consis tent method fo r merging sets of ru les 
generated from d i s t i n c t t r a i n i n g data sets* The 
i n t e r sec t i on of the version spaces of two ru les 
formed from two sets of t r a i n i n g data y i e l ds the 
vers ion space of a l l ru les consis tent w i th the 
union of the data se ts . The r e s u l t obtained by 
i n t e r s e c t i n g vers ion spaces derived from d i f f e r e n t 
data sets is there fore the same as would be 
obtained by running the candidate e l im ina t i on 
a lgor i thm once on the union of the t r a i n i n g data. 

Version spaces provide at once a compact 
summary of past t r a i n i n g instances and a 
representat ion o f a l l p laus ib le ru le vers ions . 
Because they provide an e x p l i c i t representa t ion 
fo r the space of p laus ib le r u l e s , vers ion spaces 
al low a program to represent "how much it doesn't 
know" about the cor rec t form of the r u l e . Th is 
suggests the u t i l i t y of the vers ion space approach 
to problems such as i n t e l l i g e n t se lec t i on of 
t r a i n i n g instances and merging sets of 
independently generated r u l e s . 
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