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A first view — evaluating positions 

We present an overv iew of the design of a program that 
playr, s imple chess endings wi th pawns and details of 
i n t e res t i ng aspects. The program evaluates positions 
accord ing to product ion- l ike rules and also generates 
moves th rough the mediation of rules that produce 
"s t ra teg ies " . Effects of the design are discussed, part ly 
t h r o u g h examples. The design affects the application of 
s tanda rd chess programming principles, among them use of 
cu to f f s , the def in i t ion of a repeated posit ion, and the 
compar i son of values of positions. We also describe 
p rob lems and solut ions of problems concerning concepts 
pecu l iar to this t ype of design, especially the concept of 
sea rch w i t h i n the context of pursuing a particular strategy. 

Introduction 

King and pawn endgames are an appealing subject for 
s tudy for severa l reasons. Even in very simple pawn 
end ings s t ra igh t fo rwa rd searching may not deliver a 
co r rec t answer. A reason to stop searching may not 
appear w i th in 15 ply, and even at branching factors of 7 
th is is too much search. See (Newborn, 1977). These 
end ings are also easily divided into easier and harder 
classes of problems. The easiest problems can be solved 
by less sophis t icated means and yet they can be solved 
b e t t e r by the more power fu l techniques that are essential 
in so lv ing the more complex endings. 

Because ob jec t ives in the king and pawn endings tend to 
be f ew in number, but may be several moves away, we felt 
th is was an oppo r tun i t y to explore analysis of a "strategic" 
na tu re . We have also found it possible to substi tute 
ca lcu lat ions for substant ial amounts of searching in many 
s i tua t ions . 

EG has deve loped over a per iod of time and changed as 
it has done so. This development has left behind a series 
of ob jec t lessons in the design of such a program which 
are more important than the fact that it solves certain 
p rob lems . 

In the presenta t ion , parts of the program will be 
p r e s e n t e d in s impl i f ied form. These views wil l be ref ined 
or a l t e red as needed fur ther on. 

This w o r k was suppor ted by the Advanced Research 
Pro jec ts Agency of the Office of the Secretary of Defense 
(con t rac t F 4 4 6 2 0 - 7 3 - C - 0 0 7 4 ) and is monitored by the Air 
Force Off ice of Scientif ic Research. 

1 he in format ion most readily available to the would-be 
chess programmer relates descriptions of the king and 
p a w n endings posit ions to facts about them. As available 
f r om technical books on the endings such as (Averbakh and 
Maizel is , 1974), it can usually be described for the 
computer in terms of ordinary geometrical relations and 
the " func t iona l " relat ions of the king and pawn endings 
(bear ing relat ions on pieces and squares). The 
descr ip t ions are usually stated in such a way that it is 
easy to test whether or not a descript ion holds. EG has a 
set of rules whose condit ion parts are in this form which it 
uses to evaluate posit ions. 

Let us look at the rule of the square, Example K If the 
k ing is inside the square shown after his move, he will be 
al„)le to capture the pawn by the time it promotes. The 
test condi t ion of the rule of the square appears in the 
cond i t i on par ts of several rules for evaluating positions. 

Examp le 1 : 

Uh i te to move 

An exceedingly simple yet powerful evaluation rule 
s ta tes that in posit ions where white has a king and pawn 
against black's king, white need never lose. (Of course he 
actua l ly CANNOT lose.) In general we will always refer to 
the side w i t h a distinct advantage as "whi te". This 
conven t i on simpli f ies the statement of rules. 

Looked at f rom a very simple point of view, EG searches 
moves p roposed by move suggestion rules. Any branch of 
the search terminates when it reaches a posit ion whose 
game- theo re t i c value is known to be either good enough or 
bad enough to be def ini tely accepted or re jected by the 
s ide on move at the root of the search tree. (For instance, 
in a pos i t ion where it is known from the start that one side 
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cannot w in , a d rawn posit ion must be considered good 
enough for that side.) Every posit ion is evaluated by 
app l y i ng the posi t ion evaluation rules to it when it is first 
reached . The values are represented by a pair of values 
f r o m the set : {black win, draw, white win). The pair 
r e p r e s e n t s a range wi th in which EG is sure the game-
theo re t i c value of the posit ion lies. In the simple endings 
we have invest igated a good player can expect to 
comp le te l y analyze a posit ion, so we have t r ied 
successfu l ly so far to avoid heuristic values, instead 
ob ta in i ng exact values by analysis. 

The in format ion about values of positions thai is 
o b t a i n e d f rom static evaluation is used in several ways to 
c o n t r o l search. The most obvious use of the information is 
to p r e v e n t search at posit ions (other than the root) where 
the t rue value of the posit ion is Known. The availability of 
th is k ind of in format ion can save a great deal of ef for t , as 
in Example 2. 

Since the stat ical ly determined values of positions are 
cons is tent w i t h the game theoretic values, it is possible to 
use these values to re tu rn similarly consistent values from 
the search. Let us call the first value of the range 
ind ica ted by a value the "lower value" and the second one 
the "upper value". The lower value of a node may be set 
to the maximum of the lower values of its daughter nodes, 
and its upper value may be set to the maximum of its 
d a u g h t e r s ' upper values. 

Sf archinig_and. strateg ies 

Only moves suggested for a particular reason are 
cons ide red in any posit ion. This restr icts the search 
f u r t h e r . Example 3 i l lustrates the structure of EG and 
some issues of searching wi th this design. 

Examp le 3 : 

Even though the principal variat ion from this position to 
the p romot ion of the pawn is 71 ply deep, one of the basic 
" p a t t e r n s " (pos i t ion descript ions) for endings with a king a 
p a w n against a king applies after just one ply of search. 
EG wou ld t r y the (unique) winning move before any others, 
but even if they were suggested, any of the other legal 
moves in this posi t ion would be rejected after 1 to 2 ply 
of search , when posit ions known to be drawn would be 
reached. 

The winn ing move is K-B3. The condition met by the 
pos i t i on it y ie lds is typical . It says that when one side has 
exac t ly one pawn and the other side has only a king, if the 
p a w n is not at the edge of the board, the side with the 
p a w n "has the oppos i t ion" and his king is more advanced 
than the pawn, the side wi th the pawn can force a win. 

To "have the oppos i t ion" is a chess term for a situation 
w h e r e t w o kings face each other f rontal ly, as after white's 
co r rec t move, and w i th an odd number of squares between 
them. The side not on move is said to be the one having 
the oppos i t ion . 

Each of the nodes w i th no descendants is fol lowed by its 
va lue. In this example, the range of uncertainty of each is 
nil 1 7 nodes are searched including the root. How does 
FG decide what to t ry? 

All moves are generated by what we call strategies. As 
par t of the problem solver, strategies combine the 
charac ter is t i cs of means and goals; a strategy specifies 
goal in format ion and also is a means for obtaining the 
s i tua t ion speci f ied. EG being wr i t ten in LISP, strategies are 
imp lemented as S-expressions which are evaluated and 
also inspected by EG. When a strategy is evaluated in the 
con tex t of a part icular node in a search tree it produces a 
list of moves, possibly empty. This list of moves goes into 
a bu f fe r . If a move is needed and the buffer is empty, a 
new round of s t ra tegy suggestion occurs. If no new 
s t ra teg ies are proposed, EG tr ies no more moves from the 
node. 
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The list of moves generated by a strategy at a 
par t i cu la r node in a search basically depends on its 
a rguments , wh ich help to define the goal, and on the chess 
pos i t i on at the node. Usually either one move or no moves 
are gene ra ted at one time by a strategy. 

In Example 3, EG considers six squares to be critical for 
the w h i t e king to reach, shown starred. (Advancing the 
p a w n can only be harmful.) White must bring the king to 
o n r of these or he wil l only achieve a draw. Of the six, 
on ly those nearest to the white king need to be 
cons ide red ; if they fail all the others will also. In this 
pos i t i on the re sre two squares at a distance of three from 
the wh i t e k ing: Q4 and K4. Two strategies are suggested, 
one to reach Qfl and one to reach K4. Only moves 
g e n e r a t e d for e i ther one of these two strategies are 
c ons ide red . 

Whi te does not adhere str ic t ly to his initial strategy 
(march to Q4). There is what amounts to a hierarchy of 
s t ra teg ies , and the rule which suggests taking of the 
o p p o s i t i o n in the cri t ical situations can take precedence 
o v e r the basic s t ra tegy. Actually, this arrangement has 
p r o v e d to i n te r fe re w i th the improvement of the program. 
We wi l l be in a better posit ion to explain this once 
feas ib i l i t y tes t ing has been presented. (See the section on 
Calculat ions.) 

In this common type of posit ion where the pawn is not 
on a rook f i le black marches toward a square on the file of 
the wh i te pawn : either the square of the white pawn or 
onr of the squares in f ront of it. There is a feasibil i ty test 
based on distances which can declare squares to be 
imposs ib le for black to reach if white tries to prevent his 
occupa t ion of them. Black heads for the square of those 
not ru led out by the distance test which is closest to the 
p a w n . If he fails to achieve a draw, he tries squares as far 
as the t h i r d square in front of the pawn. If all of these 
fa i l , the s t ra tegy fails, which in this case means the 
pos i t i on is lost. 

Blac.kV. basic s t ra tegy of reaching K4 suggests an 
in fe r io r move at his second turn before the correct one is 
sugges ted . Black's correct moves are made because EG 
recogn izes that when white succeeds because he gets the 
o p p o s i t i o n , there are special techniques black can use to 
p r e v e n t this. (The evaluation rules that involve the 
o p p o s i t i o n are w r i t t e n to record the fact that it occurred 
and the move suggest ion rules check for such a message. 
7 his is the same kind of mechanism that is in the Causality 
Faci l i ty descr ibed in (Berl iner, 1974), but here the causes 
of fa i lu re recognized and the counter-st rategies tend more 
in the d i rec t ion of being special cases.) Black tries to just 
mark t ime for one move by moving to a square adjacent to 
the one he was on when white succeeded by obtaining the 
oppos i t i on . In this example he happens to make the 
c o r r e c t move on the f i rst t ry . In some other examples ECs 
behav io r may be somewhat less appropr iate. 

More search control issues 

Repet i t ion of positions 

The reader may have noticed that several positions are 
r e p e a t e d . It is necessary to allow this; the reason is that 
in d i f f e ren t contexts d i f ferent variations may be t r ied from 
the same posi t ion. One component of the context is a 
s ta tement of the s t ra tegy being pursued. Another is a 
He ^script ion of events, such as the occurrence of the 
p a t t e r n of the opposi t ion, for which there are particular 
coun te r measures. In part icular, the same position may be 
reached dur ing the pursuit of two dif ferent strategies. 
That is exact ly what happened in this case. Nodes in the 
search t ree can be considered the same if the positions 
are the same in the usual sense and the contexts are also 
the same. 

Searching in context 

If a s t ra tegy fails somewhere other than the root node 
of the search, EG wil l usually t ry fewer strategies than it 
wou ld if that posi t ion were a root node. Typically, the 
s t ra teg ies in simple king and pawn positions have the 
p r o p e r t y that if the st rategy generates any moves at all, 
one of them wil l be at least as good for its goal as the best 
move- genera ted by any strategy not generating moves 
d i i e c t e d to that end. This implies that if a strategy is t r ied 
at a node, it does not need to be tr ied anywhere in the 
search t rees rooted at siblings of the nodes generated by 
the s t ra tegy . Eor this reason we calf it the exclusionary 
p r o p e r t y . This method of reducing tree search is based on 
a suggest ion in (Ber l iner, 1974). Other aspects of control 
of the t ree search are also directly related to concepts 
desc r i bed there . 

In Example 3 both of white's basic strategies are 
sugges ted at the root node and they have the exclusionary 
p r o p e r t y , so whi te does not initiate branching except at 
the root node. If the exclusion did not occur, white would 
t r y t w o moves at each of depths 2 and 3. 

Strategies that fail 

If in some posit ion a strategy cannot make a consistent 
move or it is known that the value it was aiming for is not 
ob ta inab le , we say that it has failed in that position. (Each 
s t r a t e g y has associated information giving the minimum 
value it is designed to achieve if successful, ef fect ively a 
s tandard ized piece of goal information.) We make the 
assumpt ion that the principal variation will end at a leaf at 
wh ich a s t ra tegy has succeeded. Since the minimum value 
can be chosen to be the absolute minimum value, it is easy 
enough to choose the value conservat ively, and some 
cu to f f s can be made this way. 

When a s t ra tegy fails, it may do so at a posit ion where 
the stat ic evaluator is uncertain of the value of the 
pos i t i on . If some other strategy is not a fai lure at the 
node, the fa i lure of the strategy is hardly more significant 
t han , say, suggest ion of an illegal move. If all proposed 
s t ra teg ies fa i l , the "success" assumption affects the value 
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backed up. Under that assumption, the variat ion could be 
d i sca rded , and as a pract ical matter that would usually be 
equ iva len t to g iv ing the posit ion the absolute minimum 
va lue. In p rac t ice , we subordinate this assumption to the 
assumpt ion that the static evaluation is consistent. Instead 
of r e t u r n i n g the absolute minimum value, we re turn the 
minimum value indicated by the static evaluation. This 
p r o v i d e s a consistency check in those cases where the 
p r inc ipa l va r ia t i on is generated by a strategy that fails. 

As has been ment ioned above, wi th the " in ter rupt ion" 
scheme sometimes posit ions are played correct ly only 
because one s t ra tegy suggests the f irst moves of a 
v a r i a t i o n , at wh ich point another strategy suggests the 
best cont inuat ion . It is hard to ensure that the 
i n t e r r u p t i o n wi l l occur if the interrupt ing strategy has the 
exc lus ionary p r o p e r t y , though under some circumstances it 
w i l l . 

Kin£ and two pawns versus kin£ 

The main prob lem in endings wi th king and two pawns 
against a k ing is to use the information about the pawns 
ind iv idua l ly along w i th the information applying only to the 
t w o pawns together . It has turned out to be fair ly simple 
to use the exist ing informat ion about endings wi th a king 
and p a w n against a king. 

The p rob lem of evaluat ion of positions was handled by 
genera l i z ing the evaluator for king and pawn versus king 
endings a l i t t le bit . It was given parameters and expanded 
somewhat . One typical (and important) change was that 
those posi t ions leading to stalemate wi th only one pawn on 
the boa rd almost always lead to wins wi th two pawns. The 
ru les for detec t ing these classes of positions were 
mod i f ied to d ist inguish between positions wi th and without 
an e x t r a pawn which can make a move for the simple 
p u r p o s e of fo rc ing black to move. The evaluator for 
pos i t ions w i t h a king and two pawns versus king has a rule 
wh i ch says w i t h minor exceptions that if a posit ion can be 
recogn i zed as a w in for ei ther pawn "by itself" it is a win 
w i t h the t w o pawns together. Suggestion of strategies and 
moves is handled in a similar way. EG solves almost all 
end ings w i t h king and two pawns versus king. The known 
excep t ions invo lve potent ia l stalemates and a few unusual 
pos i t ions . There seems to be a tendency for a few unusual 
k inds of posi t ions to be over looked when rules are being 
w r i t t e n . • 

Un fo r tuna te l y , it does not appear that things can be this 
easy in genera l . To be used in more complex posit ions, 
know ledge sources like the posit ion evaluators would have 
to be able to g ive much more information, certainly things 
such as reasonable bounds on the time needed to win wi th 
a par t i cu la r pawn and the squares each side needs to have 
avai lable to it. 

Calculations 

EG's abi l i ty to detect proper t ies of positions without 
search ing is d is t inct ly bet ter than has been indicated up to 
now. It has the abi l i ty in many cases to detect that 
pa t t e rns can be achieved without going through a search 

to reach a posi t ion where the pat tern actually applies. The 
calculat ions are based on time and distance. 

For example EG assumes in king and pawn against king 
s i tuat ions that if the white king is "as close" to the pawn 
as the black king and "closer" to one of the three squares 
marked w i t h stars in Example 3, whi te can win the ending. 
Conve rse l y if the black king is "closer" to the pawn than 
the wh i t e king he wi l l be able to capture the pawn and 
d raw. 

Two algor i thms have been developed which handle time 
and distance measurements w i th great precision wi th in 
the i r domains of appl icabi l i ty. They both operate by 
mark ing squares of the chess board wi th indications of 
d is tance. They each do their analysis wi th all other pieces 
s ta t i ona ry by assumption. 

One is a var ia t ion of the A* algorithm for f inding 
minimum cost paths, descr ibed in (Nilsson, 1971). The 
va r i a t i on is that this algorithm finds ALL minimum cost 
( sho r tes t ) paths for a king of a given color between two 
g i ven points on a board rather than the one path given by 
A*. The o ther algori thm is less interest ing from an 
algor i thmic point of view," but more interest ing in the 
assumpt ions behind its use. Its purpose is to determine 
wh ich squares of the board the white king can reach 
b e f o r e the black king and which squares the black king can 
reach f i rs t . The idea is that each side starts out claiming 
the square that its king is on. The sides then alternate in 
c la iming all the unclaimed squares adjacent to squares 
a l ready claimed by them and not adjacent to any square 
a l ready claimed by the other side. The algorithm 
te rmina tes when nei ther side can claim any more squares. 

This d iv ides the board up into "spheres of inf luence" of 
the kings and it prov ides a very useful approximation for 
the set of squares which each king can reach despite the 
e f f o r t s of the other . Certainly each king can reach all of 
the squares indicated by this algorithm. However, if one of 
the kings only needs to reach one of a set of two or more 
squares , he may be able to do so even when the algorithm 
does not indicate it. This analysis is quite effect ive and it 
so lves v e r y much the same set of problems that people 
Solve by "count ing" analysis on the chessboard. See 
f Botv inn i k , 1970) for a proposal to apply this type of 
analys is to the movements of all types of pieces for 
analys is purposes. 

Example 4 is one where EG's calculation abilit ies can be 
used and are, but some searching is still done. If the black 
k ing w e r e at N2, black would not t r y the f irst variat ion. If 
the wh i t e k ing were at N2, white would not t r y the second 
va r i a t i on shown. 
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More representation issues 

The values g iven are all relat ive to white. The initial 
pos i t i on is eva luated as [draw win] , at least a draw for 
wh i t e . Black abandons the f irst variat ion upon realizing it 
cannot succeed at its aim of achieving a "loss". White's 
s t r a t e g y of at tacking the black pawn from the other side is 
f a i r l y reasonable , but fails. The last var iat ion, which black 
uses to select his move, is good play for both sides. 

Feasibi l i ty and interrupt ion 

In many posi t ions the calculations can also determine 
w h e n simple st rategies wil l fai l . We call this the use of 
ca lcu lat ions for feasib i l i ty testing. Feasibil ity testing is an 
impor tan t means for reduct ion of search in the endings we 
have seen. In the design of the program we found that 
feas ib i l i t y tes t ing interacts badly wi th careless reliance on 
i n t e r r u p t i o n of s t rategies by h igher-ranked strategies. 

The p rob lem is that when a strategy may be in terrupted 
in unspec i f ied ways by unspecif ied other strategies, it is 
imposs ib le to re ject in advance any moves it might 
g e n e r a t e . This is the problem re fe r red to in the 
d e s c r i p t i o n of Example 3. 

A v iew of the kpk endings 

We now tu rn to a large view of the king and pawn 
ve rsus king endings. EG's behavior in playing out an 
end ing can he v iewed through an analogy to navigation, 
f G has a p r e t t y good idea of which way to go at any given 
po in t , but is sti l l subject to error . To avoid er ror , it has 
memor ized a number of landmarks in the area, and it 
co r rec t s itself by watching for them. That is, it backtracks 
w h e n a c lear ly wrong landmark is reached and stops 
search ing when a sat isfactory one is found. (The analogy 
w o r k s best when EG is playing the side which succeeds in 
the ending.) A "landmark" is a position meeting the 
condi t ions for one of the static evaluation rules. Figure 1 
is a "map" which por t rays something of how EG interacts 
w i t h its envi ronment in the king and pawn versus king 
endings. 

Each node in the graph represents an informally defined 
( lass of posi t ions, each associated wi th a few related types 
of landmarks, i.e. known patterns or types of positions. We 
g ive e i ther a verba l descript ion of the main kind of pat tern 
or a general ized descr ipt ion of the set of patterns 
associated w i th each node. (There are really a number of 
addi t ional types of known positions which cover special 
cases, especial ly where the basic rules would give 
incor rec t informat ion. These are left out to keep the 
f igu re simple.) EG may start a search from a position not 
be long ing to any node and search may pass through 
pos i t ions belonging to no node while navigating from one 
node to another. The nodes also mostly have self- loops 
wh ich are not shown. 

F igure 1: States of King and Pawn vs King Endings 

Since feas ib i l i ty test ing is so useful, the use of 
i n t e r r u p t i o n s has been modified to make allowed 
i n t e r r u p t i o n s expl ic i t in the representat ion of each 
s t r a t e g y . This has requi red better understanding of the 
s i tua t ions w h e r e we had rel ied on interrupt ion of 
s t ra teg ies be fo re . 

The fact that we need to eliminate arb i t rary 
i n t e r r u p t i o n s does not mean eliminating searching. It only 
means that a rb i t r a r y in terrupt ions cannot be implicitly 
a l l owed in all s t rategies. It is not necessary in all 
s t ra teg ies . To solve more diff icult problems wi th l imited 
sea rch wi l l requ i re the abi l i ty to automatically generate 
s t ra teg ies in which l imited and specif ied types of 
i n t e r r u p t i o n s are al lowed. 

Descr ipt ions of nodes: 

A: Posit ions where white has the win and the white king 
can deny the black king access to the squares of the 
f i le of the pawn which are in front of the pawn. 

B: Posit ions where white has the win but black has 
access to the fi le of the pawn. 

C: Posit ions where the pawn has been safely promoted. 

D: Posit ions where the pawn is safe, but no win is 
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possib le w i th correct play by both sides. (See 
Example 6.) 

E: Sta lemated posit ions. 

F: Special case posit ions w i th the white King on the sixth 
rank, as in Example 5. 

The clashed ar rows represent transitions corresponding 
to b lunders a t y ro might make because of unfamil iarity 
w i t h these endings. He might also fail to get the most out 
of a pos i t ion not belonging to a node. 

The exis tence of this graph model of the king and pawn 
ve rsus king ending problem was not assumed during the 
deve lopment of the program. The graph does not 
coi r espond d i rec t ly to any st ructure in the program. It 
does summarize some things nicely. 

Making progress 

For example, notice that the search does not terminate 
on ly at posi t ions known to be better than the initial 
pos i t ion . A var ia t ion is considered satisfactory if it leads 
to a pos i t ion as good as can be expected to result from the 
root node. It wou ld appear that EG should have trouble 
w i t h "end less" looping. It could loop among positions in a 
node or among nodes. Mow does it know how to make 
p rogress? The answer at present is that the search is 
su f f i c ien t l y we l l -d i rec ted that the issue doesn't occur. This 
has been somewhat surpr is ing to us, and we have 
cons ide red ways of giv ing EG "a better sense of direct ion". 
More on this later. 

Put t ing up resistance 

Game-p lay ing programs sometimes exhibit quirks of 
behav io r when choosing between moves of nearly equal 
va lue. Behavior may look part icular ly strange when a 
p r o g r a m is choosing between bad alternatives where the 

loss comes immediately w i th one and sometime later w i th 
the o ther . As descr ibed so far EG would choose arb i t rar i ly 
b e t w e e n any two variat ions leading to equal degrees of 
fa i lu re for it. Where one way of failing is complex and the 
o ther is immediate and simple, the result may look foolish. 
Tor example, in some king and pawn versus king positions 
wh i t e might unnecessari ly abandon the pawn. If the 
pos i t i on weren ' t winnable, whi te wouldn't care whether he 
had the pawn or not. 

To t r y to p revent this problem, one might add some 
sl ight credi t to fai l ing variat ions where the fai lure is 
recogn ized deeper in the tree or create a measure of the 
comp lex i t y of the search that must be per formed to 
de te rm ine that the var iat ion fails. We have responded by 
d is t ingu ish ing individual posit ions from one another, rather 
than looking at search depth or complexity. This is 
conven ient for us because we can use the evaluation rules 
that a l ready exist. We have been able to express our 
sub jec t i ve pre ferences successfully by this method. 

In the king and pawn versus king endings we 
d i f f e ren t i a te posit ions where black can force white to show 
a l i t t le understanding of the ending by using the opposit ion 
p r o p e r l y and those where the question will not come up. 
We also dist inguish be tween the ut ter ly dead draws and 
pos i t ions where whi te retains his pawn and can force black 
to p lay co r rec t l y for the stalemate. 

Making these fine dist inctions can lead to problems wi th 
search ing . The search looks for "the best move", and this 
can lead to substant ial amounts of searching to decide 
wh i ch of two moves is sl ightly better than the other in a 
s i tua t ion w h e r e a t ru ly bet ter move has yet to be t r ied. 

To reso lve this problem we run the search in two 
phases. In the f i rst phase the search only concerns itself 
w i t h the major issues of winning and losing. If after the 
f i rs t phase an issue of put t ing up resistance remains, the 
search is ex tended (redone in fact) to decide that f iner 
po in t . 

A paradox 

There are si tuat ions in chess where making progress in 
a w innab le posi t ion is a significant problem, as in the 
end ing of b ishop and knight against a lone king. A 
p r o g r a m has been wr i t t en which uses search to resolve 
those prob lems (Hueberman, 1968). It deals str ict ly wi th 
s i tua t ions which are already known wins for one side, so 
its r ep resen ta t i on is designed to keep track of progress. 
I ts stat ic eva luat ion yields conservative minimum measures 
of p rog ress and the role of search is to select a move by 
the side w i t h the advantage which defini tely leads to 
p r o g r e s s despi te resistance. Information ranking won 
pos i t ions according to progress is quite appropr iate, so it 
appears we could encode this information on the existing 
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that the more unfavorable positions require over 30 moves 
fo r the mate. See Averbakh and Maizelis, 1974. 
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numer ic p re fe rence scale much as is done wi th the 
" res i s tance " in format ion. But in a sense we cannot do this. 
It is i n te res t i ng to see that the preferences of black and 
w h i t e cannot necessar i ly be represented on a single linear 
scale. Consider the posit ions in class F such as Example 6: 

e i t h e r s i de 
to move 

How does each side compare the value of this situation 
w i t h the same posi t ion one or two squares fur ther 
advanced, e.g. pawn at QB5? We believe that white 
p r e f e r s the posi t ion w i th the more advanced pawn if he 
has any hope that black may blunder. Black's opinion may 
not be qu i te as clear. Let us suppose that his preferences 
are exp ressed on the same scale as white's. If this is t rue 
he must p r e f e r the less advanced posit ion. 

Thus if t w o st rategies are t r ied, both maintain the draw, 
and one ends w i t h the pawn less advanced than in the 
o the r , black wi l l choose the one wi th the less advanced 
pawn . We see no reason why black should behave this 
way . If he has confidence in his understanding of the 
s i tua t ion he has nothing to gain by delaying -- he wil l 
l eng then the time it takes him to reach his object ive wi th 
no o the r e f fec t . We feel that black at least must not 
p r e f e r to slow down the game in such a situation, so his 
p r e f e r e n c e s are not the inverse of white's. 

The s i tua t ion makes sense if the players have models of 
each o ther . We are assuming that white has assigned black 
a nonze ro p robab i l i t y of fail ing to f ind the stalemate. 
Black, we are assuming, does not do so. 

The fo rm of rules in EG 

The fo rm taken by rules of EG has proved a success. 
Calls on compl icated functions are allowed, notably those 
desc r i bed in the sect ion on calculations, so it would be 
d i f f i cu l t to determine in any defini te way the absolute 
p o w e r of the rules. Nevertheless, we can talk about the 
p o w e r of the rules re lat ive to the functions they call. The 
ru les have p roved general ly comfortable to use and 
p o w e r f u l enough for our purposes. 

The rules are in te rp re ted direct ly by LISP, but we 
res t r i c t ourse lves to a subset of the control st ructure and 
almost bar side ef fects ent i re ly. Side effects are limited to 
use for the purpose of user-speci f ied elimination of 
common subexpressions. The control structure consists of 
cond i t iona ls , mapping functions, find quantif ication over 
l is ts. 

The mapping functions are the standard MAPCAR and 
MAPCAN funct ions. Treating lists as sets, they allow the 
ca lcu la t ion of images of sets under transformations, unions 
ove r se ls of sets, and selection of subsets containing 
e lements w i t h speci f ied propert ies. The existential 
quan t i f i e r is extended to indicate an element of the list 
hav ing the p r o p e r t y if such an element exists. There is 
also a universal quant i f ier . We do sometimes sort elements 
of a list and pick the best wi th some proper ty , but this 
cou ld be simulated wi th the other operations, although 
ine f f i c ien t l y . We rare ly do violate the rules. 

These operat ions w i th the booleans and "pr imi t ive" 
func t ions (and predicates) ef fect ively give us the basic 
ope ra t i ons of set theory for f inite sets, implemented as 
l is ts. This seems to be a very natural form in which to 
s ta le rules and create lists of things like strategies, and it 
is p o w e r f u l enough to be used. 
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