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Abst ract 

We descr ibe a theorem prover f o r elementary 
set theory which is based on t r u t h value preserv ­
ing t rans fo rmat ions , and then give an example of 
the p ro toco l produced by t h i s system when t r y i n g to 
prove the theorem of set theory known as Cantor 's 
Theorem. 

1 . I n t r oduc t i on 

This is a repor t of some of our research ca r ­
r i e d out mainly dur ing the summer and f a l l of 1974, 
i t describes an implementation of a theorem prover 
based on t r u t h value preserv ing t ransformat ions 
which has been appl ied to prov ing theorems in the 
domain of elementary set theory . 

In sec t ion 2 we descr ibe the basic deduct ive 
system, and in sect ion 3 we present some p ro toco ls 
produced by the. theorem prover wh i le t r y i n g to 
prove some theorems of set theory . F i n a l l y , in 
sec t ion 4 we draw a few conclus ions. 

2. Descr ip t ion of the Theorem Prover 

Our theorem prover cons is ts of an i n t e r p r e t e r 
f o r mathematical expressions and many items of 
mathematical knowledge. This i n t e r p r e t e r is a 
f a i r l y complex mechanism, but it may be viewed as 
apply ing items of mathematical knowledge of the 
form to the theorem being proven, 
in the f o l l ow ing manner: The i n t e r p r e t e r evaluates 
the theorem recu rs i ve l y in a ca l l -by -need manner. 
That i s , is a sub-expression being 
eva luated, then ' the " i n te rp re te r t r i e s t o apply i t s 
items of knowledge to t h a t sub-expression before 
eva luat ing the a r g u m e n t s F o r each sub­
expression t h a t the i n t e r p r e t e r evaluates, in t u rn 
i t t r i e s to match the expression o f an i tem to 
t h a t sub-expression. I f , however, dur ing the 
a p p l i c a t i o n process an argument a does not match 
the corresponding argument of the > expression, 
then a. is eva luated, and the system then t r i e s to 
match r e s u l t o f t h a t eva lua t i on . I f ever the 
i n t e r p r e t e r f i n d s a sub-expression which is an 
instance of o f some i t em, then i t replaces t h a t 
expression by the corresponding instance 
At t h i s po i n t a l l memory of the sub-expression 
is immediately l o s t and the i n t e r p r e t e r now eva lu ­
ates . If no items can be appl ied to a sub­
expression then the sub-expression is not eva lu ­
ated again but is s imply re tu rned . 
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Sometimes i t w i l l be the case t h a t our i n t e r p ­
r e t e r w i l l need to use items which are on ly v a l i d 
in c e r t a i n sub-domains of a g iven domain. For 

The i n t e r p r e t e r handles c o n d i t i o n a l items in 
the same way in which i t handles non-cond i t iona l 
items u n t i l i t has found a which matches the 
sub-expression being eva luated. At t h i s po i n t on 
a c o n d i t i o n a l i t em, the i n t e r p r e t e r t r i e s to match 
each element in the conjunct ion w i t h some ex­
press ion which i t be l ieves to be t r u e . I f such 
matches are found w i t h s u b s t i t u t i o n t h e n i s 
re tu rned . Otherwise the i n t e r p r e t e r t r i e s to 
apply another i tem as p rev ious ly descr ibed. 

The use of cond i t i ona l items provides a gen­
e ra l method o f r e s t r i c t i n g the f ree va r i ab les o f 
an i tem to a p a r t i c u l a r sub-domain. I t s on ly d i s ­
advantage is t ha t the amount o f ex t ra matching i t 
forces the i n t e r p r e t e r to per form. In order to 
minimize the amount of matching on the most common 
sub-domains we a l low those sub-domains to be i n ­
d ica ted by a p a r t i c u l a r s t y l e of v a r i a b l e s . 

For example, the automatic theorem prover de­
scr ibed in t h i s paper which is based on the set 
theory system descr ibed in Quine's [1969] book 
Set Theory and i t s Logic invo lves two domains: The 
la rger domain, is the domain of abs t r ac t s , where 
an abs t rac t of any p r o p o s i t i o n a l f unc t i on w i th 
one f ree va r i ab le x is s imply: and the 
smaller domain is the domain of sets where a set 
is noth ing more than an abs t rac t a which e x i s t s ; 
t ha t is where is a theorem of Quine's 
system. 

Roman l e t t e r s are used to i nd i ca te the sub-
domain of sets whereas Greek l e t t e r s are used to 
represent both sets and other abs t rac t s . 

An informed reader w i l l r e c a l l t ha t tab les of 
r e - w r i t e ru les ( ra ther simple items represented in 
ones mathematical language), and other items were 
used in many of Bledsoe's theorem provers [1971, 
1972], and t ha t Boyer and Moore [1973, 19743 used 
a symbolic LISP i n t e r p r e t e r to order the app l i ca ­
t i o n o f var ious recurs ive d e f i n i t i o n s , r e - w r i t e 
r u l e s , and induc t ion r u l e s . More recen t l y Aubin 
[1976] has also used a symbolic i n t e r p r e t e r fo r 
much the same purpose. Our i n t e r p r e t e r f o r mathe­
mat ica l expressions has a lso been used in other 
mathematical domains (Brown [1976 ] ) . 

This theorem prover inc ludes both l o g i c a l and 
s e t - t h e o r e t i c knowledge. We f i r s t descr ibe the 
items of l o g i c a l knowledge, and then the items of 
set t h e o r e t i c knowledge. 

2.1 Log ica l Knowledge 
Our theorem prover has knowledge about twelve 

l o g i c a l symbols which are l i s t e d below w i t h t h e i r 
Engl ish t r a n s l a t i o n s : 
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( 1 ) , then swi tch to formulae (2) and s p l i t , and 
then come back on each branch and i n s t a n t i a t e (1 ) . 

4. Conclusion 

We have described an automatic theorem prover 
f o r the domain of elementary set theory , and have 
presented some pro toco ls of i t s behaviour when 
prov ing some theorems. We wish to s t ress t ha t 
the program is f a s t and compact. For example,we 
have seen t h a t i t took less than 2 seconds to 
obta in a proof of Cantor 's Theorem. I t should 
be noted t ha t our theorem prover is implemented 
in compiled UCI LISP (Bobrow 119733) and was 
executed on a DEC10 w i t h a KA10 CPU. 
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