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Abstract 

Results are presented for a new method to ident i fy 
images of moving objects in a sequence of scene 
images, e.g. from a TV-camera observing a street 
intersect ion. The reported approach exploits the 
assumption that systematic greyvalue differences -
based on second order s ta t is t ics - between conse­
cutive frames are due to images of moving objects. 
No knowledge is assumed about size, shape, or tex­
ture for images of stationary or non-stationary 
scene components. 

1. Introduction 

If a component of a scene is displaced re lat ive to 
the stationary scene part from moment to moment 
without s igni f icant ly changing i t s internal struc­
ture then it appears as a natural abstraction to 
consider the systematically displaced component to 
represent a moving object. A sequence of images 
may, therefore, be evaluated under the assumption 
that systematic displacements of some image compo­
nents from frame to frame can be taken as a strong 
h int to look for the image of a moving object. This 
assumption opens a way to extract object represen­
tations from a sequence of image frames without 
detailed knowledge about s ize, shape or textural 
appearance of the object or the stationary part of 
the scene. During investigations of th is poss ib i l i ­
ty CNagel 76b, Nagel 77] it became necessary to 
quickly and re l iab ly ident i fy non-stationary image 
components in a sequence of images, e.g. TV-frames 
from a TV-camera observing a street intersection 
with cars and pedestrians or a conveyor bel t with 
industr ia l parts. 

We want to suggest an approach which seems to of­
fer a re l iable basis for separating non-stationary 
from stationary image components. 

2. Comparison of d ig i t ized images based on second 
order s ta t i s t i cs 

A complete dig i t ized TV-frame comprises of 573 
lines with 512 pixels each at our ins ta l la t ion . The 
area consisting of four neighbouring pixels for six 
consecutive lines is defined as a 'geo-pixel ' . For 
each geo-pixel the mean greyvalue m and the cor­
responding variance s is calculated and stored. 
Since the greyvalues are d ig i t ized to eight b i ts 
and - due to computational reasons - not the mean 
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m and s" denote the mean greyvalue and i t s variance 
for the measurements accumulated at th is geo-pixel 
posi t ion. This expression is formed in analogy to 
one given by Yakimovsky 76 to determine whether 
two neighbouring test areas can be thought of being 
measurements from ident ical or from d i f fe r ing nor­
mal distr ibut ions for preylevels. Here, the mea­
surements are not taken from two neighbouring areas 
of the same TV-frame but rather from the same area 
of two neighbouring TV-frames - an idea which comes 
quite natural when working with the Yakimovsky a l ­
gorithm CYakimovsky 76, Nagel 76a3 on sequences of 
TV-frames CNagel 76b3. 

If the l ikel ihood ra t i o turns out to be smaller 
than a threshold t ( in our experiments chosen wi th­
in the range 1 to 20) then the two sets of measure­
ments for th is geo-pixel posit ion are considered 
to be drawn from the same normal greylevel d i s t r i ­
bution. On th is basis, the sum of greylevels as 
wel l as the sum of squared greylevels for th is 
geo-pixel from frame n+1 are added to the corre­
sponding, already accumulated sums for the geo-pi­
xel at the same coordinates and the count of con­
t r ibu t ing pixels for th is geo-pixel is increased 
by 24. This corresponds to taking repeated measure­
ments and averaging them to obtain a better e s t i ­
mate for the grey value of th is geo-pixel. 

I f , however, the l ikel ihood ra t io equals or exceeds 
the chosen threshold t , i t is decided to at t r ibute 
the measurements for th is geo-pixel in frame n+1 
to a d i f ferent normal greylevel d is t r ibut ion than 
the one from which the hi therto accumulated mea­
surements for the same geo-pixel coordinates were 
obtained. In th is case the sums of greylevels and 
squared greylevels are entered together with the 
frame number and the geo-pixel location into a l i s t 
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and variance but the sum of greyvalues and squared 
greyvalues are preserved for each geo-pixel, the 
amount of storage required for each geo-pixel is 
given by 5+8 b i ts for the greylevel sum and 5+16 
b i ts for the sum of the squared greylevels. Since 
these sums w i l l have to be accumulated for several 
frames, even more b i ts have to be reserved. By 
suitable packing, these data f i t - for each geo-
pixel - into two 36 b i t words of our DECSystem-10. 
We thus require 2x96x128 = 24576 words of core for 
an entire TV-frame in geo-pixel format. 

For every TV-frame in ' the sequence, each geo-pixel 
is compared to data previously observed at the 
some geo-pixel coordinates by means of the fol low-



of (yet unconnected, see later) 'not matched' geo-
pixels which is ordered according 

- f i r s t to l ine numbers, 
- for each l ine according to column numbers, 
- for each column number according to frame num­

bers. 

Figure 1 shows two pictures of a TV-frame sequence 
from a street intersection scene. Figure 2 shows 
the numbers of geo-pixels at each of the 96x128 
geo-pixel positions which are in the 'not matched' 
or ' f a i l i n g match' l i s t when seven subsequent 
frames are compared in the described manner. One 
can easily see areas with a high density of 'not 
matched' geo-pixels. With the exception of the ver­
t i c a l band at the l e f t which is due to hardware 
trouble ( l ine j i t t e r compounded by some other 
e f fec t ) , one can at t r ibute the high density 'not 
matched' areas to moving objects: the bright car 
crossing the intersect ion, a pedestrian to the 
lower l e f t and a car at the lower center coming to 
a stop. 

If the f a i l i n g match of a geo-pixel is due to ge­
nuine motion of the corresponding object then the 
next frame should also not match at the same geo-
pixel posi t ion. This consideration is used to 
bui ld a f i l t e r i n g process by which the accidental­
ly f a i l i ng matches can be removed to some extent 
with a local operation. 

As soon as a f a i l i n g match is observed at a geo-
pixel posit ion in frame n+1, th is posit ion is f l ag ­
ged. If comparison of the geo-pixel from frame n+2 
with the data accumulated at the same coordinates 
in the geo-pixel matrix up to frame n yields a 
f a i l i ng match, too, then both f a i l i n g matches are 
def in i te ly accepted. This s i tuat ion is henceforth 
denoted as a mismatch. Moreover, th is geo-pixel 
posit ion continues to be flagged u n t i l a match w i l l 
be observed for i t . If the geo-pixel from frame 
n+2 matches to the data accumulated up to and i n ­
cluding frame n then the f a i l i n g match at th is po­
s i t ion in frame n+1 is dropped. The corresponding 
greyvalue and squared greyvalue data from frame 
n+1 are not incorporated into the accumulated mea­
surements, whereas those of frame n+2 are incor­
porated. The ' f a i l i n g match' f lag is removed for 
this geo-pixel posit ion. Figure 3 presents the de­
f i n i t e mismatches obtained by comparing the same 
TV-frames that resulted in f igure 2. Most of the 
noise has disappeared. 

Based on these resu l ts , two alternative approaches 
have been devised to extract non-stationary image 
components. 

3. Clustering of mismatched geo-pixels 

If a mismatch fo r a geo-pixel posit ion could rea l ­
ly be attr ibuted to def in i te changes in greylevels 
for th is posit ion due to motion of an object in 
the scene then sooner or la ter mismatches must be 
observed in neighbouring geo-pixels. Therefore, a 
candidate for a non-stationary image component is 
formed for every 4-connected group of mismatched 
geo-pixels which 

- contains at least one geo-pixel for which the 
number of mismatches exceeds a certain fract ion 
of the number of TV-frames compared (this frac­
t ion is currently taken to vary between 50 % and 
85 %): a so-called 'strong mismatch'-, 

- contains at least one additional mismatched geo-
pixel which is 4-connected to a 'strong mismatch'. 

Additional mismatches may be 4-connected to a 
'strong mismatch' either d i rect ly or indirect ly 
through other mismatches. It is considered s u f f i ­
cient to look for a l l 4-connected mismatches since 
even for oblique motion re lat ive to the TV-raster 
enough neighbouring geo-pixels should eventually 
show a mismatch to establish 4-connection between 
them. 

Figure 4 presents the candidates for non-stationary 
image components extracted from the data represent­
ed in f igure 3. 

Up to th is point the algorithm contains only three 
parameters: the threshold t for the l ikel ihood 
ra t io , the number N of frames af ter which the l i s t 
of mismatched geo-pixels is searched for non-stat i ­
onary component candidates, and the f ract ion of N 
which is required for a strong mismatch. One could 
consider the minimum number of 4-connected mis­
matches in a cluster as another parameter which 
for some pictures might be set higher than 2 as it 
is done here. Now an additional step is introduced 
which provides the setup to repeat the steps d is ­
cussed so fa r . 

An enclosing rectangle for each non-stationary 
image component candidate is determined. One pair 
of rectangle sides is taken to be para l le l to the 
scanline. The coordinates of the rectangle edges 
are remembered for a later estimate of the velo­
c i t y vector to be attr ibuted to the non-stationary 
component candidate. After these preparations the 
next N frames are compared to the geo-pixel matrix. 
Whenever a mismatch occurs at a geo-pixel posit ion 
4-connected to a candidate as enclosed wi th in the 
( latest) rectangle, then th is mismatch is consider­
ed to belong to the candidate to which it is u-
connected (note that a mismatch requires at least 
two subsequent 'non-matches' and that it must be 
4-connected to a candidate for the non-stationary 
image component i t s e l f , not to the rectangle en­
closing i t ) . If a mismatch cannot be 4-connected 
to an already exist ing non-stationary component 
candidate, i t is introduced in a separate l i s t of 
'yet unconnected' mismatches. In th is way even mis­
matches due to very slow motions w i l l eventually 
be recognized after suf f ic ient frames have been 
compared. 

Whenever another series of N frames has been t rea t ­
ed in th is manner, the enclosing rectangles about 
the newly added mismatches of already exist ing 
non-stationary component candidates are determined. 
Then the l e f t and r igh t edges of such a newly en­
closing rectangle are compared with those of the 
preceding enclosing rectangle of the same candi­
date. The larger of the two edge displacements for 
each candidate w i l l determine an estimate of the 
image displacement veloci ty for th is candidate 
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along the horizontal axis. The smaller displace­
ment veloci ty is attr ibuted to residual mismatches 
in the t r a i l i n g part of the non-stationary image 
component candidate. To take th is hypothesis into 
account, the t r a i l i n g fract ion of the newly deter­
mined enclosing rectangle equal in extension to 
the displacement difference between leading and 
t r a i l i n g edge of the enclosing rectangle during 
the last N frames is released. (Note that th is im­
pl ies assuming a constant extension of the non-
stationary image component candidate along the ap­
parent direct ion of motion.) As a consequence, a l l 
entries for these geo-pixel positions are cleared 
since it has just been decided that the non-stat i ­
onary image component moved away from there and 
uncovered the background. New estimates of the 
background can be accumulated in these geo-pixel 
positions during subsequent frames. The same ap­
proach is taken with respect to the ver t ica l d is ­
placement. Before handling the next N frames, the 
l i s t of 'yet unconnected' mismatches is searched 
for additional non-stationary image component can­
didates; a l l remaining isolated mismatches are then 
thrown away. 

This algorithm has been tested on four image se­
quences from di f ferent street scenes, each contain­
ing 25-50 TV-frames. The threshold t had to be va­
r ied between 3 and 20 to y ie ld optimal results for 
these image sequences. The number N of frames in 
one subseries has always been choosen to be 7 and 
the f ract ion of it establishing a strong mismatch 
was best taken to be 85 % (6 out of 7 frames). 

In order to obtain good results for a l l four image 
sequences with the same threshold value, the match 
c r i te r ion of paragraph 2 has been modified by re­
placing a l l variances s with MAX(s, 20) - note 
that the nominator of the match cr i te r ion repre­
sents the square of the variance for greyvalues 
from a l l pixels involved in th is test . 

About 8-9 seconds CPU-time of a DEC KI-10 proces­
sor are required to test already prepared geo-pixel 
data of one TV-frame for a match with previously 
accumulated data. If one starts d i rect ly from the 
raw d ig i t i z ings , about 25-30 seconds per frame are 
required. After each subseries of N frames an ad­
d i t iona l 10 seconds CPU-time are required to pro­
cess the mismatches found in th is subseries (about 
500-3000 per frame depending upon the threshold 
value). 

The f i n a l extraction of moving object descriptions 
from non-stationary image components may proceed 
according to the methods discussed in Nagel 76b 
and Nagel 77. 

4. Exploiting a monotony characterist ic of the 
mismatch count 

Based on the mismatches established by the algo­
rithm of paragraph 2 an alternative approach to 
the one described in paragraph 3 has been devised. 
This alternative may either be used to complement 
the one described in the preceding paragraph or to 
y ie ld another estimate for the image of a moving 
object, thus allowing a consistency check on the 
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estijnation of the image of the moving object. 

The differencing operation described in section 2 
results in clear indication of those regions of 
the frames where changes are taking place. This ope­
rat ion offers one very at t ract ive property which 
may be exploited for extracting the image compo­
nent potent ial ly due to a moving object. Let us 
consider an idealized si tuat ion to understand th is 
property: an object with homogeneous greyvalue is 
moving paral le l to the image plane of the TV-came­
ra against a homogenous background. At the rear 
end of the object some part of the background which 
was covered by the object in the previous frame is 
uncovered and at the front end some uncovered part 
of the background is covered by the moving object. 
This results in mismatched geo-pixels. Assuming 
the reference frame to be represented as 0th frame, 
af ter the 1st frame there w i l l be 1 entry for each 
'not matched' geo-pixel corresponding to these re ­
gions. The 'not matched' geo-pixels may be thought 
of as representing a difference picture. 

After the second frame, the regions of the d i f f e ­
rence picture which were having Is become 2s and the 
new regions due to the uncovering and covering of 
background w i l l have I s . After the. 3rd frame, 2s 
become 3s, Is become 2s and newly created regions 
receive I s . If the object motion is unidi rect ional , 
th is process continues un t i l the object image has 
moved over the distance equivalent to i t s projec­
t ion along the direct ion of motion in the image 
plane of the TV-camera. This phenomenon is depicted 
in f igure & for the comparison of 4 frames. Hence 
if one observes neighbouring entries in the d i f f e ­
rence picture corresponding to th is idealized s i ­
tuat ion, the entries are found to be monotonic in 
nature. The above discussion is va l id for the mo­
t ion having a velocity component perpendicular to 
the l ine of sight of the camera. If the velocity 
component in the image plane of the TV-camera is 
zero then mismatches for a motion along the l ine 
of sight of the camera w i l l be due to size changes 
for the projected image of the moving object. How­
ever, th is case is not considered in the present 
implementation. 

In real world pictures the s i tuat ion is not, unfor­
tunately, so straightforward. Because of the inho-
mogeneous objects and inhomogeneous background, 
some noise is introduced in the difference picture. 
S t i l l it should be expected that for the most part 
these entries (assuming the noise not to be very 
high, in high noise si tuat ion even the human beings 
make mistakes) w i l l confirm monotonicity. Accor­
dingly, for an object having a velocity component 
perpendicular to the axis of the camera there 
should be two more or less monotonic regions - pro­
vided th is object is completely contained in the 
f i e l d of view, is not occluded, and does not show 
vanishing contrast with respect to the stationary 
scene part that is currently occluded by th is ob­
jec t . 

The monotonicity of the entries w i l l also indicate 
the direct ion of the motion: the object w i l l be 
moving in the direct ion in which the entries are 
decreasing. On knowing the direct ion of the motion 
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it is immediately known which region corresponds 
to the rear end of the object and which to the 
f ront of the object. It should be noted that the 
mismatch region at the rear end of the object is 
formed due to uncovering of the background while 
the mismatch region at the f ront end is formed due 
to covering of the background by the object. 

Hence the mismatch regions in the nth frame corre­
spond to the background component and the object 
component, respectively. These two regions may be 
u t i l i zed to estimate a representation of the non-
stationary image component. 

In the present algorithm we extract the properties 
of the background (presently only greylevel) and 
then bui ld up the non-stationary component by con­
sidering that a l l the pixels in the area f ixed by 
the two regions of the difference picture which 
are d i f fe r ing from the background by an appreciable 
amount represent the object. This algorithm is ap­
pl ied to the TV-sequence' of the t r a f f i c scene. The 
resul t obtained from frame 106 is shown in f igure 
6. A simple f i l t e r i n g of noise is achieved bv re ­
moving a l l the 4-connected regions of size less 
than 24. The regions of the non-stationary compo­
nent having di f ferent greylevels are printed using 
di f ferent characters in the f i l t e r e d non-stationa­
ry components shown in f igure 7. 
It should be noted that in th is example the car 
and i t s shadow are considered to be the same non-
stationary image component because they are moving 
together, although they have very d i f ferent grey-
values . 

Once these non-stationary image components are ex­
tracted, estimation of the i r velocity components 
presents no problem. Moreover, the representation 
of the non-stationary image component candidates 
may be compared with the representation of the cor­
responding candidates in subsequent frames. Any 
pixels which do not appear in a large f ract ion of 
candidates w i l l be discarded from the representa­
t ion of the non-stationary image component. Addi­
t iona l domain independent knowledge may subse­
quently be applied to support the hypothesis that 
the non-stationary image component can indeed be 
taken as a representation for the projected image 
of a moving object in the scene. However, such 
techniques exceed the scope of th is contr ibut ion. 

5. Conclusion 

The experiences with Yakimovsky's algorithm show 
that a segmentation of greylevel pictures based on 
the above mentioned second order s ta t i s t i cs l i ke ­
lihood ra t i o seems to be a very robust method CNa-
gel 76al. Further experiments are necessary to ve­
r i f y whether application of the same approach to 
the comparison of consecutive frames turns out to 
be robust, too. 

The method proposed by Potter 75 seems to present 
d i f f i c u l t i e s if applied to real world scenes. Chow 
and Aggarwal 77 work with objects showing a high 
contrast against background so that noise problems 
do not bother them. Part of the results reported 
by Chien and Jones 75 refer equally to experiments 
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with wel l controlled contrast. Their work on rea l ­
time tracking of cars in a street scene is pr imari­
ly concerned with f inding and following prominent 
greyvalue features rather than extracting a de­
scr ipt ion of a moving object from the TV-frame se­
quence as in our work. Limb and Murphy 75 develop­
ed a method for the detection of a non-stationary 
image component in the context of bandwidth com­
pression of TV-signals, They essentially rely upon 
a threshold for the greyvalue difference between 
successive frames to f ind a non-stationary image 
component. They do not attempt to isolate and ex­
t ract the image of a moving object. Further refe­
rences to the l i te ra ture may be found in Nagel 76b 
and Nagel 77. 

It is obvious that the combinations of the algo­
rithms proposed here with evaluation of segmenta­
t ion results for individual images may y ie ld addi­
t ional information as to what regions are l i ke ly 
to belong to the image of a moving object. Espe­
c ia l l y in the case where the leading and t r a i l i n g 
edges characterized by mismatches can be connected 
within each frame by (a group of) regions with 
constant greyvalue'characteristics, strong support 
would be obtained to consider these (group of) re ­
gions as a representation for a moving object. 

It might be worthwile to point out that no special 
emphasis is placed by th is approach on the f i r s t 
frame. Although it provides the start ing estimates 
for each geo-pixel character ist ic, these are e i ­
ther reenforced by accumulation of data from com­
patible geo-pixels in later frames - indicating 
that th is geo-pixel belongs to a stationary image 
component - or new estimates are started once the 
non-stationary component has disappeared from th is 
area of the image. 

It should be noted that the approach suggested 
here w i l l allow to determine automatically a win­
dow with in each image around a suspected moving 
object candidate. In addit ion, it can be used to 
derive the frame number difference between two 
frames wi th in which the non-stationary image com­
ponent has been displaced by more than i t s own ex­
tension along the direct ion of motion. Therefore, 
a direct comparison of these two frames w i l l con­
t rast the non-stationary image component against 
parts of the stationary image component in the 
other frame, thus enabling a simple extract ion. 
The automatic determination of a (conservative) 
window around the non-stationary image component 
and the appropriate frame number difference are 
the essential parameters for the method described 
in Nagel 76b where these parameters s t i l l had to 
be estimated by a human operator and supplied as 
input values. Therefore, the current contribution 
can be seen as giving addit ional support to the 
approach described in Nagel 76b. It should be em­
phasized that the approach described here must be 
seen as one part in an entire system for analysis 
of image sequences, as e.g. in the envisaged der-
sign of a system for the analysis of TV-frame se­
quences outlined in Nagel 77. 
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7. Figure Captions 

F i g . 1: Frame 90 ( f i g . l a ) and frame 106 ( f i g . l b ) 
f rom a sequence of video-frames recorded on an AM-
PEX analog TV-disk. The frame sequence represents 
a s t r e e t i n t e r s e c t i o n w i t h t r a f f i c , observed from 
our labora to ry window by a commercial TV-camera. 

F i g . 2: 'Not matched' or ' f a i l i n g match' geo-p ixe l 
pos i t i ons from comparison of frame 90 through 96. 
The d i g i t at each geo-p ixe l p o s i t i o n ind ica tes how 
o f t en a ' f a i l i n g match' occurred f o r t h a t geo -p i ­
x e l . 

F i g . 3 : The d i g i t a t each geo-p ixe l p o s i t i o n i n d i ­
cates the number of d e f i n i t e mismatches a f t e r ap­
p l y i ng the l o c a l f i l t e r c r i t e r i a descr ibed i n para­
graph 2. 

F i g . 4: Candidates f o r non-s ta t ionary image compo­
nents ext racted from the data shown in f i g . 3 ac­
cord ing to the procedure descr ibed in paragraph 3. 
The d i f f e r e n t d i g i t s correspond to d i f f e r e n t can­
d ida tes . A l l geo-p ixe l pos i t i ons a t t r i b u t e d to a 
candidate f o r a non-s ta t ionary image component are 
ind ica ted by the corresponding d i g i t . 

E i g . 5 : a a ' , b b ' , cc ' and d d ' represent the suc-

F i g . 6; The ob jec t components ext racted from frame 
10b using the approach descr ibed in paragraph 4, 

F i g . 7; The regions of the components shown in f i g . 
6 are reproduced in f i g . 7 w i t h the regions of 
d i f f e r e n t greyvalues being represented by d i f f e ­
ren t characters . 
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