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Automatons and other r obo t i c app l i ca t i ons 
which are designed to move around and i n t e r a c t 
w i th t h e i r phys ica l environment need a computer 
v i s i o n system f o r recogniz ing and understanding 
the s p a t i a l r e l a t i o n s h i p s o f ob jec ts i n r e a l 
wor ld scenes. The perceptual system must be able 
to i d e n t i f y s a l i e n t ob jec ts in a scene, develop 
an understanding o f t h e i r s p a t i a l r e l a t i o n s h i p s , 
and mainta in c o n t i n u i t y from one view to the next 
as e i t he r the ob jec ts or the system's camera 
moves through the scene. 

Out l ined here and described in more d e t a i l 
in Douglass, 1977, is a system which has been 
implemented in SIMULA and tes ted on hand coded 
outdoor scenes of simple subjects such as houses 
and automobi les. It uses a recogn i t i on cone, a 
segmentation a lgor i thm f o r d i v i d i n g a scene i n to 
s i m i l a r regions and a r ou t i ne f o r cons t ruc t ing 
a three dimensional wor ld model. V isua l inference 
rou t ines i n t e r p r e t perspec t i ve , shadows, h i gh ­
l i g h t s , occ lus ions , shading and tex tu re g rad ien t s , 
and monocular motion p a r a l l a x . Other v i s u a l 
knowledge is added w i t h long term models and 
short term ob jec t represen ta t ions . 

The f i n a l program w i l l be tes ted on co lo r 
photographs of outdoor scenes using as input a 
ser ies of views of the same scene from d i f f e r e n t 
angles which approximates what an automaton 
would "see" as it moves down a s t r e e t . 

Scene Descr ip t ion Program 

The program's recogn i t i on cone ( a f t e r Uhr: 
1972) is a p a r a l l e l - s e r i a l cone s t ruc tu re con­
s i s t i n g of a number of processing l a y e r s . The 
f i r s t layer contains an array o f l i g h t i n ­
t e n s i t i e s in three co lors as d i g i t i z e d from the 
system's camera. Successive layers average the 
p i c t u r e , compute severa l measures of tex tu re and 
c o l o r , and detect edges and angles. In the 
higher layers of the cone, ob jec t names are 
assigned to var ious areas based on the presence 
of c e r t a i n con f igura t ions of edges and lower 
l e v e l f ea tu res . The l a s t l aye r contains a 
number pf t e x t u r a l , c o l o r , and edge descr ip to rs 
f o r each po in t of the ar ray and one or more 
poss ib le i n t e r p r e t a t i o n s f o r t h a t p o i n t . ' 

The output of the cone is segmented i n t o 
regions by a reg ion growing a lgor i thm s im i l a r 
to Yakimovsky's, which uses a Zobrist-Thompson 
grouping operator to est imate the p r o b a b i l i t y 
of an edge between two po in ts in the p i c t u r e 
a r ray . The reg ion grower b u i l d s a desc r ip t i on 
of each segment as i t is grown inc lud ing t e x t u r e , 
c o l o r , s i z e , adjacent segments, order o f 
c o n n e c t i v i t y , b r igh tness , and a l i s t o f possib le 

*This work is p a r t i a l l y supported by the Nat ional 
Science Foundation, NSF Grant MCS76-07333 

V i s i o n - 6 : 
657 

i n t e r p r e t a t i o n s f o r tha t segment. 
The segments produced by the region grower 

are b u i l t i n t o a three dimensional world model 
by a placement r o u t i n e , the heart of the whole 
system. This rou t i ne uses the descr ip t ions of 
the segments, a set of long term models of 
o b j e c t s , the v i s u a l inference r o u t i n e s , and any 
contents of the world model from the previous 
view to form the segments i n t o three dimensional 
surfaces represent ing ob jects in the scene. The 
rou t i ne begins by making an i n i t i a l approximation 
to the segments depth or o r i e n t a t i o n in space 
and by se lec t i ng the highest weighted object name 
from the l i s t o f poss ib le i n t e r p r e t a t i o n s pro­
duced by the recogn i t i on cone. Each inference 
rou t i ne then successively improves the placement 
of the segment by using in format ion in the long 
term ob jec t models, comparing the current p lace­
ment w i t h the previous contents of the short term 
memory, or examining the placement and i n t e r p r e ­
t a t i o n of neighbor ing segments. 

The v i s u a l in ference rou t ines ass i s t in 
i n t e r p r e t i n g the o b j e c t s ' p o s i t i o n s in the scene 
w i th general in fo rmat ion about the r e l a t i o n s h i p 
between the v i s u a l p roper t ies of the phys ica l 
surfaces in the r e a l wor ld and the mani festa t ions 
of these p roper t ies on the program's d i g i t i z e d 
input a r ray . The rou t i nes conta in h e u r i s t i c s 
f o r a) dec id ing when one segment is occluding 
another, in shadow, or h i g h l i g h t e d , and b) i n ­
t e r p r e t i n g shading and tex tu re g rad ien t s , l i n e a r 
perspec t i ve , and motion pa ra l l ax due to the move­
ment of the camera between successive views of 
the scene. 

Long term ob ject models are used by both the 
v i s u a l in ference rou t ines and the placement 
r o u t i n e . They provide a general desc r i p t i on of 
shape, s i z e , o r i e n t a t i o n , and expected context 
f o r the ob ject w i t h i n a scene and conta in weights 
f o r each par t of the desc r i p t i on i n d i c a t i n g the 
system's conf idence. For example, i f the 
occ lus ion r o u t i n e , par t o f the v i s u a l inference 
r o u t i n e , f i nds a segment labeled window adjacent 
to a segment labe led w a l l , i t w i l l consul t the 
ob ject model f o r a window and f i n d the window 
segment has a h igh p r o b a b i l i t y of touching the 
wa l l segment and is the re fo re l y i n g in the same 
plane ra ther than occluding i t . 

The system in tegra tes a sequence of s lowly 
changing views of one scene over t ime by using 
a motion pa ra l l ax r o u t i n e . Segments from one 
view of the scene are matched w i t h segments from 
the next view to compute t h e i r s h i f t . This s h i f t 
and the parameters descr ib ing the camera's move­
ment between the two views is used to compute 
the o r i e n t a t i o n of a segment in space. 
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