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Four q u e s t i o n s were posed t o t h e p a n e l i s t s . 
Some p a n e l i s t s chose n o t to answer each q u e s t i o n . 
The q u e s t i o n s w e r e : 

1 ) T o wha t e x t e n t i s n a t u r a l language p r o c e s s i n g 
a s e p a r a t e f i e l d ? Would i t b e wrong t o say 
t h a t A I and NLP a r e i d e n t i c a l f i e l d s ? Can 
p r o b l e m s o l v i n g b e s e p a r a t e d f r o m NLP, f o r 
example? 

2 ) Has f rame t h e o r y been a s i g n i f i c a n t c o n t r i b u ­
t i o n t o NLP? I s t h e o r g a n i z a t i o n o f w o r l d 
knowledge the f u n d a m e n t a l p r o b l e m in NLP? 

3 ) I s s y n t a x a dead i s s u e ? What low l e v e l l a n g u ­
age p rob lems r e m a i n to be s o l v e d ? 

4 ) Why a r e new programming o r r e p r e s e n t a t i o n l a n ­
guages n e c e s s a r y f o r NLP? 

Q l : T o wha t e x t e n t i s n a t u r a l l anguage p r o c e s s i n g 
a s e p a r a t e f i e l d ? Would i t be wrong t o say 
t h a t A I and NLP a r e i d e n t i c a l f i e l d s ? Can 
p r o b l e m s o l v i n g b e s e p a r a t e d f r om NLP, f o r 
example? 

EC : N a t u r a l l anguage p r o c e s s i n g has been a s u b -
b r a n c h o f A r t i f i c i a l I n t e l l i g e n c e s i n c e t h e 
e a r l y days o f t h e f i e l d . For most o f t h i s 
t i m e howeve r , i t has been s l i g h t l y o n t h e 
p e r i p h e r y , p a r t i a l l y due t o i t s c l o s e r e l a t i o n 
t o l i n g u i s t i c s , a r e l a t i o n n o t sha red b y o t h e r 
s u b - b r a n c h e s , and p a r t i a l l y due t o t h e f a c t 
t h a t a r t i f i c i a l I n t e l l i g e n c e was seen a s n e a r ­
l y synonymous w i t h p rob lem s o l v i n g and 
h e u r i s t i c s e a r c h . T h i s has changed a s o f l a t e 
and I t now seems c l e a r t h a t l anguage p r o c e s s ­
i n g i s a c e n t r a l t o p i c w i t h i n A I . Tha t i s t o 
s a y , many NLP r e s e a r c h e r s have been f i n d i n g 
t h a t A I p rob lems o c c u r i n NLP a s w e l l . 

M i n s k y (1976) t a c i t l y assumes a c l o s e connec ­
t i o n be tween t h e p r o b l e m o f v i s u a l r e c o g n i t i o n 
( o f , s a y , a room) and language " r e c o g n i t i o n " 
(as i n r e c o g n i z i n g t h a t c e r t a i n s t o r y c i r c u m ­
s t a n c e s a r e i n s t a n c e s o f a b i r t h d a y p a r t y ) . 
T h i s a s s u m p t i o n has been ex tended by Bobrow 
and Winograd (1976) who see p r a c t i c a l l y a l l o f 
A I i n t e rms o f t h e r e c o g n i t i o n p r o b l e m . Yet 
o t h e r r e s e a r c h e r s have commented o n t h e r o l e 
o f p r o b l e m s o l v i n g ( R i e g e r 1976) (Schank and 
A b e l s o n 1975) o r s e a r c h ( C h a r n i a k 1977) i n 
NLP. There a r e s t i l l a s p e c t s o f NLP w h i c h a r e 
u n i q u e t o i t w i t h i n A I (grammars) and p rob lems 
i n o t h e r domains w h i c h d o n o t e n t e r NLP ( l i n e 
f i n d i n g ) , b u t i t seems s a f e t o say t h a t NLP i s 
w e l l s i t u a t e d i n t h e h e a r t o f A I . 

Whether NLP i s d e s e r v i n g l y s i t u a t e d i n t h e 
h e a r t o f A I i s a more d i f f i c u l t q u e s t i o n , a s 
I t depends o n w h e t h e r one sees t h e e x t e n s i o n 

o f NLP i n t o q u e s t i o n s o f knowledge r e p r e s e n t a t i o n 
and p r o b l e m s o l v i n g a s w e l l m o t i v a t e d . Tha t i t 
i s w e l l m o t i v a t e d can b e s u p p o r t e d b y one o r more 
o f t h e f o l l o w i n g p r e m i s e s . 

a ) These p rob lems a r e i m p o r t a n t w h e t h e r o r n o t 
t hey a r e NLP i n a s t r i c t s e n s e . F u r t h e r m o r e , 
s i n c e many o f t h e s e i s s u e s a r e most e a s i l y 
approached f r o m t h e v i e w p o i n t o f NLP i t makes 
sense t o " e x t e n d " NLP t o t h e s e i s s u e s . 

b ) I f one i s conce rned w i t h n o t m e r e l y " a n a l y ­
s i n g " a s e n t e n c e , b u t r e a l l y " u n d e r s t a n d i n g " 
i t , I do n o t see how t h e s e p rob lems can be 
a v o i d e d . S t r i c t l y s p e a k i n g t h i s w o u l d depend 
o n o n e ' s d e f i n i t i o n o f " u n d e r s t a n d " , b u t i t i s 
s u r e l y n o t c o i n c i d e n c e t h a t a l l o f t h e s t a n ­
d a r d t e s t s f o r n a t u r a l l anguage comprehens ion 
assume t h a t one has a l a r g e body of common 
sense k n o w l e d g e , and t h a t one can do p r o b l e m 
s o l v i n g w i t h i t . 

c ) Some more o b v i o u s l y " l i n g u i s t i c " p r o c e s s e s 
l i k e a m b i g u i t y and r e f e r e n c e r e s o l u t i o n depend 
on t h e s e p r o c e s s e s . 

These p rem ises a r e n o t m u t u a l l y e x c l u s i v e , and I 
w o u l d s u p p o r t a l l o f them, b u t any one w o u l d d o 
t o s u p p o r t t h e c u r r e n t v i e w o f NLP h e l d i n A I . 

RS: N a t u r a l Language P r o c e s s i n g has been o n l y a 
p e r i p h e r a l p a r t o f A I u n t i l t h e l a s t few 
y e a r s . I n t he 1969 I J C A I o n l y 10% o f t he 
papers we re on NLP. I n 1975 t h a t p e r c e n t a g e 
was 23%. When I was l o o k i n g f o r a j o b in 
1968 , I t a l k e d t o t h e S t a n f o r d A I l a b about 
w r i t i n g a p rog ram t h a t w o u l d t a l k t o t h e i r 
hand-eye s y s t e m i n E n g l i s h . There was n o i n ­
t e r e s t i n t h e p r o j e c t b y t h e l a b . 

R e c e n t l y t h i n g s have changed . P a r t o f the 
change was due to t h e success o f W i n o g r a d ' s 
p rog ram t h a t d i d wha t t h e S t a n f o r d A I l a b 
s a i d was u n i n t e r e s t i n g . The change has come 
I t h i n k f r o m s o m e t h i n g l a r g e r t h a n any one 
p r o g r a m , howeve r . L a t e l y , r e s e a r c h e r s i n A I 
have s t a r t e d t a l k i n g abou t human p rocess and 
programs t h a t s i m u l a t e t h o s e p r o c e s s e s , much 
more f r e q u e n t l y t h a n t hey e v e r d i d . R e s e a r ­
c h e r s a r e s t a r t i n g t o u n d e r s t a n d t h a t t o u r -
d e - f o r c e s i n p rogramming a r e i n t e r e s t i n g b u t 
n o n - e x t e n d a b l e . 

To go back to t h e example I c i t e d e a r l i e r , 
t h e A I l a b a t S t a n f o r d was i n t e r e s t e d i n 
W i n o g r a d ' s t o u r - d e - f o r c e . O n t h e o t h e r h a n d , 
i t d o e s n ' t seem Winograd was i n t e r e s t e d i n 
i t as much as S t a n f o r d was . I n any case he 
d i d n ' t p u r s u e i t . H e (as w e l l a s t h e m a j o r i ­
t y o f members o f t h i s p a n e l ) has become more 
i n t e r e s t e d i n wha t t he g e n e r a l i s s u e s a r e . 
How p e o p l e do c o g n i t i v e p r o c e s s i n g i s much 
more a p a r t o f A I t h a n i t e v e r was b e f o r e . 
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For tha t reason AI and NLP are more and more 
becoming near ly i d e n t i c a l f i e l d s , as the AI 
people recognize tha t how people use and r e ­
present knowledge is the key issue in the 
f i e l d and as the NLP people r e a l i z e tha t tha t 
same issue is at the root of the problems of 
language processing. 

Researchers in NLP have become less and less 
concerned w i t h language issues per se. We are 
more i n te res ted in i n fe renc ing and memory 
models fo r example. We seem l a t e l y to be 
coming against the same problems tha t everyone 
e lse in AI has; knowledge rep resen ta t i on ; p r o ­
cessing of goals; p lanning and so on. I be­
l i e v e however tha t our so lu t i ons to these p ro ­
blems w i l l cont inue to be d i f f e r e n t than those 
already proposed in A I . Whether AI s h i f t s over 
to our s o l u t i o n s , or whether we cont inue to go 
on our merry way, it seems tha t a r a d i c a l 
change from the i n i t i a l conception in AI of NLP 
as being some per iphera l ( a l b e i t d i f f i c u l t ) 
f i e l d has occurred. AI and NLP are becoming 
f i e l d s that aim to model human c o g n i t i o n . The 
more t h i s becomes the case, the more the par­
t i c u l a r input and output devices being used to 
gather and t ransmi t input to a system that un­
derstands w i l l become side issues. 

The s u p e r f i c i a l answer is that NLP must remain 
a separate f i e l d , i f only because requirements 
o f t e x t processing, l i k e s p e l l i n g c o r r e c t i o n , 
w i l l have no analogue i n , say, v i s u a l process­
i n g . 

However, under the quest ion a r e , I t h i n k , two 
deeper quest ions: 

W i l l d i f f e r e n t A I a c t i v i t i e s ( language, 
v i s i o n , phys ica l manipulat ion) u l t i m a t e l y r e ­
qu i re access to the same knowledge base? 

I f knowledge bases fo r d i f f e r e n t a c t i v i t i e s 
are not independent, is one more fundamental 
than another? 

On (a) I remain unconvinced by the " they must 
have the same base" arguments—it is not at 
a l l c lea r to me tha t my phys ica l a b i l i t y to 
d r i ve a car and my l i n g u i s t i c knowledge (or 
knowledge accessed in t a l k about ca rs , ra the r ) 
a re , or needs be , the same (V iz : one's d i f f i ­
c u l t y in desc r ib ing easy phys ica l t asks ) . 
Evolut ionary arguments (Gregory: language came 
l a t e r than v i s i o n — t h e r e f o r e v i s u a l s t ruc tu res 
were used fo r language) and those from dogs, 
say, tha t see but do not t a l k , seem to me 
very weak, and to lead to no c l e a r , undisputa-
b l e , consequences f o r cons t ruc t i ng AI systmes. 

On (b) I be l ieve tha t knowledge is dependent 
on language, ra the r than v ice -versa (as seems 
the norm In AI b e l i e f s , see McCarthy). This 

i s hard to j u s t i f y w i thou t b r i n g i n g in the 
whole of l i n g u i s t i c ph i losphy, but as a very 
h i g h - l e v e l psycholog ica l assumption i t does, 
I b e l i e v e , have emp i t i ca l consequences fo r 
how we should const ruc t AI systems. 

The fac t tha t these questions are posed f o r a 
panel l i k e t h i s is a good i n d i c a t i o n of how 
immature our science s t i l l i s . Imagine a 
time centur ies ago when a s i m i l a r panel 
gathered at the conference on c e l e s t i a l me­
chanics to discuss quest ions l i k e : To what 
extent is astronomy a separate f i e l d ? Would 
i t be wrong to say tha t physics and as t rono­
my are i d e n t i c a l f i e l ds? Can angular momen­
tum be separated from astronomy, f o r example? 

The answers to the questions ( i n both forms) 
are "To a large e x t e n t , " "Yes, " and " I t de­
pends on what you mean by ' s e p a r a t e ' . " AI is 
the general study of those aspects of cogn i ­
t i o n which are common to a l l phys ica l symbol 
systems, i nc l ud ing humans and computers. As 
such, i t covers a wide range of cogn i t i ve 
processes, each of which embodies the general 
p r i n c i p l e s , and each of which has spec ia l 
features of i t s own. AI and NLP are not 
i d e n t i c a l any more than AI and v i s i o n , or AI 
and game p l a y i n g , or AI and medical d iagnos is . 
Human language poses a spec ia l set of prob­
lems, having to do w i t h c rea t i ng and i n t e r ­
p r e t i n g s t ruc tu red symbolic objects which can 
be conveyed over a l i m i t e d channel (sequence 
of speech sounds or marks), and which are i n ­
tended to communicate from one t h i n k i n g being 
t o another. I n t h i s aspect , i t i s qu i t e d i f ­
fe ren t from any of the other AI top ics l i s t e d 
above. The s t r u c t u r e of language is a r e s u l t 
o f i t s f u n c t i o n , and by reducing i t to what 
i t has in common w i t h other AI areas, we lose 
s i gh t o f i t s unique fea tu res . 

The fac t tha t the questions are posed as they 
are r e f l e c t s a h i s t o r i c a l s i t u a t i o n In the 
development o f A I . In f a c t , most o f the d i f ­
f i c u l t Issues w i t h which researchers in NLP 
must grapple are not language issues at a l l , 
but more fundamental issues of representa t ion 
and cogn i t i ve process ing. These inc lude 
Issues such as: the r o l e o f p r i m i t i v e s in r e ­
p resen ta t i on ; the use of f rame- l i ke const ructs 
in reasoning; the nature of plans and t h e i r 
r e l a t i o n to ac t i ons ; the s t r u c t u r i n g o f know­
ledge f o r problem so l v i ng and deduct ion; the 
amount of i n fe renc ing done w i t h new knowledge; 
e t c . e t c . A quick scan through the l i t e r a ­
ture in AI n a t u r a l language work w i l l show a 
h igh p ropor t i on of the verbiage devoted to 
these ra ther than the issues of language. 

This is a necessary s tep . It would be as im­
poss ib le to develop a s a t i s f a c t o r y theory of 
language w i thou t having an understanding of 
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general cogn i t i ve processing as i t would be 
to have a s a t i s f a c t o r y theory of c e l e s t i a l 
motions w i thout basing i t on theor ies of me­
chanics . We who do na tu ra l language research 
are in a good p o s i t i o n to examine these ques­
t i o n s . By having a spec i f i c set of problems 
to deal w i t h , we are put i n t o contact w i t h the 
broader issues in a way which would be impos­
s i b l e through sheer top-down musing. I t w i l l 
almost c e r t a i n l y remain t rue fo r many years 
to come that research in na tu ra l language w i l l 
be i n te r tw ined w i t h research in broader issues 
of cogn i t i on and represen ta t ion . But in doing 
t h i s k ind of mixed research, we should not 
lose s igh t of the fac t tha t we are r e a l l y 
wearing two ha ts , and tha t language is only a 
p a r t i a l r e f l e c t i o n of the range of issues in 
A I . 

Q2: Has frame theory been a s i g n i f i c a n t con t r i bu ­
t i o n to NLP? Is the organ iza t ion of world 
knowledge the fundamental problem in NLP? 

RS: Frame theory may not be the p a r t i c u l a r s o l u ­
t i o n to the problems of NLP, but i t s s i g n i f i ­
cance seems c l ea r . Natural Language Process­
ing w i l l be successful p rec ise ly when an ade­
quate theory of the organ iza t ion and repre­
sen ta t ion of knowledge has been f u l l y worked 
ou t . Frames are one suggestion fo r how to 
organize wor ld knowledge. They w i l l probably, 
when f u l l y worked ou t , only help to solve one 
aspect of the organ iza t ion of knowledge pro­
blem, but tha t is a s i g n i f i c a n t aspect indeed. 

S c r i p t s , our p a r t i c u l a r i n s t a n t i a t i o n of frame 
theory , w i l l in no sense solve a l l o f the p ro­
blems in NLP. But it seems c lear that a good 
deal of human func t i on ing is sc r ip t -based , and 
we have gone f a i r l y fa r using s c r i p t s to un­
derstand newspaper s t o r i e s . 

YW: I don ' t t h i nk it has y e t , but i t w e l l may do 
so. There has been a rush of ingenious sug­
gest ions about, and implementations o f , frame 
systems; but not yet enough thought about what 
claims are being made, and whether or not they 
are t r u e . My i n s t i n c t is to answer "no" to 
the second ques t ion , simply because I can 
imagine someone having organized wor ld know­
ledge p e r f e c t l y , but having got no fa r the r 
w i t h NLP. Conversely, we are a l l p r e t t y good 
at NLP, but have p r e t t y bad organizat ion of 
wor ld knowledge in many respects . I cannot 
see tha t "o rgan iza t ion of wor ld knowledge" is 
a concept tha t makes much sense, as such, and 
who l l y independent of p a r t i c u l a r tasks and 
purposes. 

However, i t remains t rue that wor ld knowledge 
organ iza t ion is a growth po in t in NLP at the 

moment, and w i l l probably remain so fo r some 
t ime. My own hunch is that the use of wor ld 
knowledge in NLP (a t h igh l e v e l s , tha t i s ) is 
going to pay o f f in connexion w i t h robust 
systems that run on tex ts where they don ' t 
already know a l l the word senses e t c . And 
the quest ion here tha t I am most unsure of 
the answer to i s , what is the ro le of h i g h -
l e v e l knowledge s t r u c t u r e s , l i k e frames, in 
a c t u a l l y pars ing input text? 

TW: The second h a l f of t h i s quest ion is another 
form of the quest ions above. I t is both t rue 
and pa ten t l y f a l s e , depending on how "problem 
in NLP" is i n t e r p r e t e d . I f we are i n te res ted 
in b u i l d i n g systems or models which r e f l e c t 
the processes of language product ion or com­
prehension, then the answer is "Yes . " When 
a person uses language, he or she is not s im­
ply using a "language f a c u l t y " , but is making 
use of a f u l l range of mental opera t ions , of 
which only some are d i r e c t l y l i n g u i s t i c . I f 
we wish to model t h i s behavior , we must model 
a l l of these opera t ions , and in doing so the 
organ izat ion of wor ld knowledge provides the 
la rges t stumbl ing b lock . 

On the other hand, if we view "NLP" as des­
c r i b i n g a s c i e n t i f i c en te rp r i se , then the 
organ iza t ion of wor ld knowledge is not a p ro­
blem w i t h i n I t s domain a t a l l . I t i s a p ro ­
blem in the more general domain of A I , and 
one whose so lu t i ons w i l l form a basis fo r 
a t tack ing problems in NLP, which deal w i t h 
the s t ruc tu re of language and communication. 

The f i r s t h a l f of the quest ion ra ises two i s ­
sues. The phrase " c o n t r i b u t i o n to NLP" is 
subject to a l l o f the problems discussion 
above, and I won ' t go i n t o them again. The 
phrase "frame theory" ra ises the quest ion 
"What is a frame theory?" As fa r as I can 
see, none of the work which goes by t h i s 
name is r e a l l y a " theory " at a l l . There are 
two l eve l s at which it has been couched: a 
general i n t u i t i o n , and a set of spec i f i c me­
chanisms. At the i n t u i t i v e l e v e l , i t has bee 
been of great importance. The a t t e n t i o n of 
researchers has been focussed on a d i f f e r e n t 
set of issues from those which were predomi­
nant in the o lde r , more a tomis t ic ways of 
t h i n k i n g about knowledge and meaning. Issues 
of memory s t r u c t u r e , chunking, a c c e s s i b i l i t y , 
and pa t t e rn - re l a t ed con t ro l s t ruc tu re are be ­
ginning to make inroads i n t o a l i t e r a t u r e 
which prev ious ly focussed on p red ica tes , p r i ­
m i t i v e s , parsers , and uni formly app l i cab le 
a lgor i thms. At the de ta i l ed l e v e l , I t h i n k 
we are fa r from having s a t i s f a c t o r y no t ions 
of how to apply the i n t u i t i o n s . There are a 
number of simple ideas, such as the use of 
e x p l i c i t cross l inkages to switch between 
frames (Minsky), the not ion of s c r i p t s as 
l i n e a r sequences of s te reo typ i ca l events 
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(Schank), the assoc ia t ion of s p e c i f i c proce­
dures w i t h par ts of a dec la ra t i ve frame s t r u c ­
ture (Winograd), and the need to view a s ing le 
ob jec t as an i n s t a n t i a t i o n of m u l t i p l e frames 
(Bobrow and Winograd), but a l l of these are 
o v e r - s i m p l i f i e d and lack the k ind of depth 
which w i l l make them the center of a " t heo ry " . 
They are a l l u s e f u l , but do not cons t i t u t e a 
theory any more than a set of s p e c i f i c tech ­
niques fo r d i f f e r e n t i a t i o n is a theory o f c a l ­
cu lus . 

Is syntax a dead issue? What low l e v e l l a n ­
guage problems remain to be solved? 

Syntax is by no means a dead i ssue , but it is 
by no means c lear what the issue i s . Nobody 
claims tha t one can do w i thou t syntax, i t is 
too easy to give sentences where it comes in 
handy, and nobody claims tha t one can r e l y en­
t i r e l y on syntax to solve one's pars ing p ro ­
blems, tha t we e a s i l y understand ungrammatical, 
or a-grammatical , sentences shows the con t ra ry . 
( "Pars ing" here is simply the process of going 
from surface s t r uc tu re to "semantic represen­
t a t i o n " . I am not r e s t r i c t i n g the term to 
grammatical pars ing . ) The r e a l substant ive 
issues as I see it are two: "how much" syntax 
is needed (both for ana lys is and genera t ion) , 
and how should t h i s i n fo rmat ion be i n te r faced 
w i t h the res t of the system. Further d i scus ­
s ion w i l l show, I t h i n k , tha t we have no good 
answers to e i t he r of these quest ions, and so 
we should add a t h i r d , more pragmatic ques t ion : 
What is the best way to proceed u n t i l answers 
are ±n on the f i r s t two? 

In asking "how much" syntax is needed one usu­
a l l y takes as a bas is fo r comparison the yet 
hypo the t i ca l set of ru les which would a l low 
one to generate a l l and only the grammatical 
sentences of Eng l ish . R e s t r i c t i n g ourselves to 
problems of analys is (since synthesis has 
played a comparat ively unimportant r o l e in A I ) , 
we can then ask at l eas t two new quest ions. 
Are there any ru les in the hypo the t i ca l basic 
set which are never needed to parse Eng l i sh , 
and secondly, are there ru les which are so s e l ­
dom needed tha t we should not apply them "un ­
less we have evidence tha t they are needed" 
(these l a s t are scare quotes o n l y ) . As fo r the 
f i r s t of these, s ince nobody has o f fe red any 
candidates fo r such a r u l e , the current answer 
must be " d o n ' t know". My personal guess how­
ever is tha t there are few i f any such r u l e s . 
Take, f o r example, the quest ion of verb subject 
agreement. As everybody knows, and I have i n ­
adver tan t l y shown a l l too o f ten ( i n French), 
one can be understood in s p i t e of the fac t tha t 
one's verbs have the wrong ending. Perhaps 
then var ious of the verb ending ru les are not 
needed. There a re , however, occasional senten­
ces where they are c r u c i a l (Hunting dogs i s / a r e 
fo rb idden) , hence they do not q u a l i f y as being 
completely super f luous. Nevertheless, perhaps, 

they q u a l i f y as ru les which are so seldom 
needed tha t we should only use them if we know 
they are necessary. 

This is p l a u s i b l e , but there are techn ica l 
reasons why t h i s is impossible w i t h cur ren t 
pars ing systems. V i r t u a l l y a l l A I parsers are 
depth f i r s t in that they t r y to produce one 
complete pars ing , hope fu l l y the cor rec t one, 
f i r s t , and only t r y another i f the f i r s t i s 
r e j e c t e d . In the example given above, by the 
time the parser gets to the verb I t w i l l have 
made a choice about the s t r uc tu re of the noun 
phrase. I f the parser were to ignore subject 
- verb agreement, it would reach the end of 
the sentence w i t h a success fu l , but poss ib ly 
wrong, parse. That is to say, i t would have 
no way to "know" that in t h i s example the ru l e 
of subject agreement is needed. One cou ld , 
n a t u r a l l y , have one's parser discover both 
readings of the noun phrase, and hence have 
some i n d i c a t i o n tha t subject agreement is 
necessary, but whether in fac t t h i s i s worth 
doing is a complicated t r a d e - o f f quest ion -
more time handl ing noun phrases against less 
time fo r verb phrases. My i n t u i t i o n t e l l s me 
i t Is a bad t r a d e - o f f , but only because sub­
j e c t verb agreement is such a simple ques t ion . 
In f a c t , nobody r e a l l y knows the answers to 
questions l i k e t h i s . 

One example may be suggest ive, but it is hard ­
ly an argument. And the s i t u a t i o n w i t h r e ­
spect to the second quest ion I asked at the 
ou tse t , "how should syn tac t i c in fo rmat ion be 
i n te r faced w i t h the res t of the system" is 
j u s t as bad. So l e t me move on to the prag­
matic quest ion of what we should do nex t . My 
personal b e l i e f is tha t one should simply take 
one of the e x i s t i n g parsers " o f f the s h e l f " 
and use it as a " f r o n t end" . This view is 
ra ther o ld fashioned, but my reasons are qu i t e 
s imple. Few, i f any of us, are r e a l l y wor ry ­
ing about ungrammatical t e x t s , hence a gramma­
t i c a l parse w i l l not be unduly d e s t r u c t i v e . 
Furthermore i t can be qu i te use fu l i n e s t a b l i ­
shing the func t iona l s t r u c t u r e of the sentence. 
(That i s , answering questions l i k e , which i s 
the d i r e c t ob jec t o f the ve rb . ) This is not 
say of course, tha t syntax is necessar i l y the 
only way, but given a f ree syn tac t i c parser , 
why not use i t . Except from arguments stemming 
from our a b i l i t y to understand ungrammatical 
sentences, the only arguments one sees against 
syn tac t i c parsers are of the form, "why do a 
syn tac t i c parse i f i t I s not necessary". They 
a re , tha t i s , e f f i c i e n c y arguments. 

Even if these statements are co r rec t (and I f o r 
one have seen no hard f i g u r e s , or arguments, to 
back them up) we know so l i t t l e about language 
comprehension at the present time that ques­
t ions of e f f i c i e n c y (aside from problems of ex­
ponent ia l growth) are completely beside the 
p o i n t . 

This is not to say tha t syntax is no longer a 
problem. I f i t i s t rue tha t we can s y n t a c t i -
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c a l l y parse a much broader range of sentences 
than our programs can "understand" i t is be­
cause of our ignorance of the l a t t e r process, 
and not because we understand the former. 

RS: Although I doubt that many people agree w i th 
me, syntax has always been a dead issue. Our 
opera t ing view was always semantics f i r s t , 
syntax l a t e r . Later i t became Knowledge Re­
presenta t ion f i r s t , syntax l a t e r . Syntax i s 
the l a s t t h i ng tha t ch i l d ren get r i g h t when 
they l ea rn how to t a l k . I f that s t ra tegy 
works f o r them it should work for us. Note 
tha t I am not saying that syntax doesn't 
e x i s t , only tha t more progress on understand­
ing issues w i l l be made by ignor ing i t than 
by s tudy ing i t . A great deal of e f f o r t has 
already been put i n t o syntax. Most of these 
e f f o r t s do l i t t l e to solve the problem be­
cause they beg the issue of what w i l l be done 
w i t h the syn tac t i c t rees they produce. By 
concent ra t ing on understanding issues, syntax 
w i l l be reduced to the secondary r o l e I t so 
r i c h l y deserves. 

YW: No, i t ' s not a dead issue, but a number of 
people have agreed to put it on i c e , and turn 
to something more i n t e r e s t i n g for a wh i l e . 

Although there are now good o f f - the -peg syn­
tax parsers l i k e Woods', I do not th ink syn­
tax pars ing is s e t t l e d . Those ATN's are 
c l e a r l y much be t t e r than the Harvard Analyzer, 
say, but s t i l l fa r too f r a g i l e w i t h regard to 
semantic problems. 

Conversely, I do not t h ink those who have ar ­
gued the s u p e r i o r i t y of semantics-dr iven par­
sers have proved t h e i r case (T inc lude my­
s e l f . ) I t h i nk they w i l l only do so when 
they produce a semantics-dr iven parser as r o ­
bust and por tab le as Woods' syntax one, and 
in as perspicuous a formalism ( i . e . ATN's or 
product ion systems, or something l i k e t h a t ) . 
This w i l l requ i re a great deal more d e t a i l 
than has been forthcoming so fa r about how 
the semantic s t ruc tu res and ru les determine 
r e l a t i o n s as low- leve l as concord, fo r exam­
p l e , and where exact ly the conventional syn­
t a c t i c genera l iza t ions are expressed in the 
system ( i f they are no t , that too w i l l be 
h i g h l y i n t e r e s t i n g ) . I th ink the whole b u s i ­
ness is unproven at the moment, and s e t t l i n g 
i t w i l l have i n t e r e s t i n g consequences fo r 
l i n g u i s t i c s . 

TW: Syntax is fa r from a dead issue unless we 
take a narrow (though popular) view that i t 
covers the pars ing of simple "grammatical" 
sentences i n t o t rees . Live questions i n ­
c lude: 

What is the r e l a t i o n s h i p between standard syn­
t a c t i c forms and the "phrasal lex icon"? Many 
idioms are syn tac t i c s t ruc tu res ( e . g . " the 
X'er the Y ' e r " ) which cannot be t reated e i t h e r 
through normal grammars or as l e x i c a l i tems. 

How are syn tac t i c cues used to communicate i n ­
format ion about the message s t ruc tu re — focus 
of a t t e n t i o n : what is impor tant , what the 
speaker considers new in fo rma t ion , e t c . There 
is a good deal of work in t h i s area among l i n ­
g u i s t i c s , and we are fa r from having s a t i s f a c ­
tory answers from the po in t of view of b u i l d ­
ing successful systems for communicating w i t h 
human users. 

How can syn tac t i c analys is be f i t i n t o a mul­
t i -knowledge-source framework, to handle rea l 
language (wi th i t s stops and s t a r t s , ungram-
m a t l c a l i t i e s , e t c . ) . This w i l l demand i n t e ­
g ra t ing ideas of syntax and grammar w i t h 
those of frames and pro to types. 

WW: During the past decade or so, many advances 
have been made in na tu ra l language processing. 
Among these have been the development of f o r ­
mal grammar models that provide e f f i c i e n t 
systematic frameworks fo r implementing gram­
mars of a complexity and soph i s t i ca t i on mat­
ching the most advanced work in l i n g u i s t i c s 
( e .g . Woods, 1970). 

The most powerful of these grammars conta in 
augments tha t a l low one to associate condi ­
t ions w i t h the grammar that r e f e r to general 
semantic in fo rmat ion and wor ld knowledge, 
thus p rov id ing a formal i n t e r f ace between the 
syn tac t i c knowledge embedded in the grammar 
i t s e l f and wor ld knowledge that may be stored 
elsewhere and in some other form. This has 
permi t ted the beginnings of a systematic i n ­
v e s t i g a t i o n of the r e l a t i o n s h i p between syn­
t a c t i c knowledge and general semantic and 
wor ld knowledge. However, our present s ta te 
of progress in t h i s area is qu i te immature — 
much of i t is based on understanding s ing le 
sentences in i s o l a t i o n , and the ro le of wor ld 
knowledge i s l a r g e l y l i m i t e d to r e j e c t i n g i n ­
t e rp re ta t i ons tha t do not s a t i s f y ce r t a i n se­
mantic se l ec t i ona l r e s t r i c t i o n s . The u l t ima te 
challenge in t h i s area is to be able to 
choose between a l t e r n a t i v e readings of a sen­
tence based on soph is t i ca ted eva luat ion of 
the p l a u s i b i l i t y o f the a l t e rna t i ves in con­
t e x t . 

From the other d i r e c t i o n , many people have 
t r i e d to a t tack the language understanding 
problem d i r e c t l y from the world knowledge, 
w i t h minor i f any i n t e res t in syntax. These 
systems to date, wh i le they f requen t l y i l l u s ­
t r a t e suggestive approximations to var ious 
aspects of human performance, have not begun 
to develop a formal mechanism capable of 
handl ing a general range of language under­
standing phenomena. In many cases, the de-
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v ices under ly ing such approaches, when viewed 
as formal automata, lack the power necessary 
fo r a general treatment of the phenomena they 
purport to so lve . In many other cases, the 
ac tua l mechanisms under ly ing t h e i r performance 
are not even s u f f i c i e n t l y c lear to make such 
judgments. Much more care in fo rmal ly d e f i n ­
ing rep resen ta t iona l conventions and the a l ­
gorithms tha t operate on them is requi red in 
the work in t h i s area. Woods (1975) discusses 
a number of rep resen ta t iona l issues that are 
f requent l y l e f t vague in knowledge represen­
t a t i o n schemes, and the work of Cercone and 
Schubert(1975) and Brachman (1977) are beg in ­
ning to make some progress in t h i s area. 

One of the major d i f f i c u l t i e s in i n v e s t i g a t i n g 
the less syn tac t i c c h a r a c t e r i s t i c s o f na tu ra l 
language understanding is tha t the fundamental 
problems of f a c t u a l in ference and p laus ib le 
reasoning become a c r i t i c a l f ac to r at t h i s 
l e v e l . Since these are ac t i ve research areas 
in t h e i r own r i g h t and are fa r from understood 
i nves t i ga t i ons i n t o knowledge-based language 
understanding tha t are to make progress at 
t h i s po in t must be making con t r i bu t i ons to the 
study of f a c t u a l inferencesand p laus ib l e rea ­
soning as w e l l . Un fo r tuna te ly , many people 
who adopt the so -ca l l ed knowledge-based ap­
proach do so w i thou t cons idera t ion of much r e ­
levant work tha t has gone on in the area of 
formal i n fe rence , d ismiss ing the relevance of 
such work on the grounds tha t human reasoning 
is not necessar i l y l o g i c a l or complete. In 
doing so, they lose the bene f i t of a great 
deal of understanding of fundamental problems 
and f requent l y propose inadequate treatments 
of problems tha t are wel l-known and w e l l un­
derstood in the formal reasoning camps. 

While many of the goals of researchers in f o r ­
mal reasoning d i f f e r from those of na tu ra l 
language understanding and a r t i f i c i a l i n t e l l i ­
gence, the k inds of d i s c i p l i n e involved in 
fo rma l l y spec i f y i ng the d e t a i l s o f one's theo­
ry and r i go rous l y assessing i t s c a p a b i l i t i e s 
tha t is c h a r a c t e r i s t i c o f the formal i n f e r e n -
c ing work is one tha t we should emulate. Suc­
c e s s f u l demonstrat ion of a few chosen examples 
is not a s u f f i c i e n t benchmark — espec ia l l y 
the h i g h - l e v e l d e s c r i p t i o n of the procedure 
tha t accomplishes the demonstrat ion seems i n ­
t u i t i v e l y s a t i s f y i n g , but the d e t a i l s o f how 
i t works are obscure. In t h i s s i t u a t i o n , one 
is too e a s i l y led to be l i eve tha t something 
has been accomplished when in f ac t the under­
l y i n g mechanism may be inadequate (sometimes 
e i t he r t r i v i a l or t o t a l l y unsystematic and ad 
hoc) . 

In summary, wh i l e there remain a number of 
outstanding and troublesome problems of syn­
tax in na tu ra l language understanding, espec i ­
a l l y in the areas of coord inate and subord i ­
nate con junc t ions , mass terms, nominal com­
pounds, comparatives and s u p e r l a t i v e s , and 
discourse s t r u c t u r e , i t i s c lear tha t many o f 

the most i n t r a c t a b l e ones invo lve the i n t e r ­
ac t i on of syn tac t i c and semantic in fo rmat ion 
and requ i re access to p l aus ib l e in ference ca­
p a b i l i t i e s fo r the eva lua t ion o f a l t e r n a t i v e 
hypotheses. Thus, the problems of f a c t u a l i n ­
ference and p laus ib le reasoning are becoming 
a cen t ra l problem in na tu ra l language under­
s tand ing , as they have in a v a r i e t y of other 
a r t i f i c i a l i n t e l l i g e n c e areas. They are not 
the only problems, however, and t h e i r r o l e in 
na tu ra l language understanding i s i n t r i c a t e l y 
i n te r tw ined w i t h the use of syn tac t i c and 
semantic knowledge. 

Q4: why are new programming or representa t ion l a n ­
guages necessary f o r NLP? 

RS: I have not iced tha t when students are stuck on 
a problem in AI tha t is too d i f f i c u l t f o r them 
they o f ten suggest w r i t i n g a new programming 
language. I have l i t t l e doubt tha t such p ro ­
gramming languages would be of some value in 
f a c i l i t a t i n g program w r i t i n g , so tha t i s not 
why I don ' t l e t them do i t . 

I don ' t l e t them do i t because i t has always 
seemed to me that w r i t i n g a new programming 
language is a way of avo id ing t a c k l i n g a p ro ­
blem you do not know how to program in the 
f i r s t p lace . I f you do know what the s o l u t i o n 
to a problem is l i k e , then i t should be pos­
s i b l e to program i t in any language, though 
of course some languages w i l l make doing i t 
easier than o thers . But if you don ' t know how 
to solve the problem, new programming langu­
ages won ' t he lp . 

Don't misunderstand. I th ink tha t there is a 
s t rong p o s s i b i l i t y we might use such a langu­
age i f s t rong t h e o r e t i c a l biases tha t we d i s ­
agree w i t h are not b u i l t i n t o i t . Nonetheless 
I cannot he lp but wonder i f the r e a l problems 
a r e n ' t somehow being avoided by working on 
new languages. 

: I t h ink the best reason is s t anda rd i za t i on , 
and the advantage tha t would come from down­
grading s u p e r f i c i a l d i f fe rences between no ta ­
t ions and i d i o s y n c r a t i c systems. This f a c i ­
l i t y seems to me the main advantage o f fe red by 
KRL, but i t w i l l be psycho log ica l l y very d i f ­
f i c u l t to get many researchers to adopt any 
such standard language. One reason is the 
obvious one tha t such h i g h - l e v e l languages are 
bound to commit users, both as regards c o n t r o l 
s t ruc tu res and metaphysical quest ions of r e ­
p resen ta t i on , in ways they do not want to be 
committed. If such a language does not com­
mi t one (and KRL makes l i t t l e or no commitment 
about inference and c o n t r o l s t r uc tu res ) then , 
o f course, i t w i l l not be a programming l a n ­
guage at a l l , and many of the problems w i l l 
not a r i s e . I have a hunch, and t h i s may be 
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o v e r - c y n i c a l , tha t advance on t h i s f ron t may 
no t , in the end, be made by those working at 
it from our end, as it were. It may come from 
those working on programming languages proper, 
and t h e i r work may l a t e r be seen to be r e l e ­
vant to AI ( ra ther than from those t ack l i ng 
the problem of knowledge representat ion from 
AI d i r e c t l y ) . I f ee l tha t we should for now 
go on working on sloppy systems that ac tua l l y 
work, and hope tha t the language constructors 
(as w e l l as the "semantics of programs" peo­
p le) w i l l come along l a t e r and make what we do 
seem perspicuous and sensib le as w e l l as e f ­
f e c t i v e . The converse view ( tha t we need ad­
vance w i t h the languages f i r s t ) seems to me 
unappealing because I cannot, here and now, 
imagine what a new-wonder-programming-language 
tha t made NLP possib le would be l i k e . (But 
tha t may w e l l be only my own lack of imagina­
t i o n . ) 

New programming and representat ion languages 
w i l l always be needed for research not only 
in NLP, but in a l l of A I . Research fo l lows 
a cyc le : 

A researcher has some new i n t u i t i o n s about 
the s t r u c t u r e of a problem or a mechanism, 
and decides to embed them in a program. 

He or she w r i t es that program in some e x i s t i n g 
language, which was designed to f a c i l i t a t e 
working w i t h i n a prev ious ly understood set 
o f i n t u i t i o n s . 

Some of the new ideas prove to be of general 
u t i l i t y . 

Someone (poss ib ly the same researcher) w r i t es 
a new language which f a c i l i t a t e s b u i l d i n g 
systems which make use of these new ideas. 

The whole t h r u s t of h i g h e r - l e v e l languages 
is to look for th ings which are done commonly 
and in a standard way, and to make t h e i r de­
t a i l i n v i s i b l e to the user, so tha t he or she 
can concentrate on the next higher l e v e l of 
s t r u c t u r e . Without t h i s , research would 
r a p i d l y bog down, since the complexity of any 
system is s t r i c t l y l i m i t e d by the mental ca­
p a c i t i e s of people who program i t . To w r i t e 
more complex systems, we need languages which 
h ide those complex i t ies we can a f fo rd not to 
t h i nk about. AI went through a c lear case of 
t h i s twenty years ago, when the complexi t ies 
of l i s t processing and storage a l l o c a t i o n 
were hidden in the p r i m i t i v e s of LISP. 

I be l ieve (as do many others today) that 
there is another l e v e l which is r i pe fo r the 
same t reatment . This l e v e l has new s t ruc tu re 
along both the dec la ra t i ve and procedural d i ­
mensions. D e c l a r a t i v e l y , i t deals w i t h the 
way in which descr ip t ions (def ined by seman­
t i c not ions o f " d e s c r i p t i o n " , " p ro to t ype " , 

" Ins tance" , e t c . ) are implemented i n l i s t 
s t ruc tu res . The AI languages ( e . g . M ic ro-
Planner, Connlver, QA4) took a smal l step in 
t h i s d i r e c t i o n , but d id not t r y to deal w i t h 
the semantics of desc r ip t i on in a systematic 
way. Current representa t ion language research 
(KRL, MDS, OWL, p a r t i t i o n e d semantic nets) is 
much more ambit ious in i t s attempt to provide 
the user w i t h a higher l e v e l of s t r u c t u r e . 
Procedura l ly , new languages must provide means 
to reduce the complexi t ies of b u i l d i n g systems 
which mu l t i -p rocess ing , resource a l l o c a t i o n , 
and in tegra ted goa l -d r iven and data-dr iven 
processing. We have many d i f f e r e n t s t a r t i n g 
po in ts in the cur rent AI systems, ( i nc l ud ing 
product ion systems, standard h i e r a r c h i c a l 
c o n t r o l , corout ines , e t c . ) but they have not 
been s a t i s f a c t o r i l y u n i f i e d in a workable sys­
tem. 

Although no one can p red i c t the d e t a i l s , i t 
seems c lear tha t some language or languages 
a t t h i s higher l e v e l w i l l eventua l l y become 
a widely accepted standard fo r work in NLP 
(and AI in genera l ) , j u s t as LISP has domina­
ted the more t r a d i t i o n a l ALGOL/FORTRAN l a n ­
guages fo r current AI work. 
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