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ABSTRACT

This paper describes a representation for time
relations in narrative. The time relations are
based on both explicit sources of time information
(e.g., adverbial expressions or tense) and inplicit
sources, such as multiple reference to a single
event, narrative time progression and earlier
events implied by change of state words. Natural

language processing is used to analyse the input
text into a set of subject-verb-object units, con-
nected by binary connectives; these units corres-
pond to the events of the narrative. With each

event is associated a time in relation to another
event, adjusted by an optional time quantity.
These time relations have a natural representation

as a directed graph whose nodes are time points and
whose edges are time intervals. The algorithm for
extracting the time relations from a text is illus-
trated for an excerpt from a hospital discharge
summary.

| Introduction

An understanding of time relations is essen-
tial to understanding narrative. For a computer
program to "understand" narrative, it must process
these time relations; this requires both a repre-
sentation of the types of time information that in-
terconnect narrated events, and an algorithm to ex-
tract this information from the natural language
text.

The representation of time relations in narra-

raises a number of complex problems. On the
one hand, there are a multitiude of time words:
prepositions (e.g., during, before), adjectives
(current, prior), adverbs (then, now), and nouns
(duration, week). These various words combine into
time expressions (generally adverbial expressions)
which must be analysed and reduced to a systematic
representation.

tive

On the other hand, most events in a narrative
not have an explicit time stated in the form of
Nonetheless the reader of

do
an adverbial expression.
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narrative can determine the sequence of events
even in the absence of explicit time information
for each event. To do this, the reader makes use
of certain characteristics of narrative discourse,
in order to assign time relations to events whose
time is not explicitly given. One characteristic
of connected discourse is reference: by identify-
ing various mentions of an event as referring to
the same event, the reader associates these men-
tions with the same time. The conventions of nar-
rative discourse also provide certain default time
relations between consecutive clauses and/or sen-
tences. For example, the convention of "narrative
time progression" provides that in narrative, time
does not move backward unless an explicit time
marker is provided. An algorithm for capturing
time relations in narrative must make use both of
the explicit time information and of the time in-
formation conveyed implicitly by reference and by
the default time relations. This paper will pre-
sent such an algorithm and outline its application
to a sample text.

a

Il Background

There have been several previous investiga-
tions of the representation of time relations, all
within the context of question-answering systems.
[1] focused on the specification of the temporal
information provided by tense and described a pro-
gram CHRONOS that accepted a restricted set of En-

glish-like input, stored this information and
answered simple time-related questions based on the
input. Since the input was provided on a

sentence-by-sentence basis, the issue of implicit
time relations in narrative discourse did not arise
in this work. [2] described a representation of
time relations between sets of events ¢« The repre-
sentation was used in querying a data base consist-
ing of events whose times were specified (sometimes
incompletely) in terms of their duration and in
terms of beginning and ending times in relation to

another event. From this information, the program
could determine whether an event preceded, over-
lapped, or followed another event.

More recently, [5] and [6] described a "time

specialist" program which accepted time information
about events in a LISP-like form; the specialist
stored this information, checked it for consisten-
cy, and answered queries about the events described
in the input. Although the time specialist handled
only explicit time information provided in the
input, there is a discussion in [5] about its ap-



plication to a narrative-like situation, namely the
specification of the time course of a disease and
the matching of input data to the specified time
course.

In contrast to the question-answering context
of the work described above, this paper is based on
research at the Linguistic String Project on the
creation of a data base from natural language
input. In our initial experiments using medical
narrative, it quickly became clear that time rela-
tions between various medical events (e.g., symp-
toms, therapies) were of central importance in cap-
turing the significant information. The time al-
gorithm described here is a modification of an ear-
lier algorithm [3] developed for the analysis of
medical records, and the examples in the paper are
drawn from actual hospital discharge summaries.
The algorithm should, however, be equally applica-
ble to time relations in other narrative domains.

In the automatic analysis of the medical nar-
rative material, various stages of natural language
processing preceded the analysis of time informa-
tion. These stages included 1) a parse, identify-
ing (surface) syntactic relations; 2) transforma-
tional regularization, mapping more complex sen-
tence types into a "canonical set" of simple sub-
ject-verb-object sentence types; 3) a "formatting"
component, mapping the analysed sentence into a ta-
bular representation of the medical information.
(See [7] for a more detailed description of the
stages of natural language processing).

These earlier stages of processing are rele-
vant to the time algorithm because the time algor-
ithm assumes that each sentence is broken down into
syntactic units consisting of subject-verb-object
combinations corresponding to events; these units
are connected by binary connectives, with the main
clause preceding the clause subordinated or conjo-
ined to it. Binary connectives include, among oth-
ers, subordinate conjunction (e.g., while in She
developed dyspnea while she was in Maryland);
co-ordinate conjunction (e.g., and in Her elbow
became infected and she was treated....); and re-
lative clauses (e.g., She was treated with
erythromycin which she took for 5 days.). As part
of the syntactic analysis, each tense and each ex-
plicit time expression is identified and associated
with the unit that it modifies. The output of the
syntactic processing is thus a sequence of events
with associated time information, connected by bi-
nary connectives. The time algorithm operates se-
quentially on the set of connected events obtained
for a document; it starts at the beginning of the
narrative and assigns to each event a time in terms
of an already processed event, before going on to
the next event.

The emphasis in developing this algorithm has
been to use the available syntactic information to
its fullest. We have not explored the question of
whether the incorporation of domain-specific
extra-linguistic knowledge would improve the pro-
cessing of time (it almost certainly would), and
whether the kinds of extra-linguistic knowledge
needed to do this can be clearly delimited (a dif-
ficult task). It is our hope that the full wutili-

zation of linguistic techniques will bring into
sharper focus the kinds of information needed to
supplement a linguistically based analysis.

Il The Representation of Time

It is convenient to analyse the time of an
event in terms of its relation to the time of
another event (the "reference point") adjusted by
an optional time quantity (see [6) and 131). The
reference point may be a date, which anchors the
time to a fixed external scale, or it may be anoth-
er event within the narrative. This analysis has a
natural representation as a directed graph, where
the nodes of the graph are the time points associ-
ated with the events and the edges represent the
intervals between events. The time graph for a
short three sentence textlet is shown in Fig. 1.

An event generally has a single time point as-
sociated with it, although events with duration
have both a beginning and an ending point. If two
events occur at the same time, they will both be
associated with the same time point. Thus in the
example of Fig. 1, if admission to the hospital
occurs on 1/27 and the patient develops a fever on
1/27, then these two events will both be associated
with the same time point (point A in the graph of
Fig. 1).

The time graph is useful in determining the
relative order of the events displayed in the
graph: an event | precedes an event J iff there is
a path from the time point associated with event |
to the time point associated with event J. The sum
of the edges along the path gives the time interval
between | and J. For example, in the graph of Fig.
1, B precedes A. There are, in fact, two paths
from B to A. In this case, the sum of the edges of
the two paths must be equal: BA = BC + CA. (If
the length of the two paths were not equal, an in-

consistency would be detected). Since BA has a
m TV rsmmmmamaammimBSsssssssssssssssaaasBSSSSSS,\.......sr
Date of admission: 1/27/xx
TEXT:
3 weeks prior to the current adulation, a bright red patch appeared
under the patient's eye. The patient developed a naculopapular
rash over hands and Knees. 0. 1/27 she began having a fever to
104.

! A edmizsior (1/2T)
vegn having fever
of+
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FIG. 1 TIME RELATIONS REPRESEN



length of 3 weeks, BC + CA = 3 weeks; ¢t
and CA are both less than or egual to 1 weeks.
this way it is possible to deduce further time
formation fram the time graph, such as an
limit for an edge length.

IV gxplicit Tine Information

We can distinguish three sources of time in-
formation in narrative: 1) exaplicit information,
generally in the form of adverbial time expressions
ard tense; 2} time information derived from de-
fault values based on a small set of assumptions
about how events within a narrative are connected
temporally; and 3) time derived by the identifica-
tion of an event with a previous mention of the
game event (and its asesociated time).

The most oiwious source of explicit time in-
formation is time adverbials expressions. These
include dates (2 4) and time expressions that
give the tims of an event explicitly in terms of
its relation to ancther event, e.9., during the
first day of italization. Figure 2 shows same
sanple adverbial phrases and tense. Note that in
certain cages, the r:ie:mmmporigia l{ugh not be r.::-

icit; for example, in e rase n
B ete 4 “Fio. %) the inplicit reforance poInt
is taken to be the time of the last narrated topic
{namely the preceding main clause). For tence, as
for some adverbial expressions, the implied refer-
ence point must be made explicit: for exawple, for
the present tense, it is the time of speaking.

The same analysis is used for the time infor-
mation corveyed by a subordinate conjunction. For
example, in the sentence Throat cultures were
cbtained only after IV awpicillin was started, the

e clause event (IV ampicllin was started)

precades. the time of the main clause event (throat

aultures were %;ﬁ an unspecified amount:
tine ﬁv C i% =
time ('Eﬁmut!! cultures) - ?
verbs and follow) can

as
also specify temporal comnections between events.
One important class of vertws {s the class of aspec-

etc. These verbe carry time information about a
state in relation to an earlier implicit state:
fever subsided implies that at an earlier point in

. & lever existed. Onoe the earlier impl ied
event is located, the time relation between it and
the event modified by the aspectual can also be re-
corded within the framework sketched above.

V Default Valuea for Time Comnectives

There are geveral basic asaumptions about how
time progresses in narrvative that enable the time
algorithm €0 capture time relations implicit in the
narrative. The moet important of these assumgtions
is that time does’ not move backwards in narrative
unless an explicit time marker is provided. The
time of an event relative to the time of a previ-
ously mentionad event is assumed to be equal or
later than the time of the previous event. The
following pecuence of sentences from Fig, 1 illus-
trates the usefulness of thig hypothesis;

1. 3 weeks prior to the current admiassion,
a bright red patch appeared under the
patient's eye,

2. The patient developed a maculopapular
ragh over hands and knees.

3, On 1/27 she began having a fever to 104,

Sentence 1 describes an event occuring three weeks
prior to admission; sentence 2 would have a de~
fault time greater than or equal to the time of

sentence 1, using the hmai.s of narrative time

TIME Ok TENSE EXPHESSION RELATI D REF-PT ADJUSTHENT
DIR Q ui17
1, on adnission AT A DM o
2, would (- future past) AT IABT +
A RWATED
TOPIC
1 during the Cirst day of bospitellization FROM ADM o]
™ ADM + 1 DY
L then AT LAST +
NAHRATED
TOF1C
5. for the remainder ol ey hogpitalization FROM LAST 0
NARRATED
TOPIC
TV ptacud o

* ADM = currant hospltal sdanivaion

# DISCH » dimcharae frum current
hospital sumlasico,

FIG. 2

RELATION: AT indicates time-point
FROMT Lidicaten begsinning mid ending
™ puints of & duration

REF-FT = REFERENCE POINY
DIR = DIRECTION Q = QUANTITY

ANALYSIS OF EXPLICIT TIME EXPRESSIONS



progression. Sentence 3 has an explicit time

(1/27), but narrative time progression also
applies; this provides the information that the
time of sentence 3 is later than or equal to the

time of sentence 2. As a result, a lower and an
upper bound on the time of sentence 2 are obtained
from the discourse context, although sentence 2 has
no explicit time. These relations are represented
by the graph in Pig. 1.

A second hypothesis states that the time of a
subordinate clause is equal to the time of its main
clause, provided that no explicit time information
occurs in the subordinate clause or in the subordi-
nate conjunction. For example, in the sentence A
Sinai tap was performed which revealed 806 red

ood cells, the subordinate clause (which revealed

red blood cells) is assigned a time equal to
that of the main clause (A spinal tap was
performed). -

Co-ordinate conjunction poses some special and
difficult problems for interpreting time informa-
tion. The algorithm distinguishes two main cases.
When the subject or object contains a conjoined
noun or adjective phrase, the conjoined phrase is
expanded during the transformational stage to yield
two events; however, the algorithm assigns them
the same time (specifically the second conjunct is
assigned the time of the first oonjunct). Thus in
the sentence The maculopapular rash and the patch
under _her right eye gradually diaapppeared, the two
events rash disappeared ana patch disappeared are
assigned the same time

When there are two distinct predicates con-
nected by a co-ordinate conjunction, then the two
conjoined events behave like two independent sen-
tences, and the algorithm assigns to the second a
time later than or equal to the time of the first,
as in narrative time progression. For example, in
the sentence. The maculopapular rash and the patch
under
gone after the first twelve hours on therapy, the
default timeTnfonnation is used (together with the
time information from the explicit adverbial after

the first twelve hours on therapy) to determine
that the time of the seoon? conjunct (rash and
patch were gone) is later than the time of the
first conjunct (rash and patch gradually
disappeared); in fact, the second conjunct marks

the end point of the time period of the first con-

junct,

VI Time Information from Resolution of Reference
If a single event is mentioned several times
within a discourse, it is important to identify

these mentions of the event and to equate the times
associated with each mention (ignoring, for a mo-
ment, descriptions of states which can have a dura-
tion). For example, the events current
hospitalization and current hospital stay have a
special signifcance in a hospital discharge summa-
ry. They are associated with specific dates (pro-
vided in the header information) and appear as
reference points in many time expressions, for ex-
ample, she again spiked fevers on the 4th day of

hospitalization, or patient was "afebrile on
discharge . If a given mention of admission.

her right eye gradually disappeare and were.
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discharge, or hospitalisation can be associated
with the current hospitalization, then its time can
be set equal to the date given in the header. For
example, if the hospital admission occurred on
1/27, then the 4th dav;of hospitalization will be
1/31, provided that this is a reference to the cur-
rent hospitalization. Despite the fact that ana-
phoric reference is more difficult to detect in the
note-taking style of the discharge summaries (arti-
cles, both definite and indefinite are commonly om-
itted), these references to the current hospitali-
zation are generally easy to resolve because they
are the default reference; there are occasional

references to previous hospitalizations, but these
are flagged by various modifiers, as in the
previous hospitalization.

The original program implemented to process-

time relations (3) did anaphora resolution only
when an event appeared as the reference point in a
time expression. However, the current algorithm
extracts more complete time information by compar-
ing each new mention of an event (regardless of
whether it occurs as a reference point) to previ-
ously mentioned events of the same type. When it
identifies two mentions as referring to the same
event, then it equates their times.

is used for determining
sameness of reference: a backward search is per-
formed for events of the appropriate type, namely,
events in the same synonym class. When a candidate
event is found and its factuality is checked (ne-
gated events cannot be antecedents), then its time
is compared to the time of the current event. If
the times are compatible (that is, no contradiction
arises from assuming that these events are the
"same"), then they are taken as referring to the
same event; otherwise, the backwards search is
continued until all events of the appropriate type
have been tested.

A simple technique

This procedure has been adequate to identify
sameness of reference in the hospital discharge
summaries, which have a relatively simple referen-
tial structure. For more complex texts, it is
clear that a more sophisticated technique for reso-
lution of anaphora would have to be used.

VIl Capturing Time Relations in a Sample Text

The two sentences below are the third and
fourth sentences (events 9-15) from a paragraph of
a hospital discharge summary.

1. The patient became afebrile during the
first day of hospitalization.

She again spiked fevers on the 3rd and
4th day of hospitalization, but then
became afebrile and remained afebrile
for the remainder of her hospitalization.

2.

We will use these sentences to illustrate how the
algorithm extracts and represents time information
from a narrative. In the first sentence she became
afebrile, there is an implicit reference (carried
by the change-of-state verb become) to a state when
the patient was not afebrile. This earlier implied
state is entered as event E9; the state of becom-



ing afebrile is eirm ElLD. Theuﬁ;em
states that she kad fevers on

4th o zation (events EI1 and ELZ].
fere, word ancther reference to the
sarlier merkcion fever Eﬂi Finalg)muuotd
become in [she] becsne afebrile (event E an
implicit re to the ing fever events
( mhe fevers, Ell and Ei2). Each of these

=state words triggers an antecedent search
as described above, Figure ] shows the two sen
tences as a mequence of conhected events, with
their associated times.

In detail, the algorithm proceeds as folldws:

E9: beccme afebrile in the first sentence is
an impliclt reference to an evert be not afsbrile
not found by an antecedent search in the paragraph;
therafore this implied event is entered as E9, with
time preceding ELO.

El0: There are two sources of time informa-
tion for this evant. The explicit adverbial ex-
pression during the first day of hospitalization
giveas rise tc a beginning (FROM} time point =
AIMISSION and an end {TO) point = AIMISSION + 1
DAY, {In this case, this represents the lower and
Upper bounds of a time-point, rather than the be-
ginning and ending pointa of a continuous state;
the current algorithm does not distinguish these
two umes of durational expressions}. Narrative

ress lates EL0 to the main clauwse of

TEXT

the previous sentence in the paragraph, namely E¥
{not shown}.

Ell: The word again triggers a search for a
precading occurrence fever, found in B9; this
generates the time information AT E9 +. The expli-
cit time expression on the 3Ird of

itali provides the tine fﬁfaml%%n i
AIMISSION + 3 DAY. The act that Ell is derived
from a separate predicate conjoined to EL0 provides
the third relation, time (Ell)}>= time {E1Q).

El2: There iam an explicit time exprassion (on
the 4th of jtalization); El2 also refers
to the earlier fever (E9) by the use of again.

Time progression from conioined predicates is ig-
nored here because it provides redundant informa-
tions an explicit time relation between Ell and
El2 can be established by subtraction: time (El12)
= time (E11) + 1 DAY.

El3: There are two sources of time informa—
tion here: the adverb then, which provides the in-
formation that El3 after the last narrated
ropic, namely £12 (time (E13) = time (E12) + ?).
it also has time progression from conjunction with
El2, but this is omitted because it is redundant;
then provides more explicit information,

El4: There is an explicit duration expression
for the remainder of her

ides a start “time = time ast

FROM) £

here:
This

(third and fourth sentences ol & parsgraph trom m Logpital dizcharge sumsary)
Date of admission 1/27/xx
« The putient became atebrile durlig the firat day of hospitaiization,

Date of discharge 2/8/xx
She wgain splked fewers on the

Ird wid 4th duy of hospitalization, but then became wfebrile and repained afebrile and aeymtosmtic for the

remaindtr of her nhospitalitation.,..

EVEXNT CONNECTIVE EVENT {TEXT) TIME RELATION| REF-PT| ADJUEBTMENT
| ] {patirnt be not alebrilie) AT Lo
CHANGE-OF-BTWTE
= bacome
ELC patient vecome past nfebrile during the firat oM ALN ]
day of nosp, o ADN + 1 DAY
AT - of+
T
Ell f ahe &pike past Fever again on the jrd day AT Alm + 1 Y
of hasp. AT B9 .
AT 314 ofe
CO-ORDI NATE - CUB
- Al
3% k| {she spike past rever aguin] | on the 4%h day AT DM + & DAY
af' hoap, AT % +
€0-ORDINATE- CONJ
= mnd
E13 Sl Lbecome past afebrile tlrens AT ElZ +
CO=ORDINATE CONJ
» ahd
Els el |Ele] remaln past sicbrlle tor the reminder| {FROM El3 [+}
of heyr hosp, TC DISCH 0
CO~-ORBIMATE COMJ
= and
E15 \] (ane remsin past] ssymprometic Zis [
Bl4 9

meupe of conjunction indicated Ly bumsi

[ ] indicats vords f1lled in by transtormaticnet rugulari:ation
® farlier senteances in paragraph contalin events E1-EH; EY = last narmeted topic from preceding sentence (not shown).

PIG. 3
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narrated topic, namely EI3; and it provides an
ending (TO) time = date of discharge. The time
derived from conjoined predicate time progression
(time (E14) >= time (EI3) is therefore redundant
and is omitted.

E15: This event is derived from El4 by expan-
sion of a conjoined adjective in the object:
afebrile and asymptomatic; it is therefore taken
as having the same time as E14.

The time graph for these sentences is shown in
Fig. 4.

In the course of computing the time relations,
all events of a given type (for example, fever
events) are collected into a set, in order to 5P
cilitate determination of sameness of reference.
This grouping has an additional advantage in that

Date of admisnicom:

it makes it possible to graph a set of fever events
against time. Figure 5 shows a graph of fever aga-
inst time for the sentences analysed in Figs. 3
and 4. Although it is not possible to determine
the exact shape of the curve (or its height, since
a numerical temperature is*not always given), the
graph nonetheless provides an approximate picture
of the patient's periods of fever during the hospi-
tal stay.

VIIlI  Conclusion

In this brief discussion, only the broad out-
line of an algorithm to extract time information
from narrative can be sketched. The algorithm des-
cribed in this paper is a modification of a previ-
ously developed algorithm [3] that was implemented

1/et/ex; Date of Machargs: 2/8/ux

TEXT: .., The patient bevams afebrile dwring tiw first day of hospitalisstion, Bhe
sghin apiled fevers on the Yrd and 4th day of hospitslization, but then beossw
afsbrile and remsined sfwbrile and ssymptogatic for the ressinder of her

H: DIBCHARGCE;
E147 « remmip afetrile (mzs
E15T » remmin asywptomtic (end)

G: K13 = become afebrile;
El4F = remmin afebrile(start)
£15F « remain asymptamatic (atart)

F: EiZ = spike lever

E: Ell = spike fever

C: IL10T » bwcome afebrile {end)

B: EL0F = become sfebrile (start];
ADMIBSTON

D: EP = preceding svent in marretiv
{not shown)

A I9 = not afebrile

hospitalisation,
LI N
*-
[
-
Yl e miamccaregh T
Y
LY [ A I
¢ 4 Y
L
bV c
1}/
ver Jo oo - - (3
of»
]
A
P indicates the FICM time Of an event wvith s durstion;
T indisates tha 10 tism of an wvent with durstion.

PIG. 4 TIME GRAPH FOR AN EXCERPT FROM A HOBPTIAL DISCHARGE SUMMAIY
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and successfully tested on a set of eight hospital
discharge summaries, each containing approximately

50 sentences of text [4]. The original program
contained an extensive treatment of explicit time
expressions, covering same 50 time words. The mod-

ifications to the original program have been mainly
in the handling of implicit time relations.

We are now in the process of implementing the
new version of the algorithm and are still investi-
gating several problems in this regard. These are:
1) maintaining a compact representation that per-
mits detection of inconsistencies when a new time

relation is added to the set of known time rela-
tions; 2) representing continuous states as op-
posed to time-point events: a state may change
over time, but can still be identified as a single
state (e.g., a fever may rise and fall but it is
still referred to as a single continuing fever);
3) implemening a more sophisticated procedure for
anaphora resolution, including the handling of
references to continuous states; and 4) distin-

guishing between the two uses of durational expres-
sions: 1) to define the lower and upper limits of
a single time-point, as in she had a transfusion
during her hospitalization; or 2) to define begin-

mng and end points of a continuous state: she was
afebrile during her hospitalization. In adHIltion,
there are a number of issues that we have not yet

on, for example, the representation of im-
specifications or the use of
extra-linguistic knowledge to determine time rela-
tions. Nonetheless, the general principles out-
lined in this paper appear to constitute an impor-
tant first step in extracting time information from
narrative in a way that captures many of the impor-
tant relations between the narrated events.

touched
precision in time
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