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ABSTRACT

To progress significantly beyond current reason maintenance systems,
we must formulate their structure and intended behavior precisely
enough to analyze computational complexities and tradeoffs indepen-
dently of the current set of limited implementation proposals. This
paper summarizes one such formulation, and indicates some unsolved
practical problems for investigation in future reason maintenance sys
terns.

51. Reason maintenance systems (a less deceptive name than the
original "truth maintenance systems") have been studied by a variety
of authors and have gained currency in artificial intelligence in spite
of rather unwieldy descriptions in terms of complex procedures. (See
[DOYLE 1079], [STALLMAN AND SUSSMAN 1977], [LONDON 1978],
[MCALLESTER 1980], [CIIARNIAK, RIESHKCK, AND MCDKRMOTT
1980], [TIIOMI'SON 1979], [GARDKNKOUS 1980], [STEELE 1980], [DE
KLEERAND DOYLE 1982, [MCDKRMOTT 1982], [GOODWIN 1982],
and [MARTINS 1983].) There is little hope for improving on existing
RMS implementations without clearer statements of their intended be-
haviors and better analyses of their performance (see [MARTINS 1983]).
These goals require mathematical formulations that clearly capture our
intuitions, formulations that enable calculation of complexity-theoretic
tradeoffs to guide and justify choices of implementation. [DOYLE 1982]
develops exact theories and initial analyses of several issues arising in
reason maintenance systems and in "nonmonotonic logic." This paper
summarizes portions of those theories and some of the questions they
raise.

§2. Reason maintenance systems revise database states using records
of inferences or computations, records called reasons or justifications,
to trace the consequences of initial changes. By keeping track of
what information has been computed from what, such a system can
reconstruct the information "derivable" from given information. Al-
though it is often convenient to think of such bits of information as
beliefs and such derivations as arguments, the notion is much more
general, applicable instead to all sorts of mental structures. For con-
feteness, we focus on RMS, the particular reason maintenance system

This research was supported by the Defense Advanced Research Pro-
jects Agency (DOD), ARPA Order No. 3597, monitored by the Air
Force Avionics Laboratory under Contract F33615-81-K-1539. The
views and conclusions contained in this document are those of the
author, and should not be interpreted as representing the official policies
cither expressed or implied, of the Defense Advanced Research Projects
Agency or the Government of the United States of America.

US.A.

developed by the author [DOYLE 1979]. The following treatment docs
not require intimate familiarity with any reason maintenance system,
although in the interest of brevity we omit motivating discussion and
examples, so passing acquaintance with the basic idea staled above is
valuable. Here we only-mention that, contrary to the impression held
by some, RMS floes not maintain consistency of beliefs in any impor-
tant sense. RMS ensures that the set of "beliefs" held are acceptable
with respect to the justifications held, or in other, looser terminol-
ogy, that the assumptions made by the system are consistent with the
justifications guiding their adoption. Logical notions of consistency
play no role here, as the following treatment illustrates. The mistaken
impression may stem from the contrasting importance of logical con-
sistency in "nonmonotonic logic" [McDERMOTT AND DOYLE 1980].
(See [DOYLE 1982] for further discussion.)

§3. States of RMS contain a variety of elements or components. We
let P denote the domain of all possible elements of states, so that states
of RMS are sets S C P. Not every subset of P is "admissible" as a
state of RMS. We define which sets are so in a moment.

Let N be a finite set of elements railed nodes. These are the
fundamental components of states of RMS. Nodes are usually used to
represent (within RMS) the database elements (beliefs, desires, rules,
procedures, etc.) of significance to the external system using RMS, but
we ignore those external meanings here since they have no bearing on
the operation of RMS. Each set N generates a state-domain P(N) as
follows. We define

SIN}=PNXPNXN
I N) = SI{N) X X
D(NY= N U SLIN)U CHN).

(P means power set.) The elements of SL(N) are called SL-justifications
(for "support list"), and are written A \\ B ||~ ¢ for A, B CN
and ¢ E N. The elements of CP(N) are called CP-justifications (for
"conditional proof"), and are written (A \ B \\- ¢) ||- d for A, BCN
and ¢, d E N. SL-justifications will be interpreted as rules for making
"non-monotonic" inferences, and CP-juslifications as arguments based
on "conditional-proofs" of nodes. The formal definitions of these terms
follow. Note that if N C N', then P(N) C D(N"). In fact, all of
our definitions will be conservative in the sense that additions to the
set of nodes do not change the meaning of previous conclusions or
representations in important ways. Henceforth we hold the set of nodes
constant and ignore the dependence of the domain on the set of nodes,
writing simply D instead of D(M).
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i4.  Mach stale component iy inlerprebed asoarestriclion an the statea
i which il may adwissibly aceur, Formally, we deline an interpretation
function 7 00 «+ PP, where if d € 2, then J{d) € PO is the set
of pulentind stales sanctioned by 4. The el £ of admissidle states
of RMS i defined Lo contain just those sets of cownpenents whieh are
comphetely sell-satialying, specifieally,

A={scrisc )14}

de ¥

We deliue interpretations far nodes, SE-justifications, and OF-justifica-
tinms as foliows,

There are two sorts of neidea erdinary nodes, sl contradic-
ton nudes. The user of RMS stipuelates Lhe sart of each node explicitly
by lubelling contradiction nod:iy as such. Ordinary nades have no ape-
ctal meaning to RMS, except Lhal they are dislioct frein obher nodes,
Cuntradiclian tiedes, in contrast, do have special meaning: RMS avoids
tneluding them in states. We name these two wels of nodes ¥ 7 oand KL
respocbively, so that ¥ = N7 N Wfu & N7, then I{n} = PD,
the “trivial”™ apecificalinn en states which rules cul na potential states.
Ifrn € X', then J{n) =2 ®, the “contradictory™ spreilieation which
aceepty ro slates.

IFe=A|l #i|- ¢ in aSl-justification, then
Hd={SCDIACSC B 2ce S}

(i = D - 0.) That is, £ apecifics that it § contains every element of
A aad cealainy no elowent of f2, then 5 must also contain ¢ in arder
o Le admisible. In RMS parlance, we say that if vvery elenent of A
18 rn and cvery clancat of f2 i out, Lhen ¢ must be in as weil.

Ife ={All #|- )l dis a CP-justifieation, then intuilively,
the CP-justification is satisfied if i is in § whenuver ¢ ia in all adnuissible
stales as clowe a3 possible ta & that contain ali clemenis of A and none
al #. We expresa this forsnally by defining

H)={5C DI ¥§€n(5,AB8) ces]>deS5)
where
n(S, A, B =u(S,(5'¢ £IAC S C BY),
and
WS, X)={§'€X|V5"€eX [$AS"CSAS| 8= 5.

For thia definition, we measure closencsa of a slate Lo § in terma of the
set of elements by which Lhe Lwo differ, namely the syrmetrie differenee
SA S =(5- 85 - 8). Other notionas of closencas may be usec
insicad il desired, but. we cannot pursse them here.

§6. Given asel of nodes and justifieations § € 2, Lhe action of 1tMS i
Lo derive an melinisaible sbate f7 containing & by adding additional sole:
Lo 5. Sitnce & is wbimissible, it satisfios all the apeeilicalions represenbed
by the elements of 8. However, we do not acerpl every admissible su-
persct of § as 4 reasonable svlution te the requiremenis posed by S
since somne of Lhese supersels may intredoces nodes and justifieation:
completely unrclated Lo Lhose mentioned in 8. {Aualogously, in hagic
the set of theorems of a acl of axiems is Lhe deductive clusure of the
axioma. The Lheorems form o dedustively closed wel, but there may
b Targer dedocbively eloned sela vontaining the axiory whose extra
vlements have nothing Lo do will the axioma.] To avoid enwirranles
additions L the initial sl &, we deline Ue admisaible extensions of S
written Afizts(5), Lo be Lhe admiusible sets & 7Y 8 finitely grounded
will respeet Lo &, where & s linitely grounded with respeet to S if and
only I [or every ¢ € B there s linite sequence (gg, <. ., ga) of coiments
of &' such that ¢ — g, and lor each @ < n, cither
{(1)gi€ 8, 01
(2} there is some J < 1 such that
(a) gy = ATl B I} g2,
(b} for cach a ¢ A, u == g4 for some k < 7, and
{c) & ¢ ¥ for each be B, or
(3} there in some § < § such thal
(g, = (Al B )l g, and
(b} c C F* for cach & € g{H, A, i)
I abher words, £ ia fipikely grovoded with respeet to 5 il every elemend
of £ has a non-cireular argument from 5 in terms of valid justilication:
in . In generad a sct § © D may have any mimber {0 o more) of -
misgible rxtensions. Nole thal while thie anteeedents of SL-justilication:
musl oceyr in such arguments, valid CI*-justilications are simply ook
on as "uracles” about other admissible stales. IRMS actually einploy
an approxinution scheme nstead of oracles, but il s too complicate
tu present here.

§g. In [I)O‘(I,K 1982] we develop at length Lhe (heory of Lhis for-
mulation of nodes and 8- justifications, leaving avide CP-justifications,
That treatment is tae leng te reprodure here, but we can sketeh a Tew
of the principal resulla. First, one can stratily by consirnetion overy
admissible extension into aserics of leveis A (S, I7) cortesponding Lo the
the lenglha of the shorlest arguments for clrnents of I fram S, with
Ap(5, ) = § and A[S, h') Uf’_“nA,[S,Ir,‘). The lirst main resall
Lurns the satme conalruction arnund Lo show that any sel constructed
tn Lhis wuy must be an mdmissible extension. This fact is impaorlant in
prool of correcetness of RMS algorithms,

{8.1) TnEGREM (FIXED POINT).  E € AEzta(N) off £ = AL(S, F).

A curollary of this is that admissible extennions are sei-inclusion mini-
mal.

(6.2) COrROLLARY (MiNIMALITY). If B, 1" € AlxtsS) and £ C
F' then B = B*.
A related result is that dislincl admiseible extensions musi share some
SL-justificatinn that Pupporta conclusiuns in one extension but nol in
the other, and so represent incompatible intorpretations of the rommon
justifications.

{6.3) THEOREM (STRONC VALIMTY-OPTIMALITY). If K & C
AEzts(S) and I 5% E', then there 19 some ¢ € EN E' such thal e =
Al Bl condeither AC B C H° but not AC I C B, or A C
MO butnot AC EC B
In the longer treatment we also show that £ £ ABzts(5) ean be cheoked
in time O(|P?). | do not know if one cun construct admimible exten-
sjons in polynemial time. Admisaibilily of states can also be checked in
polynomial time. 1 o not yet know how bad the complexilics become
when CP-justificalions are considered.



i, IEMSE ot unly ranstrocis admissible cxtensions ol sels of nodes
and Justificabions, 1L alw updates the sbale whenrver rensons are added
Alicr TS Jeaves the dalabase
in stabe S, Lhe exlernad progrion asing RMS compoates 3 new kernel
seb (&) ol jusiifications from S, Woe write A(S) to mean the sel
of admisaibie tranaitions from [or sueressors of) 5, the Inlent being
thal RMB revise the sbale Lo be an adhinissible extension of the new
kernel, IF we allow any revision, thenr A{N] -2 ARrtalS)), so the
cutnplexity queshions mentioned varlicr abanl conabructing admisaibie
exlensions hive consideralile prictical importanes. A move inberesting
possibility s lo reguire A W be conaervndive, thal i, to allow only
wransitions Lo those skitles in A Eeta{0 5]} whivll are s close s possible
L & Mere we igeain driow on Uhe sy oometrie diiflerenes comparison of

lo or delebed from a “kernel”™ st

slades intrasduced earlicr, and deline the conservalive Leansition Lable
A by AY(N) el N, ARa{I(5))). 1 wondd L very valuable W have
comervative versions of KMS, sinee then sucoessnr stabes wonld leok
i mneh tilke their predeceasors as possible, Holortnuately, the elicient
e hanizgability of ronservalive transitions is on open gueation, Deewuse
of thix, M8 wan implemented e
e sense of probadibistie alporiblims,. These “approgimabions” are

SApprovimnte” conservalive revisions

bl extersions, ot swnetimes may Tail to be minimal

alwaysy ad
transitions ddue o the lmited information nsed i the “local” choices
made by Lhe revimion alporithion.

R ALS) - O herausie Lhe oxternad progrann inclodes in (8] oo eon-
Lradiction wode or o justificatioen to soppart oo cont radicton node, then
MS st perfarm “backtracking” to lnd opew stade nat conlining
any cenbradiction pode. (One fimitation of KMS correcled in some of
i relitives i abnormal failuee if A(5) = €@ withoul 8 vantaining any
contradictions.) BMS backlracka by adding some new juatifications A
Lo the kermel @A) in hapes that 409) U A will have adinissible exten-
s, HMS choaes new jostidfieations Lo add so as to find a previouosiy

fey patasird admisarble Waansibion as s s possible 4o Uhe current stale.
Spevifically iF {87 4 s the seqoence of previons stales, wa can breat
the intended behavior of BRMS as ihal of rebeealing to some state in
(s, U‘" “(&(.‘\‘,} - {5“-, l}] ). Howrever, | rannel exactly characterize
Lie "nearness” eelalion actoally rendized hy RMB as e berpuse TMS
only usea o hearistic ehoiee based on Wie stencture of the argumenis
whieh suppart contradietion nodes. Can EMS be boproved to einploy
the same conservalion principles in both backtricking and ordinary
sbule Lransitions? IL may be that MCALLESTER'S and GOOBWIN'S
improvements Lo RMS de so, but T lave nol yeb been able to perform
the neeessary analysis. See [DOYLRE 1982) lor o disenssion of a variely
of possible backtracking uchemes fram this point of view.

§9.  The preceding presenta an exact specilicalion Tor many aspects
of EMS, and spocifieations of ideal behiavior for olher aspects, such as
inlerprelation of C-justifications, where RMS emiploys half-nicasures.
Unfortunntely, unansawered guestions of computalional feasibility and
IEM5™ nfermal hislorieal development preveni the actual program
from living up to the full set of ideal specilications. With Lheze ex-
acl specifiealions, can we now do better? And if the partienlar eharac-
Lerigationy of conservative ttansgilions and C1'-justificalion aptiafiability
are provably intraclable {or more likely, provably NI*-liurd), are there
ofliciently eomputable. relations Lthal approximale theae well in some
{prrlnps probabilistic} scnse?

1.

12.

14.
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