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A b s t r a c t 

There are several approaches to formalizing knowledge. The con­
cept of knowledge is often introduced by a special operator whose 
properties are defined by a number of axioms. A situation is then 
modelled by using this operator in problem-specific axioms. This ar­
ticle presents a different approach - a first-order logical model which 
does not use any new operators. The properties of knowledge should 
follow from the problem-specific axioms only. The advantages are 
that the model is simpler and requires fewer axioms. The formaliza-
tion of a problem can almost directly be used as a computer program 
which produces the solutions. 
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1 . I n t r o d u c t i o n 

The classical work in the field of formalizing knowledge is by 
Hintikka [1]. McCarthy and Hayes [6] point to the importance of epis­
temology for Artificial Intelligence. Several different epistemological 
theories with connections to computer science have followed, e.g. by 
McCarthy [4], Moore [7], Konolige [2], and Levesque [3). 

Al l of the authors [1,2,3,4,7] model knowledge by introducing a 
truth-valued operator K. This operator is described by a number of 
axioms. The knowledge that a formula holds is formalized by saying 
that K holds for an argument that is a term which represents that 
formula. A drawback of this method is that a large number of axioms 
are required to describe K, and to define the mapping between terms 
and formulas. Another hard problem is the problem of substituting 
equals for equals in the arguments of a referentially opaque operator 
like K. Following an example by Aristotle: The man approaching 
you is Coriscus. You know that Coriscus is musical, but that does 
not imply that you know that the approaching man is musical, even 
though the men are identical. You have to know that they are iden­
tical. There are plenty of other problems with models of knowledge, 
and they are carefully studied in the impressively thorough work [7]. 

We argue that too many axioms will make the computational 
treatment of knowledge more complicated than necessary. They force 
the user to have a general theorem prover, they increase the indeter­
minacy of the computation, etc. The main difference between the 
above models and our model is that it does not have the intermediate 
step of a knowledge operator. The formalization of a problem is self-
contained (except for the logical axioms of first-order logic). It has a 
form which greatly simplifies use of the formalization as a computer 
program. 

The research reported herein was supported by the Swedish board 
for technical development (STU). 

2 . Phi losophical M e w s on Knowledge 

We consider the sources of knowledge to be the following: per­
ceived information, information inferred from other knowledge, and 
previous knowledge. The procedures for inferring knowledge are un­
specified. As an idealization we shall assume that they are logical 
deductions. Obviously, a person cannot know all the logical implica­
tions of everything he knows, but for solving most problems he will 
not really need to. 

It should be noted that we use the AI view of knowledge, which 
in terms of classical philosophy is closer to belief. This is because 
false knowledge might exist in the system: For instance, an agent 
might perceive false information. Applications of our model to false 
knowledge is further treated in Nilsson (8|. 

3 . N o t a t i o n 

Variables are in lower case, and constants have an initial upper 
case letter. Universal quantifiers are often omitted at the top level 
of formulas. Our standard formalism is first-order logic, but we will 
often use set notation to make our formulas easier to read. However, 
this is only a kind of syntactic sugar, and it should always be clear 
how to translate back to logic. For a predicate w, we imagine a set 
W such that x is a member of W iff w(x). For instance, the following 
formulas say - in logic and in set notation - that there is more than 
one x such that w(x), that there is exactly one x such that w(x), and 
that there is no x such that w(x), respectively: 
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type of logic, or properties of such a logic, which are often associated 
with possible worlds. 

For every problem we have a domain W0, which is the set of 
possible worlds or descriptions of states. One of these is the actual 
world, or a description of the current state. The set of all possible 
solutions W1 is the set of all members x of W0 such that some problem-
specific constraint p(x) holds. Sometimes we might need to generalize 
this idea a bit: The set of solutions is instead the set of function 
values / : Wl where W1 is the set of all states in W0 satisfying p(x). 
The function / extracts the interesting information from the state 
description. 

Traditional philosophy classifies questions as "whether" questions 
and "what" questions. The former kind asks for a truth value, "Does 
p hold?" The latter kind asks for a value, "For which x does p(x) 
hold?" If predicates are regarded as truth valued functions, we can 
cover both of these cases by a more general question: "What is the 
value of f(x) when p(x)?" In the first case, the function / is equivalent 
to p, and in the second, it is the identity function. Let x be the actual 
world, i.e. a description of the current state. Then the actual answer 
to the question above wil l be / (x ) . It is important to note here that 
the actual answer is supposed to be unique. The question "What is 
a square root of 1?" should therefore be reformulated as "What are 
the square roots of 1?" The domain could then be the set of sets of 
numbers, and the solution is the set { - 1 , 1 } . We cannot choose the 
set of numbers as the domain, since that does not give us a sufficient 
state representation. 

5. A Mode l of Knowledge 

We shall now model knowledge in terms of the number of possible 
solutions to a question. 

If we describe knowledge by "having the answer to a question," 
we can formalize it by saying that the set of possible solutions contains 
exactly one element, namely the actual world. If the set of possible 
solutions contains more than one element, we can't know which one 
corresponds to the actual world, and therefore we don't know the 
solution. Thus our basic models of knowledge are 

where W is the set of possible worlds. 

Conditions such as ''A knows that B knows / , " where A and 
B are two different agents, can now easily be formulated: Let W{A) 
be A's set of possible worlds, and let W(B,x) be B's set of possible 
worlds seen from A's viewpoint. This set depends on the actual world 
z. Since A does not necessarily know what the actual world is, he has 
to try out all his possible worlds for x. 

The first formula here says that p holds for all elements of W(A), 
i.e. A knows that p. The second defines p(x) to hold iff A computes 
/ : W(B, x) to contain exactly one element, i.e. if A can deduce that 
B must know /, assuming that the actual world is x. For comparison, 
using logic notation, equivalent formulas are: 

The different sets of possible worlds usually depend on two arguments 
- the agent and the actual world (or what is assumed to be the actual 
world for the moment) - and the corresponding predicates depend on 
the same two and also the possible world to be tested. The predicate 
w here is in fact very similar to the accessibility relation K of [7]. 
Here, however, no special axiom is supposed to bold for w. 

''I know" is represented with a singleton, and '' I don't know" 
with a set of more than one element. It is natural to ask if the empty 
set equation / : W = {} has any meaning. / : W is empty iff W is 
empty. Erroneous information or an incorrect assumption has made 
the agent rule out the actual world from his set of possible worlds. ([7]) 
prohibits this exclusion by a reflexivity axiom which in our formalism 
would be VaVx w(a, 2, x).) This corresponds to false questions in the 
theory of questions. A classical example is "Have you stopped beating 
your wife yet?" This question contains false premises (hopefully), and 
has no answer. Here, neither of ''I know that you have stopped" nor 
''I don't know if you have stopped" is adequate. A third case, which 
can be interpreted as a detection of a false premise, must be included. 
This view seems to be adequate particularly for problems about false 
knowledge |8|. 

6 . Examples of Proper t ies of Knowledge 

The deductions in this section are somewhat informal for the 
sake of space. An intuitive property of knowledge is that "I know f" 
implies that "I know that I know / . " In our model the first statement 
is 

If we define p(x) <-> / : W = { . } (where W is independent of x) we 
can express the statement by Vzp(z). But since W is non-empty, we 
must have 

which simply says that "I know that I know f" 

Another example is Aristotle's Coriscus-problem. One possible 
world representation here is a tuple of boolean values, <musicality-
of-Cori$cu$, muricality-of~man>. If we define 

the fact that it is known that Coriscus is musical becomes 

(A) 

The knowledge that the man is musical becomes 

(B) 

p1, restricts W to Now, (B) 
holds only if W is further restricted by a constraint that implies that 
the two components are equal, or, in other words, that it is known 
that they are equal. 

Suppose that it is known that p holds, and that it is known that 
p —► q holds. We should then be able to deduce that it is known 
that q holds. But for all x, p(x) and p(x) —► q(x) imply that q(x). In 
particular, the antecedents hold for all z in W, and so q(x) holds for 
all x in W. Since W is non-empty, q : W = { - } . 

7 . Some Resul ts f rom A p p l y i n g the M o d e l to P r o b l e m Solving 

McCarthy [5] has suggested a certain kind of problem as a test 
of the adequacy of models of knowledge. These problems deal with 
knowledge about knowledge and are often hard to solve because of 
their complicated structure. We have applied oar model to several 
such non-toy problems, among others the well-known "Mr. S. and 
Mr. P." problem (Freudenthal, 1900). It has turned out that with our 
model we can solve these problems by computer in a simple way. The 
modelling and solving methods are described in detail in [8|. Many 
problems dealing wi th false knowledge can be handled within first-
order logic without risking non-monotonicity. For a large class of 
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The efficiency of this Prolog program can be raised if we replace 
the calk to set of by some procedure that does not generate more 
instances of the first argument than necessary. Also, the definition of 
w(sl,S,X) can be made more efficient by integrating w(0, 5, X) and 
p l ( S , X ) , and similarly for w(pl, S,X). The CPU-time required to 
solve the problem on a Dec-2060 is then on the order of 20 minutes. 
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