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ABSTRACT 

S t r i n g grammars have been found in many ways 
inadequate f o r pars ing i n f l e c t i o n a l languages 
w i t h " f r e e " word order . To overcome these 
problems we have replaced l i n e a r s t r i n g grammars 
and t r ee t ransformat ions by t h e i r 
mul t id imensional g e n e r a l i z a t i o n , graph grammars. 
In our approach pars ing is seen as a 
t rans fo rmat ion between two graph languages, 
namely the sets of morphological and semantic 
representa t ions of na tu ra l language sentences. An 
exper imental F inn ish quest ion-answering system 
SUVI based on graph grammars has been 
implemented. In SUVI the ro le of i n d i v i d u a l words 
is a c t i v e . Each word is associated to a 
s y n t a c t i c o - s e n a n t i c cons t i t uen t type tha t i s 
represented by a t r a n s i t i o n network - l i k e graph 
whose t r a n s i t i o n s correspond to t ransformat ions 
in the d e r i v a t i o n graph. Parsing is performed by 
i n t e r p r e t i n g the cons t i t uen t type graphs 
corresponding to the words of the cur rent 
sentence. 

1 WHY GRAPH GRAMMARS ? 

I n pars ing h i gh l y i n f l e c t i o n a l languages w i t h 
loose syntax by s t r i n g grammars severa l problems 
a r i s e w i t h the formal ism: 

1 ) Morphological s t ruc tu res cannot be 
adequately represented by t rees and s t r i n g 
grammars. 

2) Many relations between words and 
constituents are d i f f i c u l t to express by trees 
and s t r ing rewrite rules. For example, case, 
person, and number agreements are widely used. 

3) Relatively free word and constituent 
ordering found in in f lec t iona l languages leads to 
large and complex grammars with s t r ing grammars 
that are based on l inear ordering of symbols. 

4) Discontinuous constituents occur often in 
in f lec t iona l languages. 

5) The l e v e l s of morphology, syntax and 
semantics are q u i t e in terming led in i n f l e c t i o n a l 
languages. For example, in F inn ish the 
c o r r e l a t i o n between morphological and semantic 
cases i s e s s e n t i a l . 

To solve these problems a s t ronger , 
mu l t id imens iona l formal ism tha t can cope w i t h 
d i f f e r e n t l e v e l s of language seems necessary. In 
t h i s paper we suggest graph grammars / 1 , 2 , 3 / 

f o r the purpose. Besides t h e i r h igh generat ive 
power graph grammars o f f e r an i l l u s t r a t i v e formal 
t o o l f o r model l ing language understanding 
processes. 

2 A GRAPH GRAMMAR FORMALISM FOR NATURAL 
LANGUAGE PROCESSING 

Algebra ic graph grammars (AGG) / 4 / can be 
considered a mul t id imens iona l gene ra l i za t i on of 
l i n e a r s t r i n g grammars. In AGG's the catenat ion 
of s t r i n g s is replaced by the more v e r s a t i l e 
no t ion o f " g l u i n g " graphs together . S t r i n g 
product ions are general ized i n t o graph 
product ions which e x p l i c i t l y express s t r u c t u r a l 
t rans fo rmat ions in the d e r i v a t i o n graph. Apply ing 
a graph product ion means t ha t a subgraph 
corresponding to the l e f t hand s ide of the 
produc t ion is replaced by i t s r i g h t hand s ide in 
the d e r i v a t i o n graph. However, a d d i t i o n a l 
" a p p l i c a t i o n cond i t i ons " must hold to quarantee 
t h a t arcs w i t h no source or goal node w i l l not 
a r i s e and t h a t the r e s u l t o f the d e r i v a t i o n is 
w e l l - d e f i n e d . Analogously to the s t r i n g case a 
graph language is def ined as the set of a l l 
t e r m i n a l l y colored graphs der ivab le from an 
i n i t i a l s t a r t graph by some sequence of 
product ions of the grammar. 

The formal ism o f t h i s paper / 1 / cont ras ts the 
bas ic not ions of AGG's in three major ways: 

- Grammatical derivation sequences are given 
e x p l i c i t l y by t ransi t ion network - l i k e "control 
graphs" whose transi t ions correspond to 
transformations in the derivation graph (cf . the 
notion of "programmed graph grammars" / 6 / ) . 

- Application conditions in our grammars are 
t r i v i a l l y true due to some restr ic t ions and 
modifications to AGG's. The result ing formalism 
is argued to be i n t u i t i v e , semantically 
plausible, and computationally e f f i c ien t . 

- Nodes and arcs in the graphs are associated 
to a set of properties that can be modified as a 
side effect of direct derivations (cf . the notion 
of "attr ibuted graph grammars" /7/). 

In our experimental question-answering system 
SUVI nodes have three properties: EXT (extension) 
is the set of a l l objects in the real world 
knowledge base the node currently refers to; 
QUANT is the quant i f ier of the extension; CAT is 
the syntactico-Bemantic type or category of the 
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node. Arcs have no p r o p e r t i e s . E s s e n t i a l l y , the 
d e r i v a t i o n graph is a set of r e l a t i o n s between 
q u a n t i f i e d ex tens iona l sets of grammatical and 
r e a l wor ld ob jec ts belonging to d i f f e r e n t 
syn tac t i co -semant ic ca tegor ies . 

3 A GRAPH GRAMMAR BASED SEMANTIC PARSER 

F igure 1 dep ic ts the f u n c t i o n and s t r u c t u r e of 
our SUVl-systern. 

Figure 1. The ove ra l l s t ruc tu re of SUV I and the graph grammer parser. 

F i r s t words and idioms are de l inear i zed by the 
morpholog ica l analyzer i n t o smal l f r a m e - l i k e word 
graphs represent ing morphological word forms. 
I n i t i a l node p rope r t i es (EXT, QUANT, and CAT) are 
associated to the nodes. For example, the 
s i n g u l a r p a r t i t i v e noun "ohjelmaa" (a program) 
would r e f e r e x i s t e n t i a l l y to a program in the set 
o f a l l programs wh i le the nominative p l u r a l form 
"oh je lma t " ( the programs) re fe rs to a l l programs. 

morpholog ica l ana lys i s CG-STACK cons is ts of the 
c o n t r o l graphs corresponding to the cons t i t uen t 
types of the ind iv idua l , words in the sentence and 
a set of sentence-independent t r ans fo rma t iona l 
graphs. Arcs in c-graphs usua l l y correspond to 
d i r e c t d e r i v a t i o n s in the d e r i v a t i o n graph but 
can perform other opera t ions , t oo , l i k e pushing 
new c-graphs i n t o the CG-STACK to be i n te rp re ted 
l a t e r . By t h i s way, f o r example, nouns analyse 
t h e i r p o s t - a t t r i b u t e s and verbs t h e i r deep case 
c o n s t i t u e n t s . 

The upper graph of f i g u r e 2 i l l u s t r a t e s par t of a 
d e r i v a t i o n graph t ha t conta ins the morphological 
s t r u c t u r e of three successive F inn ish words 
" k a i k k i suuret oh je lmas i " ( a l l b i g 
p rograms-o f -yours ) . The l a s t word "oh je lmas i " is 
morpho log ica l l y ambiguous but can be represented 
by a s i n g l e word graph by s e t t i n g non-unary 
extensions to nodes expressing the case and 
number. These extensions w i l l l a t e r be 
a u t o m a t i c a l l y focused in clause context by d i r e c t 
d e r i v a t i o n s demanding congruences between words 
and c o n s t i t u e n t s . En t r i es and word forms having 
d i f f e r e n t meaning or syn tac t ico-semant ic 
p r o p e r t i e s are considered l e x i c a l l y ambiguous. 
They are represented by a set of a l t e r n a t i v e word 
graphs. 

The goa l of the parser is to generate from each 
morpholog ica l rep resen ta t ion of the sentence 
corresponding h i e r a r c h i c a l semantic case 
s t r u c t u r e . The parser has three major dynamic 
data s t r u c t u r e s ( f i g . 1 ) : the d e r i v a t i o n graph, 
the stack of word graphs (WG-STACK), and the 
s tack o f t r a n s i t i o n network - l i k e c o n t r o l graphs 
(c-graphs) w i t h p r i o r i t i e s (CG-STACK). A f t e r 

Pars ing begins by i n t e r p r e t i n g the f i r s t c-graph 
in the CG-STACK. The cons t i t uen t type c-graphs 
are def ined in such a way tha t a l l word graphs 
from the WG-STACK w i l l even tua l l y be glued i n t o 
the d e r i v a t i o n graph and corresponding c-graphs 
i n t e r p r e t e d . By the t rans fo rmat iona l c-graphs 
passive clauses and yes/no-quest ions are 
transformed i n t o simple a c t i v e d e c l a r a t i v e s . In 
the end CG-STACK and WG-STACK are empty and the 
d e r i v a t i o n graph c o n s t i t u t e s a l a b e l l e d t ree of 
semantic case p r o p o s i t i o n s . 

C-graphs are i l l u s t r a t i v e desc r i p t i ons o f 
syn tac t i co-semant ic cons t i t uen t types . For 
example, f i g u r e 3 t e l l s t ha t in an NP-HUMAN 
c o n s t i t u e n t gene t i ve , pronoun, and a d j e c t i v e 
a t t r i b u t e s w i t h a q u a n t i f i e r may precede the main 
word in the combinations expressed by the graph. 
A t t r i b u t e s can be a l ready parsed lower l e v e l 
c o n s t i t u e n t s as w e l l as s i ng le words, because 
these both are represented in a compatible way. 
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Figure 3. The cont ro l graph of cons t i tuen t type NP-HUMAN. 

Production ADJ-ATTR in f igure 4 i l l us t ra tes the 
structure and meaning of the adjective a t t r ibute 
construction in Finnish (cf . l inear production 
AdjP+NP->NP). Uncolored nodes in the l e f t hand 
side match any node with no side ef fect . The 
interpretat ion of the production is that if there 
is an adjective followed "by a noun in the same 
case and number in the sentence the noun and the 
adjective ( thei r extensions) are assumed to be in 
semantic Kind-relat ion with each other in the 
knowledge base. f igure 2 i l l us t ra tes the 
appl icat ion of ADJ-ATTR production in a 
derivat ion graph. The case and number of the noun 
"PROGR." are well-defined after the derivation 
due to the congruence demand of the adjective 
a t t r ibu te construction. 

Figure 4. Production ADJ-ATTR fo r the ad jec t i ve a t t r i b u t e cons t ruc t i on . 

At the highest level of constituent generation in 
a clause — i .e . when interpret ing the c-graph 
with the lowest p r i o r i t y in the CG-STACK — 
semantic deep case relat ions are generated 
between the predicate verb and i t s deep case 
constituents. Figure 5 i l l us t ra tes a production 
for generating the AG-case. Node <N0UN-HUM.> 
matches nodes with CAT=NOUN-HUMAN and N0M,PART 
matches nodes expressing nominative or pa r t i t i ve 
case. Arc <,> matches both <- and >-arcs. 

Figure 6 depicts the resul t ing semantic 
representation for the question 

"Kuka laboratorion luennoi ts i jo is ta on luennoinut 
jonkun serainaarimaisen kurssin 
t ie to jer ikas i t te ly teor iasta syksylla 1981 ?" 
(Which lecturer of the laboratory has lectured 
some seminar-type course on computer science in 
the autumn 1981 ?) . 

Figure 6. Semantic representat ion of a sentence w i t h three major 
cons t i t upn ts . 

Dotted l ines encircle the semantic case 
representations of the three major constituents 
of the clause. The case structures are generated 
by corresponding constituent type c-graphs. 

After parsing RESP0ND-GENERATOR computes the 
extensions of the constituents in the clause 
context. This is obtained by recursively 
demanding that the semantic cases between the 
constituent nodes in the derivation graph hold 
for the i r extensions in the knowledge base. The 
f i n a l extension of the MAIN-CLAUSE-node 
corresponding to the predicate of the sentence is 
a set of propositional deep case structures in 
the knowledge base that sat isfy the semantic 
conditions expressed by the derivation graph. By 
comparing these propositions with respect to the 
quantif ied extensions of the deep case 
constituent nodes it is possible to generate 
answers to d i f ferent kind of questions and 
requests. 

As a whole, the idea of our graph grammar parser 
is to construct a sentence-dependent graph 
grammar and apply it to the morphological 
representat ions) of the current sentence. The 
control mechanism to f ind the correct derivation 
sequence(s) to corresponding semantic case 
structure(s) is essential ly defined by the 
constituent types of individual words. Parsing is 
seen as a meaning preserving transformation 
between two graph languages — i . e . the sets of 
morphological and semantic representations of 
sentences. These graph languages correspond to 
two representational levels of the natural 
language to be parsed. 
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5 THE ADVANTAGES OF THE GRAPH GRAMMAR PARSER 

In t h i s paper graph grammars have been in t roduced 
i n t o the f i e l d o f n a t u r a l language process ing. As 
a conc lus ion , l e t us l i s t what we consider 
impor tan t po in t s from t h e o r e t i c a l and p r a c t i c a l 
p o i n t of view in our graph grammar approach: 

1) Expressive power. Using graph grammars any 
k i n d of l a b e l l e d r e l a t i o n s can be represented and 
processed, not only sequen t ia l and h i e r a r c h i c 
ones. The same formal ism can be used un i fo rm ly at 
d i f f e r e n t l e v e l s o f language. 

2) Designer f r i e n d l i n e s s . Graphical drawings 
support design process in the same way as b lue 
p r i n t s in many f i e l d s of eng ineer ing and o f f e r 
the basis f o r documentat ion. The conversion from 
p i c t u r e s to data s t r u c t u r e s i s s t r a i g h t fo rward . 

3) U n i f o r m i t y . Graphs can be used to express 
d i f f e r e n t k inds of procedural, and dec l a ra t i ve 
knowledge l i k e c-graphs and semantic networks. 

4) E x t e n d a b i l i t y and m o d i f i a b i l i t y . In SUVI 
c o n s t i t u e n t models can be designed and modi f ied 
modu la r i l y by c-graph d e s c r i p t i o n s . We have 
asked the quest ion What is in the word ?' a b i t 
in the same s p i r i t as in / 8 , 9 / . A major po in t in 
which our parser con t ras ts the "word exper t " 
parsers i s t ha t i t s f u n c t i o n i s s p e c i f i e d by 
e x p l i c i t syn tac t i c (o -semant i c ) models o f 
c o n s t i t u e n t s . 

5) Computat ional e f f i c i e n c y . Spec ia l ized 
CG-STACK's are created dynamical ly f o r i n d i v i d u a l 
sentences. Only re levan t language knowledge is 
used du r i ng pa r s i ng . We argue t ha t product ions 
and grammars of our type can be designed to be 
e f f i c i e n t / 5 / . 

Due to these issues the graph grammar approach 
seems promis ing in hand l ing the problems 1-5 of 
pa rs i ng i n f l e c t i o n a l language as l i s t e d in 
s e c t i o n 1 : 

1) Complex morphologica l s t r uc tu res and many 
amb igu i t i es can be expressed i n t u i t i v e l y by word 
graphs. 

?.) F igures 5 and 6 i l l u s t r a t e r e w r i t e ru les 
c o n t a i n i n g m u l t i p l e congruences between two words 
or c o n s t i t u e n t s . 

3) The produc t ion of f i g u r e 6 shows a way of 
rep resen t ing f r ee c o n s t i t u e n t o rder ; the agent 
noun phrase can be s i t ua ted e i t h e r before or 
a f t e r the p r e d i c a t e . 

4) Problems of represent ing d iscont inuous 
c o n s t i t u e n t s can be approached w i t h product ions 
in which congruences, category types e t c . 
p r o p e r t i e s are demanded in stead of sequen t ia l 
r e l a t i o n s . We have used t h i s k ind of product ions 
i n ana lys ing a l l i e d verb forms. 

5) Morpho log i ca l , s y n t a c t i c , and semantic 
ca tegor ies and r e l a t i o n s are used in p a r a l l e l in 
a s i n g l e p roduc t ion ( f i g . 5 and 6 ) . However, SUVI 
i d e n t i f i e s the d i f f e r e n c e between s t r u c t u r a l l y 
and semant i ca l l y (domain-dependently) i n c o r r e c t 
sentences s ince domain-dependent c r i t e r i a have 
not been used to quide pa rs i ng . 

Graph ica l represen ta t ions have t r a d i t i o n a l l y been 
used t o i l l u s t r a t e d i f f e r e n t k inds o f l i n g u i s t i c 
and computat ional phenomena. Our i n t u i t i o n is 

t h a t they should be used not on ly as 
i l l u s t r a t i o n s but as a d i s c i p l i n e and a t o o l in 
des ign ing and implementing models on these 
phenomena. 
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