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ABSTRACT 

A conceptually new, computationally simple 
approach to shape from shading is presented. It is 
assumed that objects of interest in 3-D space can 
be approximated by chunks of spheres, cylinders and 
planes, and that the formation of the true image 
can be modelled as the scattering from a Lambertian 
surface of l ight from a distant point source or 
distributed source. The observed image is modelled 
as this true image plus a white Gaussian 
perturbation. To permit paral le l processing for 
computational speed, an image is partit ioned into 
many small square windows (image patches) that can 
be processed simultaneously. It is assumed that a 
chunk of only one object type (plane, cylinder, 
sphere) is seen in a patch. Two kinds of results 
are presented. The f i r s t result is an algorithm 
for the recognition of the object type seen within 
a patch. This algorithm uses constrained 2-D 
quadric polynomial approximations to the picture 
function to implement true Bayesian recogni t i t ion. 
The second result is an algorithm for the 
estimation of the 3-space location (and 
orientation) of the recognized object seen within a 
patch. The image is thresholded with many pairs of 
thresholds and lines constrained to be paral lel or 
ell ipses constrained to have the same shapes and 
orientations are f i t to the result ing swaths of 
data. Three-D location and orientation parameters 
are estimated from these s ta t i s t i cs . The two 
algorithms are derived from a general formal 
s ta t i s t i ca l formulation of the shape from shading 
problem. 

I. OVERVIEW 

The ultimate goal of this work is the 
recognition of a manufactured object and the 
estimation of i t s location and orientation in 3-D 
space, based on the use of a single 2-D image. A 
pr io r i information of object structure is used, as 
well as appropriate functions for image formation 
based on knowledge of camera location and perhaps 
of the i l luminating l ight source. Our recognition 
and information extraction approach is based 
largely on data generation modelling and then the 
application of Bayesian recognition and roughly 
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maximum likelihood estimation. The approach is 
robust to deviations from the assumed models and 
is computationally at t ract ive. In this paper, 
we concentrate on the subproblem of object type 
recognition and object 3-D parameters estimation 
based on an image patch—the data in a single 
window. The patches are suf f ic ient ly large to 
contain important structural information, but are 
suf f ic ient ly small to permit simple processing. 
The information extracted simultaneously from many 
such patches must then be used to make rel iable 
inferences concerning the object that is composed 
of the chunks of planes, cylinders and spheres 
seen. Section II describes experimental results on 
extracting information from a patch. Section I I I 
contains a br ief introduction to our general 
formulation, and points out how the algorithms for 
extracting information from a patch come from this 
general formulation. 

I I . EXPERIMENTAL RESULTS 

The two results br ie f ly described are typical 
of those observed in experimentation with the 
algorithms. Figure la is an image of a portion of 
a sphere taken with a vidicon camera in a room 
illuminated by standard cei l ing mounted fluorescent 
tubes behind di f fusers. Three data swaths can be 
seen in Figure lb . Each swath consists of pixels 
having image intensit ies lying between a specific 
pair of thresholds. An el l ipse has been f i t to 
each swath. The e l l i p t i c shape of the data swaths 
occurs because the contours of constant image 
intensity associated with the sphere are ell ipses 
when the l ight source is a point source, and are 
approximately ellipses for a distr ibuted source 
such as the ce i l ing f ixtures commonly encountered. 
A new twist arising here is that the el l ipse 
f i t t i n g has been constrained such that a l l el l ipses 
have the same shape and or ientat ion. In practice, 
many pairs of thresholds and associated data swaths 
and f i t t ed ell ipses are involved. 

The e l l i p t i c curve f i t t i n g is computationally 
simple and involves constrained least squares curve 
f i t t i n g . The location of the projection of the 
sphere center on the image plane can be estimated 
from the el l ipse parameters. Though less 
computation is required if the sphere radius and 
source direct ion are known, these parameters can be 
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a p r io r i unknown and everything can be estimated 
from the f i t t ed el l ipses. For the image of a 
cylinder, contours of constant image intensity are 
paral lel straight l ines, and an analogous 
constrained least squares l ine f i t t i n g algorithm 
can be used to f i t paral lel lines to data swaths 
result ing from thresholding the image. 

Figure 2a is an image of a cylinder (a can) 
taken with the same set-up as used for the sphere. 
Figure 2b shows the image partit ioned into patches 
along with the 3-D object shape-type 
c lassi f icat ions. The symbols p, c, s, m, stand for 
plane, cylinder, sphere, and mixed. Mixed patches 
are those which are views of two or more 
surfaceshape-types. The decisions are based on 
par t ia l ly unknown 3-D surface shape parameters, 
because object orientation and location are a 
p r io r i unknown. Each image patch in Figure 2b is a 
constrained 2-D polynomial f i t to the raw image 
data in the window. The polynomial f i t is 
constrained to be appropriate for data arising from 
a 3-D planar surface, a cyl indr ical surface, a 
spherical surface, or two surfaces, respectively. 
The 3-D cylinder viewed is s l ight ly crushed where 
it is held by a clamp. 
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