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Abstract

We present a semantic model for knowledge with the following
properties: (1) Knowledge is necessarily correct, (2) agents are logi-
cally omniscient, i.e., they know all the consequences of their
knowledge, and (3) agents are positively introspective, i.e., they are
aware of their knowledge, but not negatively introspective, i.e., they
may not be aware of their ignorance. We argue that this is the
appropriate model for implicit knowledge. We investigate the pro-
perties of the model, and use it to formalize the notion of cir-
cumscribed knowledge.

1. Introduction

Planning sequences of actions and reasoning about their effects
is one of the most thoroughly studied areas in Al. Realistic planning
requires, however, not only the ability to reason about the real world,
but also the ability of the planning agent to reason about the infor-
mation it has about the real world. In other words, intelligent agents
need to be able to reason about their own knowledge as well as other
agents' knowledge. (Planning, in fact, requires a theory of knowledge
and action. See [Mo80], [Mo84].)

A theory of knowledge requires a robust mathematical model of
knowledge. Starting with Hintikka [Hi62], knowledge was tradition-
ally modelled by Kripke structures [Kr63] (e.g., [Mo80, Mo84,
MSHI78, Sa78]). More recently, however, the adequacy of Kripke
structures to model propositional attitudes, and in particular
epistemic attitudes, has been questioned on several grounds
[FHV84,FV84J. Fagin et al. introduced modal structures (FV84J,
called knowledge structures when applied to knowledge [FHV84],
which captures Hintikka's possible worlds semantics in a set-theoretic
way, rather then a graph-theoretic way as in Kripke structures. It
turns out that modal structures not only a fortiori justify the use of
Kripke structures to model possible worlds, but they also enable a
much more refined analysis of several notions [FHV84,FV84]. We
shall use modal structure in our model-theoretic analysis of
knowledge.

It is well known that there is not really such a thing as the con-
cept of knowledge, but rather a whole continuum of "concepts of
knowledge" (cf, [Le78,0C68)). Fagin et al. [FHV84| chose to use a
notion of knowledge where the agents are logically omniscient, i.e.,
they know all the consequences of their knowledge, and are fully
introspective, they are both positively introspective (aware of their
knowledge) and negatively introspective (aware of their ignorance).
One way to explain the logical omniscience of these agents is to view
their knowledge as implicit, i.e., the agents implicitly know every-
thing that logically follows from their explicit knowledge
[HM84a,Le84,RP85|. From this point of view, however, it is hard to
justify the assumption that the agents have negative introspection.

The above argument motivates a model-theoretic study of a
notion of positively introspective knowledge, where the agents are
introspective of their knowledge but not of their ignorance. Such a
concept of knowledge was advocated, on other grounds, by Hintikka
[Hi82] and Moore [Mo84]. A fully introspective knowledge is non-
monotonic, since ignorance leads to knowledge (by introspection).
This lead to several difficulties in trying to circumscribe this kind of
knowledge (cf. [HM84b,Pa84,St81]). In contrast, the concept of
knowledge studied here is monotonic. In terms of modal logic, fully
introspective knowledge correspond to the modal logic S5, while posi-
tively introspective knowledge correspond to the modal logic S4.

Our treatment here of positively introspective knowledge
closely resemble the treatment of fully introspective knowledge in
[FHV84]. Nevertheless, there are several significant differences, upon
which we elaborate in the paper. The most important point is that

in our framework we can study comparative knowledge and cir-
cumvented knowledge. Our framework enables us to assign precise
meaning to the notion of "to know more", which in turn enables us
to circumscribe knowledge, i.e., to assign precise meaning to the
notion of "all one knows".

2. Knowledge Structures

We now define knowledge structures that capture the essence of
Hintikka's [Hi62] possible worlds approach towards modelling
knowledge.

Before we formally define knowledge structures, let us discuss
them informally. The basic idea underlying knowledge structures is
that there are different levels of knowledge. Consider the following
example, taken from [FHV84]. Assume there are two agents, Alice
and Bob, and that there is only one atomic proposition p. At the Oth
level ("nature"), assume that p is true. The 1st level tells each
player s knowledge about nature. For example, Alice's knowledge at
the 1st level could be "I (Alice) don't know whether p is true or
false", and Bob's could be "I (Bob) know that p is true . The 2nd
level tells each player's knowledge about the other player's
knowledge about nature. For example, Alice's knowledge at the 2nd
level could be "I know that | don't know about p, but | know that
Bob knows whether p is true or false", and Bob's could be "I know
that 1 know p, but | don't know whether Alice knows p" Thus,
Alice knows that either p is true and Bob knows it, or else p is false
and Bob knows it. At the 3rd level, Alice's knowledge could be "I
know that Bob does not know whether | know about p". This can
continue for arbitrarily many levels.

We ammume a fixed finite st P of stomic fropolitions, and &
fixed finite sat A of sgents. Intuitively, s knowledge structure has
various Jevels, whers the Dth level is & truth assignment to the stomic
propositions, and where the kth level contains s sat of “'possible’ »
worlde for esch agent. Formally, we define & Oth-order casign-
ment, fo, to be u truth assignment to the stomic propositions. We
eall <fo>> & 1-ary world (since jts “length' is 1}. Asmume juduc-
tively that bary worlds <, .. . :{‘H> ave been defilned. Let W
be the set of :ﬁ iary worlde. A kth-order asrignment in a fuoction
JuA— PowerSet{l W), Intuitively, f; associates with emch agent o st
of “pomible’ kary worlds. There is & “compatibility'" restriction on
Ji's, which we shall discuss shortly. We call <fy, ... ;> a
L-l]-ary world, An infipite sequence <fo.fyfa...> 1 called u
u:hw:dge structure if each prefiz <fo, . . . Sy o> In & kary world for
sach k.

Before we list the restriction that we mentioned, let us recon-
sider the sbove usmm In that example, f is the truth smignment
that makes p trus, , Ji{Alice)ue{s,p] (where by p {'relpoctiﬂly.
p) we mesn the l-ary world <> where o is the truth assignment
that mekes p_true ruﬂectivdy, false)], and fi(Bob)m{p}. Saying
!.&Alicc}-‘{’p.p mesns that Alles does Dot koow whether p is true or
Tuise. e eap  write the 3. world
<p A]ica—-{p,:j, Bob—{p})>. Let us denote this E-H world by

4

w;. Lat wy be the 2-ary world <p, (Alice—{p,p},Bob— {g})>, Ist m
be_ < p, |Alica— { p} ,Bob 4{’ Y>>, lot [™ ba
<p, (Aliea-o(p JBob={p})>>. n the axample sbova

o)um{ 0y, wy 09,0}, since Alice thinks both wd.{whm is trie,

b knows it, but she dow nntL, wy (whare p is false, Bob knows it,
but she does not), wy {whers p ia true, Bob knows it, and she knows
it}, and w, (where p in lalse, Bob knows it, and she kpows it), are
poasible worids, Similerly, b)w={wy, %4}, since Bob thinks both
w, (whare p s trus, be knows it, but Alice does not know [t} snd
(whers p is true, he kpows it, and Alice known it) are possible worlds.

The restriction that we mentioned sarlier, is:
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(K1) <@, .. ..¢n2>€f0(a) iff there in & [k-1)st-order assignment
g such that < gy, . .. 040051 Efila), for aEAd and 1<k

This restriction says that the (k-1)-ary worlds that agent a thinks are
possible are prefixes of the k-ary worlds that a thinks are possible.
That is, as higher-order knowledge extends a's lower-order
knowledge.

Restriction K1 is not really particular to knowledge and actu-
ally applies to any normal modality (FV84). Indeed, the structures
that we have defined so far are exactly the modal structures of Fagin
and Vardi [FV84]. Since we are trying to model knowledge, we have
to impose certain semantic restrictions on these structures in order to

capture the properties of knowledge that we have in mind. The pro-
perties of knowledge in which we are interested are those relevant to
planning and acting.

The first property that we are trying to capture is that
knowledge is always correct, i.e., anything that someone knows is
true. While it is possible to have false beliefs, it is impossible to have
false knowledge. The reason that this distinction is important to
planning and acting is simply that, for an agent to achieve her goals,
the beliefs on which she bases her actions must generally be true. To
capture this property we impose the following restriction on worlds
[FHV84):

{K2) <f, . .. Jo1>€EN{a), for s€A and k>1.

That is, the real k-ary world is one of the possibilities for each agent.

The second property of knowledge that is important to plan-
ning is that, if an agent knows something, then she knows that she
knows it. That is, the agents are aware of their knowledge. We call
this positive introspection. This property is important for reasoning
about plans that requires gathering information or plans that consists
of several actions [Mo84]. To capture this property we impose the
following restriction on worlds:

(K3) It <go,-..0u-1>>Eql ), then gy (0)C far(e), for aEA and k1.
Let us see why this captures positive introspection. Knowledge is
captured in our model by sets of possibilities. The more pomsibilities
an agent has, the Jear she knows. Since ab sgent knows what she
knows but does not necessarily know what she does not know, it is
coneeivable to her that she knows more then she is aware of. Thus if
war ol fo, . . . ,fe1> represenis the actual state of knowledge, then
o =<y - - -, I8 & conceivable possibility for a with respect
to wonly if g (e)Cfia). Thus if &/ =gy, ... g1 is one of
o's possibile worlds, ther ¥ must be conceivable to her with respect
to w, i.e., fo1{8)Cha(e).

The last property of knowledge that we comsider is that if an
agent does not know something, then she knows that whe does not
know it. That is, the agents are aware of their ignorance. We call
this negotive inirospection. This property is philesophically contr-
oversial (soe [La78]), and was rejected by Hintikka [Hi62] and Moots
[MoB4]. We akso reject it here but on different grounds.

In every model of knowledge in which knowladge is captnred by
& sot of possibilities, the sgent turns out to be logically omniscient
[Hi76]. This is becsuse these models satisfy the following formula,
where K ¢ means that a kpows é:

Ko\KJpDq DKy

Namely, the agents know all the consequencen ol their knowledge.
This is of course uarealistic, not only for humans but for any physi-
cal agent. One way to explain the logical omniscience of these
sgents in to view their knowledge as implizit rather than ezplicit, ie.,
sn agents implicitly knows all the consequences of her explicit
knowjedge {HM84s, Le84, Re74, RP85]. The following analysia shows
that an sgent in implicitly awsre of her implict knowledge: Suppose
she explicitly knows p and pD ¢, so she implicitly knows g. Thea she
explicitly knows that she knows p snd she explicitly knows that she
kuows pDy¢, and therefore she implicitly knows that she knows g
On the other hand, there is no resson to sccept that an agent is
implictly aware of her ignorance. Thus we also reject negative
introepection.

We note that another approach to the logicsl omniscience prob-
lsm is to consider the sgenis as ideslized [Mo84|. In thai case, we
balisve that it does m.:k.e sense to accept negative introspection.
Indesd, Fagin et al. [FHV84] did accept negstive introapection, and
they captured full introspection by the following restriction:

(K) It <go,.., 01> EN&), then gy f(a}mmi(a), for #€A and k>1,

That is, in all the worlds that san agent ithioks possible she has
exactly the same knowledge as in the real world.

Notice that the only difference between K3 and K3' is that the
inclusion is replaced by an equality. As we shall see later this subtle
difference carries substantial implication. We call knowledge struc-
tures that satisfy K3' fully introspective knowledge structures.

A natural question that one may ask is whether worlds can be
viewed as partial specifications of structures. This would be very
desirable since worlds are finite while structures are infinite.
McCarthy [Mc84] posed essentially this question as an open problem
in 1975. It turns out surprisingly, that not every world can be
extended to a knowledge structures. The following theorem charac-
terizes the extendible worlds.

Theorem 1. A world <fy, .. . ;> in a prefix of some knowledge
structure  if end only i either &<1 or whenever
<ty - - 0 >Efe) and <hy, ... A g>Ep ), then there is a
{k-1)st-order asmignment A,, such thet <k, ... A ;>Efi{e) and
A (0)C gui(a).

We note that, in the context of fully introapective structures, every
world is & prefix of some structure.

The intuition behind the condition of the theorem will be
explained in the full paper. From now on, we deal only with worlds
that aatinfy the condition of Theorem 1.

3. Syntax and Semanties

The et of formults is the smallest set that contains the atomic

propositions, is closed under Boolean connectives and contains K4 if
it contains ¢. The depéh of a formuls ¢ is the depth of nesting of the
K/ain ¢
. depihi{p)=0, if p is stomic propositions,
depth{~¢)==depth($).
depth($/\w)=maz{ depth(#), depth(¥)}.
depth{iC,[¢))=1+depth{s).
We are almont ready to define what it means for a knowledge
structure to satesfy & formula. We begin by defining what it meana
for an (r+1)-ary world <f, ... .f> to satisfy formuls ¢, written
<for - - - AP, I 1> depth(8).

. <Jo, - .. Si>=p, where p is & primitive proposition, if p is
true under the truth asgignment j.

o <o SDE <G S

. <I°l NP A tél’\¢= it both <Iﬂ; R A 4 #él and
< T ,fr> ¢3'

s <fy- - S>EKS WU <gy, ... ga>e for each

<g .- At >EMA.

Note that we do not define satisfaction of ‘'deep”’ formulas in
“short'' worlds, The sctual arity of the world does not quite matter,
as long as it is “'long’' enough.

Lemms 3: Assume that depth(¢)a=k ard s>k  Then
(k: A Jr> |=¢ iff <fm e J}‘) h‘

We say that the knowledgs structure =<, fy, - - - > satisfies
¢, written fl=¢, if </, . . . Ji> =9, where l.-=3epth{¢). This is &
reasonable definition, sinee if w=«f, . . . /> is an arbitrary prefix
of f such that >k, then it then follows from Lemma 2 that f=4¢ iff
.

A formuls ¢ is valid if it is satisfled by all knowledge structures.
From Theorem 1 and Lemmu 2 it follows that if depth{d)=k, then it
suffices to check that ¢ is aatiafled in all (b+1}-ary worlds.

Theorem §:; The validity problem for kpowledge structures is decid-
able,

We can axiomstize validity in the following way:

Theorem 4: The following formal system if sound and compiete for
validity in knowledge structyre:

{AI) All substitution instances of propositional tautologien,

(A2) K@N\K 6D¥)DK 0.

(A3} KADK Kb

(R1) From ¢ snd ¢ ¢ infer 4.

(R2) From ¢ infer K ¢.

Thus the ‘logiz of knowledge structuras is the generalization of the

modal logie 34 [Ch8Y] to include multiple modalities. We note that

to axiomatize nl.l_dity in fully introspective knowladge struciure one

hus io add the axiom =K 4D K, K¢ [FHVS4]. That is, the Io’Ic of
o

fully introspective knowledge structures is a eralizati th
modal logic 86. e aetion °



4. Comparative Knowladge

In this section we want to compare the knowledge state of the
ssm¢ agent in two differeni knowledge structures. We want to give
precise meaniag to informal statements such as *“I know today more
than 1 knew yesterday”. The busic ides, which we have aiready
mentioned in the previous sections, is that, since knowledge is cap-
tured in our model by sets of possibilities, the more possibilities an
wgents has, the leas she kpows, Thus if f=<f,f;, ' > and
E=<o,1, " " ° >, then ¢ knows in g af least as much as the knows
n I, denoted £<, g, if g{a)Cfi{c), for wll £>>1, that is if a hasin £ at
lenst ail the possibilities she has in g and possibly more. If we have
both f<, g and g, ¥, then we say that a knows the same in £ and
g. denoted f= , g. Note that = _ g if fi{a)=g,(a) for all k>1.

Lemme & <, is a reflexive and transitive relation. =, is an
equivalence relation.

The interpretation that we want to give to “knowing at least aa
much" is that if & knows in g at least as much ws she knows in f,
then g is a possidle state for her in . The lollowing theorem justifies
this interpretation.

Theorem 6:
(1) f<,gifand only if <gp, . . . ,py>>Ef{a) for all k>1.
(2) =i if and only if g}=¢ whenever <, g.

Thus, 4 knows ¢ precisely when ¢ holds in all knowledge structures
that & thinks are possible. Theorem 8 shows the equivalence of two
notions of truth. The firat notion of truth is "“internal", this truth is
determined by looking inside the structure. The second notion of
truth in “'external”, this truth i= determined by considering an
infinitude of possible atructures. The reader should compare
Theorem 8 with Theorem 2.6 in [FHVS4|.

Now that we have justified our notion of *'knowing at lenst as
mueh”, we show that this notion makes sense only for partially
introspective agents:

Theorem 7: Let f and g be fully introspective knowledge structure.
Then <, g if and only if g= , T

Thus for fully introspective agents "“knowing st least as much'' is
equivalent to “knowing the ssme'. The intuition behind it is that
when an agent does not know something, she knows that whe does
pot know. Therefors, her ignorance gains her knowledge. Conse-
1[ uentl;i'i po two distinet states of knowledge are comparable {cf.

4]).

Previcua attempts {¢f. [Mo80, Mo84, MSHI78, Sa76]) to provide
a semantic foundation for rensoning about knowledge have made use
of Kripke strucévres [Kr83]. We describe Kripke structures for posi-
tively intrompective knowledge and explore the relationship between
them and knowledge structures.

A Kripke structure for positively introspective kpowledge is
tuple M={WILR), where W is s met of possible siates,
11 : P—PowerSel{ W) assigns meaning to the atomic propositions, and
R:A—+WE asnigns to every agent s reflexive and transitive relation on
W. Intuitively, {s,t)ER(a) il { is a passible state for a in . We Dow
define what it means [or & formuls & to be satisfied at o state s of M,
written M, a=¢.

M, app, where p is an stomic proponition, if #€T1(p).

M= if M, ambd.

Mol=6/\¢ it M o= and M,ak=¢.

M=K ¢ if M,th=g¢ for all ¢ such that (s t}ER{a).

It ia not hard to show that with Kripke semantics, the modality
K, bhns sll the properties discussed in Section 2 [HMB6|, but that
spems ta us lean than satinfying, nince it leaves to many noticns enax-
rlainad‘ Both the notion of a state and the notion of possibility are
eft as primitive notions with no explication. The following theorsm
clarifies these issues by providing an exact correspondence between
knowledge structures and states in Kripke atructures.

Theorem 8:

(1) To svery Kripke structurs M for positively inirospective
kpoowledge snd every state a2 in M, there corresponds a
knowledge structure fi, such that Mep=¢ if and only if
Ty b=¢, for every formuln ¢; and il # and # are siates in M such
tt‘at {s,t)ER(a) :{m O <.t

{2) My~ (WILR), whare W is the sst of all knowledge atruc-
tures, II{p)=={f : fl=p}, and R{aj=e{(f.,g) : <, g}, is n Kripke
structure for positively introspective knowlsdge. Moreover,
Mfi=¢ if and only if fi=¢, for every formula 4.
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Theorem 8 shows that knowledge structures and Kripke struc-
tures have the same theory (as we already know from Theorem 3 and
the results in [HM85] about axiomatization of validity in Kripke
structures), but its implications are deeper. It shows that knowledge
structures and Kripke structures complement each other in modelling
knowledge: knowledge structures model states of knowledge, and
Kripke structures model collections of knowledge states. In particu-
lar a state t is possible for a in a state # if a knows in t at least as
much as it knows in a. Correspondence between fully introspective
knowledge structures and Kripke structures for fully introspective
knowledge was shown in [FHV84].

6. Circumscribed Knowledge

In principle there is no difference between positive information,
the facts that are stated to be true, and negative information, the
facts that are stated to be false. Indeed, in logic, a truth-assignment
is a function from the set of atomic propositions to the set
{true,false}, and the roles of true and false are completely symmetric.
In common sense reasoning, however, we tend to use mostly the posi-
tive facts while ignoring a whole plethora of unstated negative facts.
Circumscription [Mc80] is a formal tool to capture this paradigm of
common sense reasoning. Our goal in this section is to circumscribe
knowledge, that is, we want to give precise meaning to informal
statements such as "I know that ¢, and this is alt | know".

We start by analyzing a simple case. Suppose that we are
given a Jbay world w as a description of the agents' state of
knowledge, and we are told that this is all the agents know. For
example, suppose that we are told about Alice and Bob in Section 2
that this is all they know. Strictly speaking, this cannot be true.
Since Bob knows p, he knows that he knows p, he knows that he
knows that he knows p, etc. ad infinitum. What we want to find is
some knowledge structure f, such that w is a prefix of f, ie.,
w=Jfy, . .. Jay>, and such that the knowledge contained in w is
circumscribed, i.e., there is no knowledge in f unless it follows, in
some sense, from the knowledge in w.

The answer to that problem depends in part on the underlying
model of knowledge acquisition. For example, is it possible for Alice
to know that Bob knows about p without being told so by Bob, say
by tapping into Bob's database? We consider here the most "permis-
sive" situation, where agents have no knowledge about how other
agents acquire knowledge. In this case fk(a) should include all the b
ary worlds that are possible for a in w, i.e., all the Jb-ary worlds where
a knows at least as much as he knows in w.

This leads to the following definition, where we use the conven-
tion that /o(a) is the empty set: fk(a) is the no-information extension

of fora) if fla)={<g ... 001> ga(}Chig(e})}. The no-
information eatension of the k-ary world w==<fy, . . . . fi. >, denoted
w’, s the sequence <fy,.fi1fp...>», where fofa) in the no-
information extension of /. (¢} for m> k for each agent sEA.

Intuitively, the no-information extension of fi s(a) describes
what a knows at level k+1, given that she has no information besides
that already described at f(.1(a) and given the underlying "permis-
sive" model of knowledge acquisition described above.

To justify our definition of the no-information extension we
have first to prove that w*is indeed a knowledge structure (which is
not a priori clear), and then we have to show that the knowledge in
w is indeed circumscribed in w*.

Theorem 9: Let w be a Jbary world. Then
(1) w* is a knowledge structure, and

(2) if fis a knowledge structure such that w is a prefix of f, then
w*<,f, for all sEA.

Consider now a Jbay world wem<f, ... fig>. In such a
world the agents have knowledge of depth k-1. Thus in w*we would
expect the agents to have knowledge of depth k-1 and no more.
Now we have to be careful how we define depth of knowledge. If a
knows p, then she knows that she knows p, she knows that she knows
that she knows p, etc. This does not seem, however, as genuinely
deep knowledge. If, on the other hand, a knows that b knows that a
knows p, then it seems that a does have deep knowledge. We charac-
terize depth of knowledge by the following definitions.

An a-formula, where a is an agent, is a formula that describes
the knowledge of a. Formally,

. K@ is an a-formula.

Ir ¢ i { 1 d ¢ i bit: f then —¢,
T il gie wre sorman, T formuls, then ¢
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We ean now deflne the depth, of & formula, which is the depth
of o's knowledge described by the formuls.

depiA [p)w if p is stomic propositions.

depih [—¢)==depth [ §).

o depih ¢/ \w)mrnax{depthé), depih ]}

. 51&12;‘("1&6}3’ ‘:IE:;:{ _d';::a:z(zl)b#u and ¢ is & formuls}.
Theorem 10: Let w be & kary world and let ¢ be sn ageot. Then
w'=¢, whete depth(d)==k il and only if ¢ is » valid formuls.

Corollary. Let w be » 1-ary world snd let o be an agent. Then
w'p=K ¢ il and only if ¢ iv & valid formuls.

Thst is, I-ary worlds consists only of a description of "nature” and
they contain no knowledge,

The no-information extension wan defined in [FHVS4| for lully
introspeetive knowledge. In that context, however, 1t iz not true that
w* has the minimum amount of knowledge smong all extensions of v,
sinee, a8 we have argued before, ignorance leads to knowledge by
negative introspection, In particular, even no information extemsions
of l-ary worlds contain arbitrarily deep knowledge [FHVE4]. Thus
the only justification for the definition in [FHVS4] in the intuition
that lead to the definition in the first place.

Wo now consider statements of the form “all & knows is ¢".
The firet obaervation in that such ststements nesd not neceasarily
make sense sven if ¢ in a consistent formula [HM34b]. Consider the
formula K p\/K,q. The statement “"all & knows i that either she
knows p or she knows ¢" does pot make sense. Either ¢ knows p,
and then she knows that she krows p, or she knows g, and then she
knows that she knows ¢ I just cannot be the case that all she
knows is that that sither she knows p or either she knows ¢ In the
terminology of [MeB0], K ¢ does not have s unique eircumseription.
When does the statamant “all o knows is ¢'' make sense? Only when
there is & unique way to circumscribe K §.

This motivates the following definition. A knowledge structure
f is sa aminimal model for & formuls ¢ if f=¢ and £<, g for all
knowledge structures g such that gp=g¢. A formuls ¢ is ohonest if
K¢ has an o-minimal model. The following theorem shows that s
minimal models for K¢ indeed circumscribe the knowledge expressed
by # (just as minimal predicate circumscribe predicates in [Mc80]).

Theoram 11: Let f be an s-minimsl model for K6, Then fp=K v il
and only if K¢« is a valid formuls.

We can now answer the quastion ''what dows & kuows if all she knows
is ¢1"'. The answer js that ¢ knows exactly all the logicsl conse-
quences of X ¢. Note thet this ia not the case for fully introspective
knowledge. ere, if all that a knows is p, then 4 doss not know ¢,
30 she knows that she does not know g, even though K pD K~ g is
oot & valid formuls for fully introspective knowledge [l!IMS-lb].
Indeed, the issue of circumsecription for fully introspective knowledge
is less clear wnd less intultive than it is for positively introspective
knowledge (cf. [Ha84, HM84b, FaB4], St81]).

Qur treatment bere is clomly relsted to Kovolige's *cir-
cumscriptive ignorance™ [Ko82], Konolige introduced siresmacriptive
modalities [¢], where ¢ is a formula, Roughly speaking, {K #)¢ holds
if @ knows ¥ when all she knows is ¢. Konclige's treatment is com-
pletaly axiomatic; he adds the inflerence rule:

(R3) From @[ (in the system {Al-3,R1-2}) infer ~[¢]¢.

Since Konolige bad no samantics, we view our trestment
{Theorem 11) here is as an & fortiori justifieation for his axiomatic
approach.

We want to show now that we can test effactively for honwesty
of formulss. To do this we sxtend our deflnition of <, from strue-
tures to worlds in the aatural way: <jf, ... 4> S <@, .0
i pla)Chle)

Theorem 1%: A formuls ¢, such that deptA{@)mmk is e-honest if and
only if there is & (k+2)-ary world w such that wj=K ¢, snd if & is »
{k+2)pary world such thet « =X g, then v 5, o

Corollary: Honesty is decidable.

6. Concluding Remarks

We have defined a model-theoretic framework for positively
introspective knowledge, which we argue is the right model for impli-
cit knowledge. This framework provides precise means to compare
knowledge states, which enabled us to define the notion of a minimal
model. We have shown that using the notion of minimal models we
can circumscribe knowledge.
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