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Abs t rac t 

We present a semantic model for knowledge with the following 
properties: (1) Knowledge is necessarily correct, (2) agents are logi­
cally omniscient, i.e., they know all the consequences of their 
knowledge, and (3) agents are positively introspective, i.e., they are 
aware of their knowledge, but not negatively introspective, i.e., they 
may not be aware of their ignorance. We argue that this is the 
appropriate model for implicit knowledge. We investigate the pro-
perties of the model, and use it to formalize the notion of cir­
cumscribed knowledge. 

1 . I n t r oduc t i on 
Planning sequences of actions and reasoning about their effects 

is one of the most thoroughly studied areas in AI . Realistic planning 
requires, however, not only the ability to reason about the real world, 
but also the ability of the planning agent to reason about the infor­
mation it has about the real world. In other words, intelligent agents 
need to be able to reason about their own knowledge as well as other 
agents' knowledge. (Planning, in fact, requires a theory of knowledge 
and action. See [Mo80], [Mo84].) 

A theory of knowledge requires a robust mathematical model of 
knowledge. Starting with Hintikka [Hi62], knowledge was tradition­
ally modelled by Kripke structures [Kr63] (e.g., [Mo80, Mo84, 
MSHI78, Sa78]). More recently, however, the adequacy of Kripke 
structures to model propositional attitudes, and in particular 
epistemic attitudes, has been questioned on several grounds 
[FHV84,FV84J. Fagin et al. introduced modal structures (FV84J, 
called knowledge structures when applied to knowledge [FHV84], 
which captures Hintikka's possible worlds semantics in a set-theoretic 
way, rather then a graph-theoretic way as in Kripke structures. It 
turns out that modal structures not only a fortiori justify the use of 
Kripke structures to model possible worlds, but they also enable a 
much more refined analysis of several notions [FHV84,FV84]. We 
shall use modal structure in our model-theoretic analysis of 
knowledge. 

It is well known that there is not really such a thing as the con­
cept of knowledge, but rather a whole continuum of "concepts of 
knowledge" (cf, [Le78,OC68)). Fagin et al. [FHV84| chose to use a 
notion of knowledge where the agents are logically omniscient, i.e., 
they know all the consequences of their knowledge, and are fully 
introspective, they are both positively introspective (aware of their 
knowledge) and negatively introspective (aware of their ignorance). 
One way to explain the logical omniscience of these agents is to view 
their knowledge as implicit, i.e., the agents implicitly know every­
thing that logically follows from their explicit knowledge 
[HM84a,Le84,RP85|. From this point of view, however, it is hard to 
justify the assumption that the agents have negative introspection. 

The above argument motivates a model-theoretic study of a 
notion of positively introspective knowledge, where the agents are 
introspective of their knowledge but not of their ignorance. Such a 
concept of knowledge was advocated, on other grounds, by Hintikka 
[Hi82] and Moore [Mo84]. A fully introspective knowledge is non­
monotonic, since ignorance leads to knowledge (by introspection). 
This lead to several difficulties in trying to circumscribe this kind of 
knowledge (cf. [HM84b,Pa84,St81]). In contrast, the concept of 
knowledge studied here is monotonic. In terms of modal logic, fully 
introspective knowledge correspond to the modal logic S5, while posi­
tively introspective knowledge correspond to the modal logic S4. 

Our treatment here of positively introspective knowledge 
closely resemble the treatment of fully introspective knowledge in 
[FHV84]. Nevertheless, there are several significant differences, upon 
which we elaborate in the paper. The most important point is that 

in our framework we can study comparative knowledge and cir-
cumvented knowledge. Our framework enables us to assign precise 
meaning to the notion of " to know more", which in turn enables us 
to circumscribe knowledge, i.e., to assign precise meaning to the 
notion of "al l one knows". 

2. Knowledge St ruc tures 
We now define knowledge structures that capture the essence of 

Hintikka's [Hi62] possible worlds approach towards modelling 
knowledge. 

Before we formally define knowledge structures, let us discuss 
them informally. The basic idea underlying knowledge structures is 
that there are different levels of knowledge. Consider the following 
example, taken from [FHV84]. Assume there are two agents, Alice 
and Bob, and that there is only one atomic proposition p. At the Oth 
level ("nature"), assume that p is true. The 1st level tells each 
player s knowledge about nature. For example, Alice's knowledge at 
the 1st level could be "I (Alice) don't know whether p is true or 
false", and Bob's could be "I (Bob) know that p is true . The 2nd 
level tells each player's knowledge about the other player's 
knowledge about nature. For example, Alice's knowledge at the 2nd 
level could be "I know that I don't know about p, but I know that 
Bob knows whether p is true or false", and Bob's could be "I know 
that 1 know p, but I don't know whether Alice knows p" Thus, 
Alice knows that either p is true and Bob knows it, or else p is false 
and Bob knows it. At the 3rd level, Alice's knowledge could be "I 
know that Bob does not know whether I know about p". This can 
continue for arbitrarily many levels. 
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This restriction says that the (k-l)-ary worlds that agent a thinks are 
possible are prefixes of the k-ary worlds that a thinks are possible. 
That is, a's higher-order knowledge extends a's lower-order 
knowledge. 

Restriction K1 is not really particular to knowledge and actu­
ally applies to any normal modality (FV84). Indeed, the structures 
that we have defined so far are exactly the modal structures of Fagin 
and Vardi [FV84]. Since we are trying to model knowledge, we have 
to impose certain semantic restrictions on these structures in order to 

capture the properties of knowledge that we have in mind. The pro­
perties of knowledge in which we are interested are those relevant to 
planning and acting. 

The first property that we are trying to capture is that 
knowledge is always correct, i.e., anything that someone knows is 
true. While it is possible to have false beliefs, it is impossible to have 
false knowledge. The reason that this distinction is important to 
planning and acting is simply that, for an agent to achieve her goals, 
the beliefs on which she bases her actions must generally be true. To 
capture this property we impose the following restriction on worlds 
[FHV84): 

That is, the real k-ary world is one of the possibilities for each agent. 
The second property of knowledge that is important to plan­

ning is that, if an agent knows something, then she knows that she 
knows it. That is, the agents are aware of their knowledge. We call 
this positive introspection. This property is important for reasoning 
about plans that requires gathering information or plans that consists 
of several actions [Mo84]. To capture this property we impose the 
following restriction on worlds: 

Notice that the only difference between K3 and K3' is that the 
inclusion is replaced by an equality. As we shall see later this subtle 
difference carries substantial implication. We call knowledge struc­
tures that satisfy K3' fully introspective knowledge structures. 

A natural question that one may ask is whether worlds can be 
viewed as partial specifications of structures. This would be very 
desirable since worlds are finite while structures are infinite. 
McCarthy [Mc84] posed essentially this question as an open problem 
in 1975. It turns out surprisingly, that not every world can be 
extended to a knowledge structures. The following theorem charac­
terizes the extendible worlds. 
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Theorem 8 shows that knowledge structures and Kripke struc­
tures have the same theory (as we already know from Theorem 3 and 
the results in [HM85] about axiomatization of validity in Kripke 
structures), but its implications are deeper. It shows that knowledge 
structures and Kripke structures complement each other in modelling 
knowledge: knowledge structures model states of knowledge, and 
Kripke structures model collections of knowledge states. In particu­
lar a state t is possible for a in a state # if a knows in t at least as 
much as it knows in a. Correspondence between fully introspective 
knowledge structures and Kripke structures for fully introspective 
knowledge was shown in [FHV84]. 

6. Ci rcumscr ibed Knowledge 
In principle there is no difference between positive information, 

the facts that are stated to be true, and negative information, the 
facts that are stated to be false. Indeed, in logic, a truth-assignment 
is a function from the set of atomic propositions to the set 
{true,false}, and the roles of true and false are completely symmetric. 
In common sense reasoning, however, we tend to use mostly the posi­
tive facts while ignoring a whole plethora of unstated negative facts. 
Circumscription [Mc80] is a formal tool to capture this paradigm of 
common sense reasoning. Our goal in this section is to circumscribe 
knowledge, that is, we want to give precise meaning to informal 
statements such as "I know that and this is alt I know". 

We start by analyzing a simple case. Suppose that we are 
given a Jb-ary world w as a description of the agents' state of 
knowledge, and we are told that this is all the agents know. For 
example, suppose that we are told about Alice and Bob in Section 2 
that this is all they know. Strictly speaking, this cannot be true. 
Since Bob knows p, he knows that he knows p, he knows that he 
knows that he knows p, etc. ad infinitum. What we want to find is 
some knowledge structure f, such that w is a prefix of f, i.e., 

and such that the knowledge contained in w is 
circumscribed, i.e., there is no knowledge in f unless it follows, in 
some sense, from the knowledge in w. 

The answer to that problem depends in part on the underlying 
model of knowledge acquisition. For example, is it possible for Alice 
to know that Bob knows about p without being told so by Bob, say 
by tapping into Bob's database? We consider here the most "permis­
sive" situation, where agents have no knowledge about how other 
agents acquire knowledge. In this case fk(a) should include all the Jb-
ary worlds that are possible for a in w, i.e., all the Jb-ary worlds where 
a knows at least as much as he knows in w. 

This leads to the following definition, where we use the conven­
tion that /0(a) is the empty set: fk(a) is the no-information extension 

Intuitively, the no-information extension of fk_1(a) describes 
what a knows at level k+1, given that she has no information besides 
that already described at fk-1(a) and given the underlying "permis­
sive" model of knowledge acquisition described above. 

To justify our definition of the no-information extension we 
have first to prove that w* is indeed a knowledge structure (which is 
not a priori clear), and then we have to show that the knowledge in 
w is indeed circumscribed in w*. 
Theorem 9: Let w be a Jb-ary world. Then 
(1) w* is a knowledge structure, and 
(2) if f is a knowledge structure such that w is a prefix of f, then 

w*<a f , for all 
Consider now a Jb-ary world In such a 

world the agents have knowledge of depth k-1. Thus in w* we would 
expect the agents to have knowledge of depth k-1 and no more. 
Now we have to be careful how we define depth of knowledge. If a 
knows p, then she knows that she knows p, she knows that she knows 
that she knows p, etc. This does not seem, however, as genuinely 
deep knowledge. If, on the other hand, a knows that b knows that a 
knows p, then it seems that a does have deep knowledge. We charac­
terize depth of knowledge by the following definitions. 

An a-formula, where a is an agent, is a formula that describes 
the knowledge of a. Formally, 
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6. Conc lud ing Remarks 
We have defined a model-theoretic framework for positively 

introspective knowledge, which we argue is the right model for impli­
cit knowledge. This framework provides precise means to compare 
knowledge states, which enabled us to define the notion of a minimal 
model. We have shown that using the notion of minimal models we 
can circumscribe knowledge. 
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