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A b s t r a c t 

When humans use language, they show an es­
sential, i nbu i l t responsiveness to their hear­
ers/readers. W h e n language is generated by 
machine, it is s im i la r ly necessary to ensure that 
that language is appropr ia te for its intended 
audience. Much of previous research on text 
generation and user mode l l ing has focused on 
bu i ld ing a user model and selecting appropriate 
in fo rmat ion f r o m the knowledge base to present 
to the user. I t is impo r t an t , however, that 
the phrasing of a tex t be also ta i lored to the 
hearer - otherwise it may be jus t as ineffec­
t ive as texts which wrong ly direct a t tent ion or 
which rely on knowledge tha t the hearer does 
not have. Th is research proposes a new mech­
anism which al lows the tex t p lann ing process 
to specifically ta i lo r syntact ic phrasing to the 
hearer type. Th i s is done in the context of an 
expert system exp lanat ion fac i l i ty tha t needs 
to produce explanat ions of the expert system's 
behavior for a var iety of different users - users 
who differ in goals, expectat ions, and expertise 
concerning bo th the expert system and its do­
main . 

1 Ta i l o r i ng - t h e i m p o r t a n c e of m a k i n g 
language a p p r o p r i a t e for i ts audience 

Humans show an essential, i nbu i l t responsiveness to their 
hearers/readers in their use of language. It is s imi­
lar ly necessary to ensure tha t the language generated 
by machine is appropr ia te for i ts intended audience. 
Much text generation research in the past has focused 
on the selection of tex t content and organization in or­
der to accomplish speakers' goals (e.g., [McKeown, 1985, 
I lovy, 1988]). The presentat ion of tha t content is gener­
al ly also made responsive to hearers' states of focus of 
a t tent ion (e.g., [Grosz and Sidner, 1986]). More recently, 
i t has been recognized t h a t i t is necessary in addi t ion 

to make generated text sensitive to the hearers' goals 
and knowledge about domains, that is to take a user 
model in to consideration (e.g., [McKeown et a/., 1985, 
Appe l t , 1985, Jameson, 1987, I lovy, 1988, Paris, 1988, 
Carberry, 1988]). These are al l impor tan t factors i f the 
text generated is to be bo th in format ive and understand­
able to the user. 

The language used by specific groups of people, how­
ever, of ten possesses syntact ic patterns and lexical fea­
tures t ha t are d ist inct ive to those groups; question an­
swering systems can only be effective, therefore, if they 
appropr ia te ly customize their phrasing as well as their 
content and tex tua l organizat ion according to each dis­
t inc t ive group of users - otherwise generated texts may 
be j us t as ineffective as texts which wrongly direct at­
tent ion or wh ich rely on knowledge tha t the hearer does 
not have. In contrast to most previous research, which 
has focused on the selection and organizat ion of infor­
ma t i on f r o m the knowledge base for presentation to the 
user, th is research addresses the issue of expressing the 
selected i n fo rma t ion in language specifically ta i lored to 
the hearer.1 Th i s is done in the context of an expert 
system exp lanat ion faci l i ty. 

2 W h a t is invo lved in ' t a i l o r i n g ' 

In ta i l o r ing a response, whether it be to a user's goals 
for asking a question or to tha t user's level of exper­
tise in a doma in , a generation system first has to choose 
which i n fo rma t ion f r om the knowledge base at hand is 
most appropr ia te and organize its overall text struc­
ture. The result of th is phase is an organized collec­
t ion of the par t icu lar proposit ions to be expressed in 
Engl ish. Most generation systems take these proposi­
t ions as the inputs for the real ization components of 
g rammat ica l and lexical selection (e.g., [McKeown, 1985, 
Moore and Swar tout , 1989]). However, the ou tpu t of 
th is phase is typ ica l ly not detailed enough to control the 
many possibi l i t ies for expression that current g rammar 
components provide. There is a large gap between the 

*The research described in this paper was supported in 
part by the Defense Advanced Research Projects Agency 
(DARPA) under a NASA Ames cooperative agreement num­
ber NCC 2-520, by AFOSR contract F49620-87-C-0005, and 
by DARPA contract MDA903-87-C-641. 

1This issue was partially addressed in the HAM-ANS sys­
tem [Morik, 1985], where, based on a user model, the system 
would decide whether to produce an anaphora. The work 
presented here is different as we are more concerned about 
systematic linguistic differences that exist in the language 
used by various groups of users. 
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level of detail of the output of the text planner and the 
input required by a grammar. 

Th is is problematic for natura l text generation for two 
reasons. First, generated texts could unintent ional ly be 
inappropriate in many contexts; second, a text planner's 
lack of control over the grammar could prevent it f rom 
producing the text it intends to generate. Because dif­
ferent classes of users have different ways of speaking, 
involv ing systematic differences in the phrasal and gram­
matical patterns that they employ, a generator needs to 
have theoretical control of phrasal organization just as it 
does of text organization. The generation of natural text 
requires a second phase of planning that bridges this gap. 
This paper presents a mechanism that achieves this. 

Control of the phrasing task has most ly remained be-
low the level of detail that the text planning process 
has under theoretical control. Phrasing involves choos­
ing appropriate syntactic and lexical structures f rom all 
the available possibilities that express the same propo-
sit ional content. The few attempts to gain control of 
phrasing in accordance w i th general text planning goals 
(e.g., [Appelt , 1985, Mor ik , 1985, Hovy, 1988]) have ei­
ther been restricted in the areas of phrasing they have 
examined, or have not maintained sufficient separation 
between text planning and real ization.2 In our work, we 
are constructing a general phrasing control component 
that interfaces between the output of the first phase of 
planning and the input to the grammar. (This is il lus­
trated in Figure 1.) This component decides both which 

2 I t is generally accepted that a text planner should not 
maintain detailed knowledge of the grammatical possibilities 
offered by the grammar; to do so complicates the planning 
process considerably by requiring the text planner to con­
cern itself with details from an inappropriately low level of 
abstraction. Similarly, the grammar should not include detail 
at an inappropriately 'high' level of abstraction. 

aspects of the output of phase one are most appropriate 
for each user type and how they are to be phrased for 
that user. It is only the result of this second phase of 
selection/organization that provides sufficient guidance 
to the grammar and lexical selection components. 

We use the not ion of register [Halliday, 1978, Patten, 
1988], which specifies the l inguistic consequences of us­
ing language in part icular situations. Registers may be 
seen as describing the 'argots' used by different classes 
of users. Our approach has been to restrict our atten­
t ion to the part icular kinds of language required in our 
domain. We have worked back f rom these to construct 
sets of ' terms' to be employed when generating language 
for part icular users. Th is is equivalent to a linguistic de-
scription of specifically the situation-specific aspects of 
some instances of language use. We can then define a 
phrasing a lgor i thm which uses these sets to effectively 
constrain the second phase of the generation process. 

3 T h e e x p e r t sys tem exp lana t i on task 
3.1 T h e e x p e r t s y s t e m 

The system for which we are generating language is an 
expert system constructed using the Explainable Expert 
System ( E E S ) framework [Swartout and Smoliar, 1987]. 
In this framework, an expert system includes support 
knowledge for explanat ion. The support knowledge con­
tains, for example, terminology definitions, so that a user 
can ask for the definit ion of specific terms used by the 
system and conditions of evaluation for states of affairs 
w i th in the domain (i.e., whether a part icular state is 
good or bad). 

We are using a part icular instant iat ion of this frame-
work, an expert system designed to diagnose digi ta l cir­
cuits. This system includes in its domain knowledge a 
variety of facts concerning objects in the domain of dig-
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i t a l c i rcu i ts , how they may be related, and wha t can go 
wrong w i t h them. Wh i le expla in ing i ts reasoning, the 
system sometimes needs to provide a def in i t ion of some 
doma in object , such as a f a u l t y - s y s t e m . To do so, the 
exp lanat ion rout ine f i rs t examines a l l the in fo rmat ion 
contained in the knowledge base about fau l ty systems to 
determine wha t to include in the text ; th is is phase one of 
the generat ion process (cf. Figure 1). Suppose the gen­
erat ion rout ine decides to select on ly the condi t ions un­
der wh ich a system is fau l ty (called defining conditions). 
Th is i n fo rma t i on (shown in Figure 2) is contained in one 
slot of the object f rame. It is represented as predicate 
calculus and consti tutes the basic proposi t ional content 
t ha t is to be expressed in the response. Th i s in fo rmat ion 
is highly structured. The structure is defined by the EES 
g rammar which specifies the permissible predicate cal­
culus formulae. Such defini t ions are parsed according to 
th is g rammar so tha t specific tools, inc lud ing a syntac­
t ic matcher, can be used to traverse the parse tree and 
provide access to i ts consti tuents. 

Given th is proposi t ional content, however, i t is s t i l l 
possible to phrase this def in i t ion in several ways, each 
being appropr ia te for some different type of user. 

3.2 T h e t y p e s o f l a n g u a g e a n d u s e r s r e q u i r e d 

Th is expert system is expected to suppor t interact ions 
w i t h at least the fo l lowing groups of users: 
G r o u p 1 : System developers who want to make sure 

t h a t the knowledge base is correctly represented and 
t ha t the system is work ing properly. 

G r o u p 2 : End-users who want to fo l low the system's 
reasoning, bu t who do not know much about ex­
per t system technology (or even about computer 
science). 

Each of these groups demands rather different language 
to be employed in their interact ions w i t h the system. We 
cal l these groups interaction groups.3 

3These two user types are being considered for the ini t ial 
study. As the system is used further, it is likely that we 
wi l l have to handle more interaction groups. The question of 
extensibility therefore becomes quite important. 
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For example, in response to the user question ' W h a t 
is a faul ty system?', whi le the first phase of the genera­
t ion process gives rise to the in terna l predicate calculus 
fo rm shown in Figure 2, a var iety of signif icant ly different 
phrasings are required. For users in group 1, a definit ion 
in an Engl ish fo rm as close as possible to the exact defi­
n i t ion expressed in predicate calculus is needed, as these 
users employ the exp lanat ion fac i l i t y for debugging pur­
poses. There is therefore a need to be very precise and 
l i te ra l . The text generated by our current a lgor i thm for 
group 1 is shown in Figure 3. For users in group 2, how­
ever, th is text is l ikely to be confusing at best. Figure 4 
shows the more appropr iate tex t tha t is generated by 
our a lgor i thm when ta i lo r ing phrasing for users in group 
2. The next section describes how our generation com­
ponent is able to generate these two very different texts 
f r om the same in ternal content. 

4 Descr ip t ion of t he a l g o r i t h m 
4 . 1 T h e g r a m m a t i c a l r e s o u r c e s a v a i l a b l e a n d 

m e t h o d s f o r c o n t r o l l i n g t h e m 

The grammar used in th is work is Nigel [Mann and 
Matthiessen, 1983], a systemic- funct ional grammar [Hal-
l iday, 1985] of Engl ish. Cont ro l of the selection of gram­
mat ica l features in Nigel is achieved by employing a set of 
semantic inquiries tha t access grammar external sources 
of in fo rmat ion , such as the knowledge base and the input 
to the grammar. 

An interface language ( the Sentence Plan Language 
or S P L ) tha t provides for very f lexible control over the 
grammar has recently been developed for Nigel [Kasper, 
1989]. Th is language provides for the convenient con­
t ro l of al l aspects of Nigel at a var iety of levels of ab­
stract ion, inc lud ing several t ha t provide for direct re­
sponses to Nigel's inquir ies, S P L can be seen as providing 
a set of constraints tha t must be met by the language 
generated.4 Given a specif icat ion of proposi t ional con-

4This interpretation is compatible wi th general functional 
unification-based schemes of control and so is not particularly 
bound to the Nigel grammar as currently implemented. 



tent (such as t h a t shown in Figure 2), our phrasing com­
ponent constructs SPL expressions that are then passed 
to the g rammar . 

SPL i npu t specif ications consist of a recursive struc­
ture of ent i t ies and thei r features to be expressed in En ­
gl ish. Each en t i t y needs to be allocated a type wh ich 
is in terpreted w i t h respect to a knowledge base of gen­
eral conceptual categories called the upper model. T h e 
upper model is typ ica l ly used to mediate between the 
organizat ion of knowledge found in an appl icat ion do­
ma in and the k i nd of organizat ion tha t is most conve­
nient for imp lement ing the grammar 's inquir ies. Upper 
model concepts possess specified roles tha t define the 
possible semantic relat ions tha t may appear in the S P L . 
An example of the SPL representation of a sentence is 
given in F igure 5. Th i s specif ication states tha t there is 
a re lat ion of type give to be expressed as an assertion, 
hold ing over three par t ic ipants, an actor, an actee, and 
a beneficiary. These par t ic ipant roles are drawn f r om 
those defined in the upper model for relat ions of type 
give. The fillers of these roles are themselves SPL ex­
pressions. 

An i m p o r t a n t source of var iat ion in phrasing occurs in 
the const ruct ion of the SPL specif ication. For example, 
in Figure 6, the existence of the book has been made 
salient. T h e SPL t e rm for tha t book now occurs at a 
higher level w i t h i n the structure than the process of giv-
ing it par t ipates i n ; we say that it is of a higher rank. 
The central t yped terms at each level of the SPL struc­
ture (e.g., gl, p1, bl, and p2 in Figure 5) correspond to 
the heads of the l inguist ic expressions that realize them. 5 

A n y par t icu lar S P L expression commits the language tha t 

The head of a linguistic expression is the 'independent 

w i l l be generated to expressing a single head-modif ier or­
ganizat ion. 

The al locat ion of heads and their respective rankings 
have a signif icant effect on phrasing. Our mechanism for 
cont ro l l ing this al locat ion relies on the no t ion of register. 
A register defines the ent i ty and re la t ion types tha t are 
al lowed to become heads in the language of tha t register; 
th is is described in detai l in Section 4.2. 

Once the SPL expression is constructed, however, a 
number of dist inct sentences satisfy i ts constraints, i.e., 
the expression is underspecified. Consider for example 
the SPL expression shown in Figure 5. At least three dis­
t inc t sentences satisfy its constraints: Cecile gives John 
the book] Cecile is giving a book to John; to John, Cecile 
gave a book. If the text planner is to contro l these al­
ternat ive phrasings, then add i t iona l guidance is required; 
our mechanism for this is also defined using registers and 
is described in Section 4.3. 

4 .2 C o n s t r a i n t o n h e a d s e l e c t i o n 

Def in i t ions6 of the available heads and their relative 
rankings for the two registers used to generate the exam­
ples ta i lored to interact ion groups 1 and 2 are shown in 

variable' of that expression; it is often considered to be more 
salient than the other constituents of the expression. The 
head places constraints on those constituents (the head's 
modifiers) and thus constrains the expression's overall syntac­
tic structure. The head-modifier organization of a linguistic 
expression is also recursive. 

The definitions divide heads among three types, the field, 
mode, and tenor. This imposes a further dimension of rank­
ing in the search process drawn from the linguistic theory of 
register. We wil l not discuss these details here however. 
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Figure 7. The terms used in these definitions are linked 
into Nigel's upper model ; this guarantees their express-
ibi l i ty. They are also l inked to the input specification 
language so that instances of their occurrence can be 
recognized. 

The first def ini t ion establishes the relative importance 
of entities and relations according to the language used 
by system developers, the second according to the lan­
guage of other end-users. The definitions state that the 
terms labeled RHETORICAL-RELATIONS are to be pre­
ferred for higher ranking than those labeled R E L A T I O N S , 
which are in tu rn to be preferred to those labeled O B ­
J E C T S , etc. Impor tan t ly , the groupings are labeled in 
terms of their linguistic real ization, and not in terms 
of their status in the knowledge base. For example the 
predicate calculus term exist gets realized in English as 
a relation (process) in the register for system developers 
(giving rise to 'there exists a < e n t i t y > ...') while it gets 
expressed as an object modifier in the register for end 
users (giving rise to '... each < e n t i t y > ' ) . Thus, whereas 
in the register for system developers the relations exist 
and forall are given high ranking, they are given the 
lowest ranking in the register for end-users. Moreover, 
whereas the term variables is available in the register for 
system developers, it does not occur in the register for 
end-users. 

The same proposit ional content is phrased in various 
ways, depending on the entities and relations available 
in the register and their relative rankings. By choosing a 
register the text planner can systematically control the 
phrasing of a given proposit ional content. Phrasing is 
decided upon by successively finding the highest ranking 
head offered by the register at each level of structural 
decomposition of the inpu t , as is i l lustrated below. 

Given the input specification of Figure 2, for example, 
the program searches the l ist of register terms for the 
highest ranking available head whose pattern matches 
the structure of the inpu t . In the register for system 
developers, one of the highest allowable heads is the 
rhetorical relat ion and. The recognition of terms in the 
input specification language is defined using structural 
patterns that may be matched against the input. Pat­
terns are expressed in terms of the input syntactic cat­
egories (specified by the EES grammar) that define the 
constituents of the input at that level; the pattern for the 
rhetorical relat ion and is shown in Figure 8. Continuing 
w i th our example, this pat tern matches the top level of 
structure shown in Figure 2 and so offers an appropriate 

head for describing the input. 
Accordingly, an SPL term is constructed that : 
1. specifies the register term found, namely and, as an 

appropriately ranking head, 

2. places the remaining input constituents in appropri­
ate modifier relationships. These relationships are 
drawn f rom the upper model definit ion of the type 
of the head which, in this case, are conjunctl and 
conjunct 2. 

This gives rise to the basic SPL fragment shown in Fig­
ure 9. 

This process is then applied recursively for each con­
st i tuent, namely assertionl and assertion2, searching 
for permissible lower ranking heads. Both assertions in 
the definit ion of a faulty system are quantifier expres-
sions. (The pattern for exist is shown in Figure 8.) These 
expressions have a structural decomposition in terms of 
the quantifier type, the variable to which the quantifier 
applies, the variable range and the assertion about that 
variable. Therefore, for both assertionl and asseriion2, 
patterns for predicate calculus quantifiers (there-exists 
for assertionl and for-all for assertion2) match. The 
SPL is grown accordingly, and the process recurses. 

If no applicable head from the active register matches 
the input constituent at that level, the intrinsic struc­
tur ing of the input is used to select where to search next 
for an applicable head. Elements of the input that are 
not allocated to heads at that level are retained for pos­
sible consumption later in the process. Examples of this 
can be seen in the differential treatment of variables and 
relation-types in the two registers. Whereas variables 
may become heads in the system developer register and 
are expressed as noun phrases, there are no heads cor­
responding to variables in the end-user register and so 
they do not appear in the English of that register. Sim­
i larly, some relation types, such as s i g n a l - p a r t , do not 
appear in the end-user register and thus are not consum­
able in the construction of SPL for the generation of the 
English in that register. 

4.3 C o n s t r a i n t o n g r a m m a t i c a l f e a t u r e 
se lec t i on 

As we saw in Figure 5, the straightforward propositional 
content specified in SPL head and modifier terms does not 
restrict the possible result to a single sentence. A vari­
ety of aspects of the phrasing wi l l not be controlled and 
need to be constrained. We also provide this type of con­
straint in a register-driven way by associating particular 
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sets of grammat ica l features w i t h par t icu lar selections 
of register. Th is is implemented in terms of SPL 'default 
environments ' w i t h i n wh ich the theoret ical ly available 
g rammat ica l al ternatives are restr icted to some specified 
subset. An example of a defaul t env i ronment act ivated 
when the system developer register is in force is shown 
in Figure 10. 

Defaul t environments consist of a set of Nigel inquiries 
(cf. Section 4.1) and the responses those inquir ies are 
to be given i f they are needed du r ing generat ion. By 
predisposing inqu i ry responses, areas of the grammar as 
a whole can effectively be removed f r om consideration so 
tha t the alternatives they offer no longer appear relevant. 
Th is is equivalent to the dynamic construct ion of a 'sub-
grammar ' . 

The sub-grammar created by Figure 10 has the fo l ­
lowing properties: processes of existence w i l l be lex-
icalized by the word exist rather t han some more 
neutral word , such as be, as in there is a book 
( : p o s t u r e - o f - e x i s t e n c e - q ) ; when possible, selection 
of a member of a set w i l l be made using spe-
cific expressions, e.g., one X rather than some X 
( : s e l e c t i o n - p a r t i c u l a r i t y - q ) ; since variables are 
generally refered to in the s ingular, the d is t inct ion 
between all and every is neutral ized for variables 
( : r e g i s t e r - q ) ; 'de-emphasizing' expressions such as 
the possessive modi f ica t ion of 'X's Y' are avoided 
in favor of the more equal emphasis of ' Y of X' 
( : d e i c t i c - p a r t - q and : p o s s e s s o r - m o d i f i c a t i o n - q ) ; 
pronominal izat ion is not a t tempted ( : empty -number -q 
and e m p t y - g e n d e r - m u l t i p l i c i t y - q ) ; and the order of 
conjuncts and disjuncts in the i npu t w i l l not be al­
tered in the ou tpu t by themat ic p lann ing of any k ind 
( : e x t e n s i o n - p r e c e d e n c e - q ) . Th is sub-grammar is 
therefore oriented to language tha t is precise and ex­

p l ic i t , and wh ich is na tu ra l for system developers. Th is 
aspect of our approach is s imi lar to the method employed 
by Pat ten [1988]. 

4 .4 S u m m a r y o f t h e c o n s t r a i n t s 

F igure 11 summarizes the inputs to the generation 
process and the locat ion of situation-specif ic constraints 
in that process. In add i t ion to the basic proposi t ional 
content i npu t speci f icat ion, we have experimented w i t h 
two fur ther sources of cont ro l . Feature constraints tha t 
h o l d sway whenever a tex t of a par t icu lar type is being 
generated, and head selection, which is specific for each 
specif ication of propos i t iona l content provided as inpu t . 

5 Gene ra l i zeab i l i t y of t h i s approach 

Given the need to be able to expand the use of an expert 
system to users of different types, i t is impor tan t tha t 
the ta i lo r ing techniques employed are readily extensible. 
We have shown here how the phrasing phase of ta i lo r ing 
can be control led in terms of a set of entit ies tha t the 
type of language required uses and a set of restrict ions 
on the general capabi l i t ies of the grammar. Bo th aspects 
would need to be addressed in any case when sett ing up 
an expert system to interact w i t h a new user group since, 
otherwise, the language best suited to tha t group would 
not have been determined. 

We i l lust rate the ease of extensib i l i ty of the technique 
shown here by set t ing up a new user type and showing 
the language tha t is generated for tha t user type given 
the i npu t of F igure 2. Imagine a class of users who are 
not expert in the doma in of d ig i ta l c i rcui t analysis and 
who jus t need to be presented w i t h responses in as s im­
ple terms as possible. F i rs t , we do not need to invoke 
the g rammat ica l feature restr ict ions tha t lead to pre-
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ciseness shown in Figure 10. Second, we provide a set of 
significant entities, shown in Figure 12, in which quanti­
fiers and variables do not appear, the space of available 
objects that may be referred to is reduced, and 'evalua­
t ions' of domain states of affairs are permi t ted. The text 
generated when our algor i thm runs w i t h this register in 
force is also shown in the figure. 

6 C o n c l u s i o n a n d f u t u r e w o r k 
In this paper we have described a mechanism which con­
trols the fine detail phrasing of generated language ac­
cording to a definit ion of the type of language that is 
required. In the short term, this work has already im­
proved the control of phrasing in a text planner; the 
mechanisms we have designed allow for a far more flex­
ible, and yet systematic, expression in English of single 
specifications of proposit ional content than has previ­
ously been possible. In the longer te rm, we are aiming 
towards a single, unified component module of the text 
planning/generat ion process that adds flexible tai lor ing 
to the user dur ing both the content selection and phras-
ing phases of text planning. 
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