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Abstract

This paper’ presents a new model for the produc-
tion of natural language. The novel idea is to com-
bine incremental and bidirectional generation with
parallelism. The operational basis of our model is
a distributed parallel system at every level of repre-
sentation. Starting point of the production are seg-
ments of the conceptual level. These segments are
related to active objects which have fo map them-
selves across the linguistic levels (i.e. functional-
semantic, syntactic and morphologic level) as fast
and as independently as possible. Therefore the in-
cremental behavior caused by a successive input is
propagated on all levels. Linguistic requirements de-
tected by objects which are related to already pro-
duced segments at any level influence and restrict
the decision of what to say next.

1 Intfroduction

In an Iincremental generation system the component deter-
mining the contents of the desired utterances (what-to-say
component) can submit prematurely computed partial re-
sults to the how-to-say component in order to activate the
Such

systems simulate an important property of language pro-

production process before the planning is complete.
duction processes in human speakers: humans often start
speaking before they know exactly what the whole contents
of the utterance will be [Schriefers and Pechmann 88]. The
how-to-say component must try to map its input structures
across all representation levels as fast as possible to main-
tain the incremental behavior involved by the successive
input. This results in speeding up the generator's output.
A quick verbalization of parts of the contents is necessary if
a user in man-machine communication must immediately
react on this information (e.g. in systems for air traffic con-
trol). In the case that the mapping of a partial structure is
not possible because of unspecified but required elements,

it is necessary to request missing information from the pre-
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ceding level. This allows the continuation of the produc-

tion, set in motion by the how-to-say component. As a
consequence, linguistic restrictions detected during the pro-
duction provide feedback for the planning of what to say
next [Hovy 87], [Reithinger 88].

structures shall be verbalized independently, we decided to

Because the single partial

consider them as active and autonomous objects which have
to verbalize themselves. Then the whole utterance is pro-
duced in a distributed system of such objects. Therefore our
model can be characterized as a combination of methods
of Distributed Artificial

generation.

Intelligence and natural language

Up till now systems with interaction between the what-
to-say and how-to-say component don't treat incremental
[Hovy 87], [Appelt 85]) and in-
cremental generation systems haven't considered a bidirec-
[DeSmedt and Kempen 87]). We

present POPEL-HOW, a how-to-say component which for

formulation explicitly (e.qg.

tional flow ofcontrol (e.g.

the first time realizes an incremental and bidirectional pro-
duction which is based on a distributed parallel model at
several linguistic levels, i.e. from conceptual structures to

the utterances.
The component is part of POPEL [Reithinger 88
of the XTRA dialog

[Allgayer et al. 89]. The integration in a dialog system sug-

which is the generator system
gests the common usage of the knowledge sources of the en-
tire system. With the exception of the grammar, the same
knowledge sources could be used for both analysis and gen-
eration. Because ofthe incremental and parallel processing
in POPEL-HOW,

cific requirements had to be developed.

a declarative grammar treating the spe-

2 Overview of the Architecture
of POPEL-HOW

In POPEL-HOW there are four processing levels (see fig-
ure 1) according to the different knowledge sources which
are used during the verbalization. The knowledge sources
for the first two levels - the Conceptual Knowledge Base
(CKB) and the Functional Semantic Structure (FSS) are
defined using SB-ONE, a representation language similar
to KL-ONE [Kobsa 89]. The next two levels are related to

syntactic structures. The central knowledge source for



these levels is POPEL-GRAM, a unification grammar
based on PATR-I1I| [Shieber et al. 83]. The rules are divided
into an ID- and LP-part in order to separate the construc-
tion of syntactic structures at the DBS (Dependency Based
Structures) level and the linearization of these structures at
the ILS (Inflected Linearized Structures) level®. The inflec-
tion of the stems is performed at this level by means of the
package MORPHIX [Finkler and Neumann 88].

RELEVANT CONTEXT
KNOMLEDGE HANDLER POPEL- WHAT
4 SELECTOR 4
N L P
reguesis —
iy < POPEL ~HOW
p OKB-cheﬁl’// — ]
m ? thoice of
".- ' '//// ComMent worde
rules
rnqui:::////, — " 9 //,
F88-Level / il e -
Hh‘\“a‘

E(:) . choice of
," S uclur e words

reqQueasts

DBS-Level
aassage for ,"' ’///J
changaes in tha .’
dynaaic structure e’ 4 locel compleleness

on degs

POPEL- ILS8-Level
GRAM //‘
LP-PART g -
Infimcted 1 o
werrsle
slome and C)‘JfrlP‘Jﬁr
[ nforew ot
MORPHIX|

Figure 1: The Architecture of POPEL-HOW

The first three processing levels have been conceived
with the same underlying distributed parallel model The
production of structures at these levels is performed by
a set of cooperating processes. Therefore the knowledge
source of each level is decomposed into segments and re-
lated to the processes. All processes together represent the
structure of the utterance constructed thus far. The main
task of each process is the mapping of its segment into the

°The interpretation of the PATR-I1I formalism doesn't allow the def-
inition of grammars which express both relations explicitly. Therefore
the interpretation of rules has been modified; the context free part of
rules at the DBS level is interpreted as the dominance part, the LP
rules constrain the linear order of phrases.

next level by creating a new process which represents the
goal structure of the mapping. If the mapping fails, the
process can communicate with processes of the level above
in order to request the missing information. It is possible
that a process which receives such a request cannot handle
it at its level. In order to fullfil the request such processes
themselves send requests. In this way POPEL-WHAT, the
what-to-say component of POPEL, can get feedback from
POPEL-HOW which influences the planning of what to say
next.

The distributed processing permits the incremental
specification of the input for POPEL-HOW. Parts of the
input can be mapped into the next level before new input
structures arrive. Because the result of the mapping is also
a process which tries to map its structure into the next level,
the stepwise input of segments is propagated over all levels.
Input which arrives later has to be integrated into the exist-
ing structures in order to allow an incremental generation
at each level of description.

3 The Underlying Parallel Model

Our model follows the design methodology of object-
oriented concurrent programming [Yonezawa and Tokoro 87].
Characteristic for such models is that there exist a collec-
tion of concurrently working self-contained objects which
must interact in order to solve a problem cooperatively. An
essential design issue is the question of how to decompose
the overall problem into components which can be repre-
sented and handled by the objects.

When an object in POPEL-HOW has solved its part of
the problem at a given moment, it does not yet terminate.
The reasons are: first, it can send information to other
objects in order to help them and second, because of the
incremental processing in POPEL-HOW, new information
can alter the object's task®. The relevant steps of the life
cycle of an object are:

1. become acquainted with newer objects,

2. eventually establish communication links
to these objects,

3. try to map the represented component
into the next level,

4. send or answer requests,

5. start with the first step.

Every new object enters its address into an attendance
list which is managed by a particular object. Objects al-
ready present in the system can then become acquainted
with newer ones. An object tests whether a neighborhood
relation to a found new object can be set up by a directed
communication link. This decision must be performed syn-
chronously by the objects and is made with regard to their

The termination of all objects happens only when no more input
for POPEL HOW is specified. Of course, this criterion is determined
only by POPEL-WHAT, which sends a termination message in this
case.
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underlying represented components. The set of the com-
munication links forms the context of an object. During
the mapping which is performed by local rules, an object
compares the context with the condition part of a rule.
According to the complexity of the rule, this step requires
communication with linked objects. The result of a suc-
cessful mapping is the creation of a new object at the next
level. The new object is provided with patterns for the
communication links. These patterns describe the relation
between the objects of the level above and the represented
components of their mapping results (see figure 2). The

Notation

Object i
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Figure 2: Objects on two Successive Levels

bidirectional link connecting father and son objects and
the patterns of the son objects support the handling of re-
quests between objects of successive levels. The answering
of requests takes place asynchronously so that the object
which receives requests is not interrupted needlessly often.

Because the presented program is the same for all ob-
jects, they have equal weights. Therefore the desired pro-
cess model should be fair.

The Decomposition and Distribution of
the Knowledge Sources

In order to use the declaratively formulated knowledge
sources of each level efficiently in the distributed paral-
lel model described above, it is necessary to decompose
them into atomic components. The definition of the atomic
units depends on the underlying formalism of the knowledge
source. Basic units at the epistemological level of SB-ONE
are concepts and their attribute descriptions for the general
and individual level of representation [Kobsa 89]. There-
fore we defined a concept plus its attribute descriptions as
atomic component for the SB-ONE-based levels CKB and
FSS. When a component is related to objects, the roles of
the attribute descriptions correspond to the communica-
tion links of the object and the value restrictions are used
as patterns to reduce the number of possible candidates for
communication.

The ID-rules of POPEL GRAM constitute the knowl-
POPEL HOW. The
dependency the-

edge source of the DBS-level in
basis of the
ory, a traditional approach of continental linguists (c.f.
[Tesniere 59],[Engel 82]), which is expressed and applied in

linguistic grammar is
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a modified PATR-II-formalism. ID-rules are denned as fol-
lows: There exists a particular constituent - the so-called
head element - which determines the phrase by indicating
the essential grammatical features and which restricts the
number and quality i.e. syntactic function of the remaining
constituents according to its valence.

Each |ID-rule is regarded as an atomic syntactic unit
and can be assigned to objects in the parallel model. This
IS done by associating a phrase or its head-element with an
object and the dependent constituents with the communica-
tion links. Because of the explicit description of grammat-
ical relations between constituents, the object representing
the phrase has to maintain the feature specification as well.
So the whole dag* of a phrase is assigned to the object.

The omission of the linear order at this level and the
dependency relation defined between the constituents of a
phrase allow an object-oriented view of syntactic structures
and hence support the parallel and incremental production.

5 The Distributed Mapping between the
Levels

The different representation levels must be related to each
other in order to allow a mapping between conceptual units
and the utterance. In our model the mapping has to be per-
formed in a distributed way so that the components of the
knowledge sources can be verbalized independently. For the
knowledge sources based on SB-ONE, we define a set of lo-
cal transition rules for every general concept. The precon-
dition part of simple rules specifies attribute descriptions
The action parts of the mapping rules
formulate relations between the detected elements of the
left hand side and the structures to be created at the next

for the concept.

level. In the case where a compositional and independent

mapping of several structures is not possible for exam-
ple if some conceptual knowledge units are represented in
greater detail than the corresponding linguistics! knowledge
- complex rules can be defined allowing the simultaneous
mapping of structures consisting of several concepts which

are connected by roles into structures at the next level.

Starting point for the distributed mapping of structures
at the DBS-level are the dags of the objects. An object has
to test whether its dag fulfills a condition of local complete-
ness. This is true if the subdag ofthe head element contains
no unspecified features. In this case the dag is sent to the
ILS-level, where the last step of the mapping process takes
place: the linearization, inflection and incremental output
of the surface strings.

During the mapping the choice of words is performed
in two steps. In the first step the content words (e.qg.
nouns) are selected in the course of the transition from
CKB- to FSS-structures. The precondition of an applica-

* Dags (directed acyclic graphs) are the basic means of representation

in PATR-II.



ble rule serves as a discrimination net to select the appro-
priate word. The choice of descriptors - the determination
whether a nominal concept should be realized as a definite
or indefinite nominal phrase, as an anaphora or should be
suppressed in the case of elliptical verbalization - is done by
a communication with POPEL-WHAT, which knows about
previously mentioned individualized concepts. In the sec-
ond step there is an additional choice of function words, for

instance, prepositions. It is performed during the mapping
into the DBS-level.

6 Processing in POPEL-HOW from the
Local Viewpoint of one Object

In this section we describe a scenario of the production in

POPEL-HOW. Starting point for the generator, especially
for its first component POPEL-WHAT is the following in-
dividual CKB net:

(1 tax-3 | } )

domain%

C__form-él )

person__-.gD

receiver

i o Al e st WY < P

objeét-trjc_xlls_feer )

object
agent O
male-1] Jyex 't job o
person- 1])—“” | tax-adv.-1 D

POPEL-WHAT decides which structures of the individ-
ual CKB have to be included or excluded in a dialog con-
tribution and the order in which they shall be uttered. The
order is computed according to focus values which are ex-
tracted from the linguistic dialog memory [Reithinger 88].
The sequence of selected structures is passed to POPEL-
HOW as input step by step.

In our example the first concept to be verbalized is
object-transfer-2. At this moment this is the only known
concept in the how-to-say component. POPEL HOW cre-
ates an object ckb-O4 which represents this concept. The
patterns of the communication links of this object (see next-
picture) refer to objects which will represent the indicated
individual concepts if these structures are passed as input
later on. Because ckb-Oi is as yet the sole object, it tries
to map itselfinto the next level immediately®. Therefore it
checks the applicability of its rules.

Lt g T - — aramt ate

RULE 1

preconditions:

RULE 2
preconditions:
<form-4> agent, object, receiver | agent, object

actions: actlions:

<person-2>

——+<person-1 >

)

create predicate create predicate

agent := agent agent := agent

addressee := receiver | object := object

object := object

oy A——

according to an object’s life cycle; see section 3.

Because none of the rules is applicable, but on the other
hand a mapping must be performed as quickly as possible
to maintain the incremental behavior, the rule which speci-
fies the fewest preconditions (rule 2) is chosen to request the
missing information from POPEL-WHAT. In our scenario
the request is satisfied. The objects ckb-0, representing
form-4 and ckb-03 for person-1 are created and communi-
cation links to them are established by ckb-O;.

Now ckb-Oi successfully applies rule 2. The result is
the new object fss-O4 which represents only a potential in-

dividual concept® at the FSS-level.

<succ(ckb-0O,)> RULE 1 for predicate

: .cond.: biect
object | PTeC C_’Dd addressee, agent, objec
actions: create S
agent e0 = agent I
fes-Os el := object

e3 := addressee

. s

In the meantime another object fss-0, was created and
linked with fss-Oi. The only rule for the mapping of a
predicate in the scheme above requires one more role than
iIs described in the context of fss-Oi. As a consequence,
the father of fss-Oi is asked for the missing communication
link. ckb-Oi searches for a rule which enables the creation
of an object for predicate with a sufficient context. The ap-
plication of the appropriate rule causes a request for an ob-
ject representing person-2. If POPEL-WHAT didn't want
to select this concept up till now, then the satisfaction of
this request means that linguistic restrictions detected by
POPEL-HOW affect the planning’.

After the creation of the requested object ckb-04 and
after its connection with ckb-0Oi, fss-O4 is the result of the
application of rule 1 by ckb-O4. This new object is in com-
petition with fss-O; because of the same father. The next
figure illustrates the net of the connected objects at the
FSS-level after the objects ckb-0, and ckb-04 successfully
transmitted themselves to this level.

——— P e R R

¢t/ ect
fs5- 02 agern Q_@ O_I,)Jf:c e f55-Os
0[—) ject
agent ' ‘
- fSS"Ol

addressee @
Now the competitor fss-Q| can apply its rule and create

an object at the DBS-level representing a sentence phrase
S. In the initial phase this object dbs-O; has to constuct
its dag. Thereby the ID-rules of the phrase identifier S
and the lexemes of the head and modifiers are used. The
selection of the appropriate ID-rule(s) is constrained by the

B

6 At this moment it isn’t foresceable whether fss-Q, can verbalize
itself. Hence no individualization of the general FSS concept predicate
can be done.

TIf the request isn't satisfied, fss-O, can only proceed by default-
rules.
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lexical information of the head element "geben" (to give).
This means that the selection mechanism is lexically driven.
When objects at the DBS-level install communication links
they form a dependency-based connection of ID-structures.
The explicit feature description of this connection has to be
constructed by means of unification of the dags associated
with the objects. This causes feature exchange and deter-
mination of the syntactic function of the dependent object.

Assume that in the meantime fss-03 has created ob-
ject dbs-0, representing an np with an unspecified feature
'‘case'. During the set-up of the communication link el
between dbs-O;, and dbs-0, the syntactic function of the
nominal phrase represented by dbs-0, is determined as "np
In the accusative".

Because all relevant features of the dag of dbs-0, have
values, the dag is now local complete and mapped to the
ILS-level. The inflection and linearization of the lexemes
in this dag produces the first part of the utterance: das
formular (the form).

The object dbs-O4 is not yet complete because an ob-
ject representing the subject (the constituent named eO) is
missing. A request has been made but is not propagated
further because at this moment fss-0, creates its successor
object dbs-03, which represents an np that becomes the
subject of the sentence. After the feature exchange, the
dags of both objects are complete. If dbs-03's dag arrives
at the next level first, it cannot be uttered because no com-
mon linear order with the existing constituent can be given.
So the new string: "der steuerberater" (the tax advisor) is
retained. When the dag of dbs-Oi arrives, the lexeme for
its head-element, the verb ''geben" (to give) is inflected.
Because the head -element dominates the existing phrases
subject and direct object (eO and el), LP-rules are applica-
ble that describe the linear order of the constituents so far.
Therefore the next output is: gibt der Steuerberater
(gives the tax advisor). Finally the np dem Kollegen (to
the colleague) is uttered if the object ckb-03; succeeds in
mapping itself across all representation levels.

/ The General Behavior of the Natural
Language Production in our Model

The example in the previous section was presented in detail
in order to demonstrate the production in POPEL-HOW.
The produced utterance is influenced by the order of the
stepwise input. [If the input of the example is given in
a different sequence, then the word order in the utterance
can differ, too; e.g. the following sentence can be produced:

"Dem Kollegen gibt der Steuerberater das Formular.”

("*To the colleague gives the tax advisor the form.")

Changes in the word order of the utterance are not the
only consequence of another input sequence. The choice of
words can be influenced because the application of alterna-
tive mapping rules results in the construction of different
structures on the next levels. Ifthe following input is passed

1522 Speech and Natural Language

to POPEL-HOW in the indicated sequence: concepts de-
noting the destination "Detroit", a "travelling" action, a
traveller "Peter" and finally the vehicle "airplane”, then

the utterance:
"Nach Detroit fahrt Peter"

("*To Detroit goes Peter")
and its continuation: "mit dem Flugzeug.”
("by airplane.") is produced step by step.

If the input sequence is: the vehicle, the person, the action

and the destination, then the utterance will be:
"Peter flight nach Detroit.”

("Peter flies to Detroit.")

Because the instrument of the action is known in due
time, a verb which is more special than "fahren" (to go)
and which incorporates the vehicle is chosen. Therefore the
production of the prepositional phrase "mit dem Flugzeug”
(by airplane) is suppressed.

In addition, it is possible that a different utterance is
produced from the same input sequence. This happens
if information gained by communication between objects
in POPEL-HOW and the context-handler of POPEL-
WHAT direct the application of different mapping rules
and the choice of descriptions. For instance it is determined
whether a noun phrase or a pro-word will be generated or
whether a predicate shall be expressed as a verb phrase or
a noun phrase.

The course of the generation process in the example
of the previous section can be characterized as a synthe-
sis free of conflicts. New structures are integrated into the
already existing structure of the utterance. This means
that the representation of the utterance at each level grows
monotonicly. We call this special behavior monotonic in-
cremental generation. Upward and downward expansion®
as characterized in [DeSmedt and Kempen 88] for the syn-
tactic incrementation take place at each level in POPEL
HOW.

The incremental augmentation of the structure related
to an object must be processed by this object itselfin order
to transmit its new quality into the next level. If the aug-
mented object already possesses a successor, then a map-
ping creates an object which will become a competitor to
the existing successor. If the competitor represents a more
detailed segment than the previously existing object, in the
sense that the competitor is an augmentation in compari-
sion with the other object, the incremental behavior is still

monotonic.

It is possible that objects in competition with each
other don't represent more detailed segments but describe
reformulations. The integration of these structures into
the already existing one changes the structure in a non

®Insertion cannot occur in our model because two connected objects
represent immediate constituents. Of course, objects representing non-
Immediate constituents can be put together by a combined upward and
downward expansion.



monotonic manner. As a consequence, Iin addition to the
already described operations, e.g., establishing communi-
cation links or unification, non monotonic operations are
defined at each level in order to be able to handle reformu-
lations. For instance an operation for the replacement of
subdags in a dag in question is defined for DBS-objects.
We denote this kind of generation as non—monotonic in-
crementation.

Managing the output in such an incremental system
IS not a trivial task. The order in the utterance is de-
termined by indicating a desired order of specified con-
cepts at the input level and is constrained by lineariza-
tion rules at the ILS-level. However, in the parallel model
the input sequence is generally lost. An immediate out-
put of the phrases which first arrive at the ILS -level causes
some problems because it can happen that new parts would
have to be positioned in front of already uttered parts,
or that the new parts have to augment or replace pre-
viously uttered fragments. If a filter is used in order to
control the output of parts of the utterance then there is
only a partially incremental production on the last step.
However, if a phrase shall be uttered immediately then
devices for 'self-corrections' are necessary as stated in
DeSmedt and Kempen 87]. At present in POPEL HOW
the parts of the utterance in question are repaired by re-

peating the utterance of the corresponding constituents.

8 Conclusions and Future Research

This paper has demonstrated how natural language produc-
tion is performed incrementally based on a bidirectional
We showed that the in-
cremental generation process across several representation
Such a
model has not yet been investigated in research about nat-

and distributed parallel model.

levels can be influenced by linguistic restrictions.

ural language generation systems. Therefore we focused on
describing the parallel generation process which requires a
decomposition of all used knowledge sources and their dis-
tribution to active objects. For this reason we could not
present the details regarding the linguistic background and
the knowledge sources which would have demonstrated the
linguistic ability.

The model has been fully implemented on a Symbol-
ics 3640 lisp-machine under Genera. The simulation of the
parallel machine was done by using the process facilities and
the scheduler of the lisp-machine. Because of the formu-
lation of a declarative generation grammar in PATR-II its
augmentation can be performed easily. However the gram-
mar writer has to pay attention to the application of the
grammar in a distributed system.

Our next research concerns the elaboration of the dis-
tributed word choice, which we feel cannot be performed in

such an independent way.
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