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A b s t r a c t 
The key concept of autoepistemic logic int ro-
duced by Moore is a stable expansion of a set 
of premises, i.e., a set of beliefs adopted by 
an agent w i t h perfect introspection capabilities 
on the basis of the premises. Moore's formal-
ization of a stable expansion, however, is non-
constructive and produces sets of beliefs which 
are quite weakly grounded in the premises. A 
new more constructive definit ion of the sets of 
beliefs of the agent is proposed. It is based 
on classical logic and enumerations of formulae. 
Considering only a certain subclass of enumera­
tions, L-hierarchic enumerations, an attractive 
class of expansions is captured to character­
ize the sets of beliefs of a ful ly introspective 
agent. These L-hierarchic expansions are sta-
ble set min imal , very t ight ly grounded in the 
premises and independent of the syntactic rep­
resentation of premises. Furthermore, Reiter's 
default logic is shown to be a special case of 
autoepistemic logic based on L-hierarchic ex­
pansions. 

1 I n t r o d u c t i o n 
Nonmonotonic reasoning is one of the most important 
and active areas of research in knowledge representa­
t ion and reasoning. Autoepistemic logic introduced 
by Moore [1985] appears to be one of the best avail-
able tools for studying nonmonotonic reasoning as re­
cent results [Elkan, 1990; Konolige, 1989; Marek and 
Trusiczyriski, 1989] on the relationship between au­
toepistemic logic and other forms of nonmonotonic rea­
soning suggest that it offers a unifying approach to a 
large part of nonmonotonic reasoning. 

Autoepistemic logic is a modal logic w i th an operator 
L which is read 'is believed'. It was originally introduced 
as a reconstruction of McDennot t and Doyle's [ l980] 
nonmonotonic logic to avoid some peculiarities of this 
logic. Autoepistemic logic models the beliefs of an ide­
ally rat ional agent who is capable of perfect introspec-
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t ion . The interesting question is to determine the set of 
beliefs of the agent given a set of formulae as the ini t ia l 
assumptions of the agent. The agent's rat ional i ty is in-
terpreted as requiring that the beliefs of the agent have 
to be logical consequences of the in i t ia l assumptions and 
the beliefs of the agent. The agent is capable of using 
both positive introspection (if x is a belief, BO is Lx) and 
negative introspection ( i f x is not a belief, then ~Lx is). 
The agent is also ideal: if a formula is a logical conse­
quence of the beliefs of the agent, then it belongs to the 
set of beliefs of the agent. 

The informal description of the set of beliefs of the 
agent given above is circular: the set of beliefs is defined 
using the set of beliefs. Moore [1985] offers a formal def­
in i t ion where the sets of beliefs, the stable expansions of 
the in i t ia l assumptions, are defined as the fixed points of 
an operator given w i t h the aid of the logical consequence 
relation used by the agent. Moore's formalization is ele-
gant but in connection w i th some sets of premises it pro­
duces sets of beliefs which are quite weakly grounded in 
the premises. Another problem is that Moore's formal-
ization is non-constructive. It yields no direct method of 
enumerating or constructing a set of beliefs of the agent 
given a set of premises. It merely states a condition to 
be satisfied by any proper set of beliefs based on the 
premises. 

We propose a new more constructive definition of the 
set of beliefs of the agent. It is based on classical logic 
and enumerations of formulae. It produces sets of beliefs 
which are a proper subclass of the stable expansions de­
fined by Moore. In fact, the class coincides with iterative 
expansions defined by Marek and Truszczynski [1989]. 
Iterative expansions have many desirable properties. In 
particular, autoepistemic logic based on iterative expan­
sions can be regarded as a generalization of the other 
leading nonmonotonic logic, default logic [Reiter, 1980]. 
The basic problem of iterative expansions is that they are 
not necessarily stable set minimal which suggests that 
autoepistemic logic based on iterative expansions is not 
a proper generalization of default logic. This problem 
is analysed and shown be the result of the possibility of 
introspecting a formula before introspecting its subfor-
mulae when constructing an iterative expansion. When 
using the new definit ion where the enumeration specifies 
the order of introspection t ighter groundedness can be 
ensured by restricting the order of the formulae in the 
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enumeration, i,e., the order of introspection. 
In this paper we propose a new class of expan­

sions based on a special subclass of enumerations, L-
kierarchic enumerations, as the sets of beliefs adopted 
by an ideal agent w i th perfect introspection capabili­
ties. L-hierarchic expansions turn out to be more t ightly 
grounded than iterative expansions because they are al­
ways stable set minimal. However, autoepistemic logic 
based on L-hierarchic expansions st i l l remains a gener­
alization of default logic. 

The outline of the paper is as follows. First we in­
troduce antoepistemic logic. Then we present a short 
survey of the groundedness notions proposed previously. 
After that we introduce the enumeration based expan­
sions and show that Reiter's default logic is a special case 
of antoepistemic logic based on L-hierarchic expansions. 
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expansions the axiom scheme T has to be abandoned. 
Konolige's [1988] moderately grounded expansions are 
an example of these kinds of ground S-expansions. They 
are based on the modal logic K45. Unfortunately, the 
expansions are rather weakly grounded as discussed in 
Example 2. In fact, it seems that even ground expan­
sions based on the modal logic K have similar problems 
of weak groundedness as discussed in Example 2. Con­
sider the set of premises It 
seems that it has two ground k-expansions: one con-
taining p and the other containing q. However, the first 
one is quite weakly grounded in the premises. 

4 Enumerat ion Based Expansions 
Our aim is to find a proper characterisation of the sets 
of beliefs of an agent w i th ful l introspection capabilities. 
These sets should be stable expansions of the premises 
but more t ight ly grounded in the premises. At least 
they should be stable set minimal and, in addition, mul-
tiple stable set minimal expansions should be excluded 
in the situations like in Example 2. Iterative expan­
sions suggested by Marek and Trussceynski [l989] are 
a step in the right direction but are st i l l too weakly 
grounded as they are not necessarily stable set min i -
mal. Strong iterative expansions (which are the same 
as strongly grounded and robust expansions) are stable 
set minimal but are not satisfactory, especially, because 
of their dependence on the syntactic representation of 
premises. Another goal is to find a more constructive 
basis for defining expansions. 

We propose a new more constructive definition of 
the sets of beliefs of an introspective agent which pro­
duces t ightly grounded sets of beliefs. The defini­
t ion is based on enumerations of the formulae of Lae. 
Davis [l980] used this idea in connection wi th McDer-
mott and Doyle's [l980] nonmonotonic logic to charac­
terize the intersection of fixed points in McDermott and 
Doyle's logic. The author [Niemela, 1988] has extended 
the work of Davis and shown that also individual fixed 
points in McDermott and Doyle's logic can be charac­
terised using enumerations of the formulae.  
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5 Conclusions 
We have introduced a new class of expansions in au-
toepistemic logic called L-hierarchic expansions. L-
hierarchic expansions are very promising candidates for 
the sets of conclusions derived by an ideally rational 
agent with ful l introspection capabilities on the basis 
of given premises. This new class of expansions has 
a number of attractive properties. Instead of a fixed 
point characterisation an L-hierarchic expansion is con­
structed directly from the premises and an enumeration 
of the formulae of the language. The construction is 
given in terms of classical logic, e.g., no modal logic 
is needed. L-hierarchic expansions are independent of 
the syntactic representation of premises. They are very 

*For a finite default theory (D,W) D U W is a finite set. 
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t ight ly grounded in the premises. They are iterative ex­
pansions [Marek and Trusscsynski, 1989) and, in addi­
t ion, always stable set minimal. Furthermore, autoepis­
temic logic based on L-hierarchic expansions captures 
default reasoning: it is shown that Reiter's default logic 
is a special case of this new logic. One of the most im­
portant open problems is the question of existence of a 
semantic characterisation of L-hierarchic expansions in 
the general case. 

References 
[Davis, 1980] M. Davis. The mathematics of non­

monotonic reasoning. Artificial Intelligence, 13:73-80, 
1980. 

[Elkan, 1990] C, Elkan. A rational reconstruction of 
nonmonotonic t ruth maintenance systems. Artificial 
Intelligence, 43:219-234, 1990. 

[Konolige, 1988) K. Konolige. On the relation between 
default and autoepistemic logic. Artificial Intelli-
gence, 35:343-382, 1988. 

[Konolige, 1989] K. Konolige. On the relation between 
autoepistemic logic and circumscription. In Proceed­
ing of the 11th International Joint Conference on Ar­
tificial Intelligence, pages 1213-1218, Detroit, Michi­
gan, August 1989. International Joint Conferences on 
Arti f icial Intelligence. 

[Marek and Truszczynski, 1989] W. Marek 
and M. Trussczynski. Relating autoepistemic and de­
fault logics. In Proceedings of the 1st International 
Conference on Principles of Knowledge Representa­
tion and Reasoning, pages 276-288, Toronto, Canada, 
May 1989. 

[Marek and Trussctynski, 1990] W. Marek and 
M, Truszcsynski. Modal logic for default reasoning. 
In Preprints of the 3rd International Workshop on 
Nonmonotonic Reasoning, pages 247-258, South Lake 
Tahoe, California, May 1990. 

iMcDermott and Doyle, 1980] D. McDermott and 
J. Doyle. Non-monotonia logic I. Artificial Intelli­
gence, 13:41-72, 1980. 

[Moore, 1985] R.C. Moore. Semantical considerations 
on nonmonotonic logic. Artificial Intelligence, 25:75-
94, 1985. 

[Niemela, 1988] I. Niemela. On the complexity of the 
decision problem in propositional nonmonotonic logic. 
In Proceedings of the 2nd Workshop on Computer Sci-
ence Logic, pages 226-239, Duisburg, FRG, October 
1988. Springer-Verlag. 

[Reiter, 1980] R. Reiter. A logic for default reasoning. 
Artificial Intelligence, 13:81-132, 1980. 

[Tiomkin and Kaminski, 1990] 
M. Tiomkin and M. Kaminski. Nonmonotonic default 
modal logics. In Proceedings of the Third Conference 
on Theoretical Aspects of Reasoning about Knowledge, 
pages 73-83, Pacific Grove California, March 1990. 


