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Abs t r ac t 
T h i s paper describes C A B O T , a case-based sys­
t e m t h a t is able to ad jus t i ts re t r ieva l and adap­
t a t i o n met r ics , in a d d i t i o n to s to r ing cases. I t 
has been app l ied to the game of OTHELLO. Ex­
per iments show t h a t C A B O T saves a b o u t ha l f 
as many cases as s imi la r systems t h a t do no t 
ad jus t the i r re t r ieva l and a d a p t a t i o n mecha­
nisms. I t also consis tent ly beats these systems. 
These results suggest t h a t ex is t ing case-based 
systems could save fewer cases w i t h o u t reduc­
i ng the i r cur rent levels o f per fo rmance . T h e y 
also demons t ra te t h a t i t is benef ic ial to d i s t i n ­
guish fa i lures due to miss ing i n f o r m a t i o n , f au l t y 
re t r ieva l , and f au l t y a d a p t a t i o n . 

1 I n t r o d u c t i o n 
M a n y case-based reasoning ( C B R ) systems are designed 
to solve new prob lems by a d a p t i n g solut ions to s imi la r , 
prev ious ly solved, p rob lems. T h e proposed so lu t ion to a 
new p rob lem can be i n a p p r o p r i a t e for a var ie ty of rea­
sons: l ) the system lacks a s im i la r past case, 2) the 
" w r o n g " case was re t r ieved, or 3) the ret r ieved case was 
no t adap ted p roper ly to the new p r o b l e m . Mos t case-
based and instance-based systems are designed to handle 
j u s t one or t w o of these errors. However, i t is rare for a 
C B R system to handle a l l three. 

I t i s i m p o r t a n t to d is t ingu ish between errors w i t h di f­
f e r i ng causes because they require di f ferent so lu t ions. I t 
m a y be possible to compensate for an error in the re­
t r i eva l mechan ism by add ing more i n f o r m a t i o n or a l ter ­
i ng the a d a p t a t i o n mechan ism, b u t the resu l t ing sys­
t e m m i g h t do more work o r save more i n f o r m a t i o n t h a n 
w o u l d otherwise be necessary. For example , the C H E F 
sys tem [ H a m m o n d , 1986] m a y expend effort a d a p t i n g a 
re t r ieved case when a d i f ferent case could be adap ted 
w i t h less ef for t . C o m p e n s a t i n g for an error , ra ther t h a n 
dea l ing w i t h i ts causes, m a y also hamper f u t u r e per for­
mance . 

* Supported by a grant f rom Digi ta l Equipment Corp. 
+ Supported by a grant f rom G T E Laboratories Inc. 
++ Supported by grants f rom the A i r Force Office of Spon-

sored Research under contract AFOSR-90-0359; the Nat ional 
Science Foundation, contract IRI-890841; and G T E Labora­
tories Incorporated. 

T h e work presented in th is paper is based upon t w o 
hypotheses. T h e f i rs t is t h a t i t is useful for a case- or 
instance-based system to d is t ingu ish a m o n g errors due 
to a lack of i n f o r m a t i o n , a f au l t y re t r ieva l mechan ism, 
and a f au l t y adap ta t i on mechan ism. T h e second hy­
pothesis is t h a t a p rob lem-so lv ing system can p ro f i t ab l y 
use feedback f r o m i ts env i ronment to d is t ingu ish a m o n g 
the three types of errors. Once th is d i s t i nc t i on can be 
made, i t is assumed t h a t error cor rec t ion can be done us­
ing a s tanda rd machine learn ing technique for superv ised 
learn ing . 

These hypotheses have been tested in C A B O T , a hy­
b r id case-based reason ing /mach ine learn ing system t h a t 
b o t h reasons f r o m cases and uses an i nduc t i ve lea rn ing 
a l g o r i t h m to ad jus t i ts re t r ieval and a d a p t a t i o n mecha­
nisms. C A B O T has been tested against a non- lea rn ing 
sys tem, t w o case-based systems w i t h f ixed re t r ieva l and 
a d a p t a t i o n mechanisms, and two i nduc t i ve lea rn ing sys­
tems. Resul ts f r o m these tests suggest t h a t ex is t ing case-
based and instance-based systems cou ld save fewer cases 
w i t h o u t reduc ing thei r cur rent levels o f pe r fo rmance . 

2 Case-Based Reasoning 
A l t h o u g h case-based reasoning systems vary s ign i f i ­
cant ly , those t h a t are used for p rob lem-so lv ing share a 
c o m m o n approach . W h e n a new p rob lem is encountered, 
the system f i rs t retrieves one or more cases t h a t are s im­
i lar to the new p rob lem. T y p i c a l l y no case matches the 
new p rob lem exact ly , so the system mus t adapt one of 
the ret r ieved solut ions to the new p r o b l e m . F ina l l y , the 
system may add the new p rob lem and i ts so lu t ion to the 
case base, a n d i t may ad jus t i ts indices. 

Instance-based learn ing a lgo r i t hms also share th is ap ­
proach to p rob lem-so l v ing , a l t h o u g h they are somet imes 
considered d i s t i nc t f r o m case-based systems. W h e n a 
new p r o b l e m is encountered, one or more s im i la r i n ­
stances are re t r ieved. I f the i r c lassi f icat ions di f fer, the 
differences mus t be resolved to p rov ide a c lassi f icat ion 
for t he new ins tance. F ina l l y , the sys tem m a y add a new 
instance to i t s instance base. T h e p r i m a r y differences 
between case-based systems and instance-based learn ing 
a l g o r i t h m s are the tasks to wh ich t hey are app l ied , and 
the c o m p l e x i t y o f the i n f o r m a t i o n t h a t t hey store; cases 
are t yp i ca l l y more complex t h a n instances. 

T h e s implest approach to e r ro r -cor rec t ion is to save 
all i n f o r m a t i o n , whether or no t an error was made. T h e 
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1. Retr ieve the stored p rob lem state most l ike the cur ren t p rob lem state, accord ing to the Ret r ieva l me t r i c . 

2. Select f r o m the avai lable successor states the one most l ike the re t r ieved successor, accord ing to the Select ion 
met r ic . 

3. Imp lemen t the selected ac t ion . 

4. Receive feedback f r o m the Oracle abou t wh ich successor was best. 

5 . I f C A B O T d id not select the best successor, p e r f o r m er ro r -co r rec t ion : 

(a) T r y to ad jus t the Ret r ieva l met r i c . I f successful, go to 1 . 
(b) T r y to ad jus t the Selection met r i c . I f successful, go to 1 . 
(c) A d d the cur rent p rob lem state and the best successor to the case base. Go to 1. 

F igure 1 : C A B O T ' s p rob lem-so lv ing cycle. 

G I N A p r o g r a m [De Jong & Schul tz , 1988] for p l ay i ng 
OTHELLO adopts th is approach , saving every boa rd t h a t 
i t sees. One m i g h t expect G I N A eventual ly to become 
swamped w i t h cases. Ins tead, the number o f un ique 
boards encountered by G I N A in i ts play w i t h opponents 
eventua l ly s tabi l ized at a smal l f rac t ion of the number 
of possible boards. 

A h a & K ib le r (1989) have exper imented w i t h a f a m i l y 
of instance f i l ter ing a lgo r i t hms . T h e Proximity a l g o r i t h m 
saves a l l instances, whi le the NTGrowth a l g o r i t h m dis­
cards instances t h a t wou ld be classified correct ly or t h a t 
appear to be noisy (i.e., their classif ications conf l ic t w i t h 
the rest o f the d a t a ) . In thei r tests on noisy da ta , the t w o 
a lgo r i t hms were rough ly equal ; thus , equal per fo rmance 
was gained f r o m fewer instances. 

B o t h C Y R U S [Ko lodner , 1983] and P R O T O S [Bareiss 
& Por ter , 1987] dynamicaUy ad jus t the s t ruc tu re of 
the i r case bases, and hence the i r re t r ieva l mechanisms. 
C Y R U S tr ies to m a i n t a i n an appropr ia te o rgan iza t ion o f 
cases based u p o n an in te rna l met r i c , expressed in te rms 
of the number of adherents and except ions to a g iven 
m e m o r y o rgan iza t ion packet ( M O P ) . I n cont ras t , P R O ­
T O S is g iven feedback by a benevolent teacher. T h e 
teacher provides the correct answer and may exp la in the 
relevance of i n d i v i d u a l features. T h e teacher also ap­
proves or rejects changes t h a t P R O T O S proposes, wh i ch 
prevents P R O T O S f r o m m a k i n g serious mistakes. T h i s 
feedback also enables P R O T O S to p rune i ts case-base 
by merg ing cases. 

E A C H [Salzberg, 1988] also stores exemplars (general­
ized, representat ive instances) to pe r fo rm c lass i f icat ion. 
W h e n E A C H encounters a new instance, the d istance to 
each s tored exemplar is measured. T h e closest exem­
plar determines the classi f icat ion t h a t E A C H pred ic ts . 
E A C H generalizes a n d specializes i ts exemplars in re­
sponse to c lassi f icat ion successes and fai lures. In a d d i ­
t i o n , E A C H uses a weighted distance f u n c t i o n , s imi la r 
to C A B O T ' s , wh i ch is ad jus ted af ter every c lassi f icat ion 
error . T h u s E A C H tunes i ts re t r ieva l mechanism in re­
sponse to l i m i t e d feedback f r o m i ts env i ronmen t . 

C H E F [ H a m m o n d , 1986] ad jus ts i ts a d a p t a t i o n mech­
an ism and also i ts re t r ieva l mechan ism by chang ing the 
way cases are indexed . C H E F receives very deta i led feed-
back f r o m a s imu la to r , wh ich i t can analyze to i den t i f y 
the reason t h a t an adap ted case fai ls to meet i ts goals. 
A f t e r i t repairs the adap ted case, C H E F const ruc ts 

demons t h a t prevent i t f r o m m a k i n g s im i la r a d a p t a t i o n 
mistakes in the f u t u r e . C H E F also indexes the repa i red 
case accord ing to the fai lures t h a t t he case avoids, as 
wel l as the goals the case satisfies. 

A d d i n g a case, a d j u s t i n g the re t r ieva l mechan i sm, and 
ad jus t i ng the a d a p t a t i o n mechan ism are a l l ways o f cop­
ing w i t h fa i lu re . Few of the systems above make clear 
d is t inc t ions a m o n g causes of fa i lu re , and therefore i t is 
rare ly clear wh i ch mechan ism shou ld be ad jus ted . 

Mos t systems t h a t can ad jus t the i r re t r ieva l o r a d a p t a ­
t i o n strategies depend u p o n deta i led feedback f r o m the 
p rob lem-so lv ing env i r onmen t . Requ i r i ng de ta i led feed-
back l i m i t s the env i ronmen ts in wh ich those systems can 
operate. I n con t ras t , C Y R U S op t im izes an i n t e rna l me t ­
ric t h a t does no t use feedback f r o m the env i r onmen t . 
However, the i n a b i l i t y to use feedback prevents a sys tem 
f r o m ad jus t i ng to the env i r onmen t i n wh i ch i t operates. 
There fore , an i m p o r t a n t research ques t ion is how a sys­
t em can ad jus t b o t h i ts re t r ieva l and a d a p t a t i o n mecha­
nisms us ing on l y l i m i t e d feedback f r o m the e n v i r o n m e n t . 
T h e fo l l ow ing sections present a sys tem t h a t addresses 
th is ques t ion . 

3 C A B O T 
T h e C A B O T p r o g r a m was developed t o invest igate the 
p rob lem of us ing l i m i t e d feedback f r o m a p r o b l e m -
so lv ing env i r onmen t to d is t ingu ish d i f ferent types o f er­
rors in case-based reasoning. C A B O T is designed for 
state-space search, where states are represented as fea­
tu re vectors and p rob lem-so l v i ng consists o f repeated ly 
selecting and then execut ing one of a set of ac t ions . F i g ­
ure 1 out l ines C A B O T ' s p rob lem-so l v i ng cycle. Cases 

consist of pa i rs of states ( where ( the child) is 

the desired successor to ( the parent). 
State-space search is pe r f o rmed by s t a r t i n g at an i n i ­

t i a l s ta te and repeated ly select ing successor states u n t i l 
a goal s tate is reached. T h e ob jec t o f C A B O T ' s reason­
ing is solely to de te rm ine , a t each s ta te in the search, t he 
best successor s ta te . C A B O T does th i s by p e r f o r m i n g 
a res t r ic ted f o r m of a d a p t a t i o n cal led selection: w h e n 
a case is re t r ieved , it is used to select one f r o m a set 
o f successor states. By i m p r o v i n g the q u a l i t y o f dec i ­
sions a t each step in the search, C A B O T improves i ts 
p rob lem-so lv ing pe r fo rmance . 
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T h e feedback avai lable to C A B O T is qua l i t a t i ve . A 
doma in -dependen t Orac le ident i f ies the best successor 
s ta te , b u t i t does not exp la in i ts reasoning, nor does 
i t score or order the rest of the avai lable successors. 
C A B O T ' s task is to use th is l i m i t e d feedback to improve 
i ts p rob lem-so lv ing per fo rmance. W h e n C A B O T ' s selec­
t i o n dif fers f r o m t h a t o f the Orac le , i ts decision is con­
sidered a fa i lu re t h a t i t mus t correct . C A B O T f i rst t r ies 
to ad jus t i ts re t r ieva l me t r i c . I f the re t r ieva l met r i c can­
no t o r shou ld no t be changed, C A B O T tr ies to ad jus t 
i ts select ion me t r i c . Changes to the re t r ieva l and selec­
t i o n met r i cs are b o t h sub jec t to an assured consistency 
cond i t i on t h a t on ly a l lows changes i f the two metr ics 
rema in consistent w i t h each o ther . C A B O T checks for 
assured consistency by tes t ing any changes on a r a n d o m 
sample o f p rob lems t h a t i t has prev ious ly encountered; 
i f a change to one of the met r ics decreases accuracy, the 
change is d iscarded. I f ne i ther me t r i c can be changed, 
C A B O T adds a new case. 

T h e nex t three sections discuss each step in de ta i l . 

3 . 1 R e t r i e v a l 

Re t r ieva l consists of i den t i f y i ng the case  

whose is closest to the cur ren t p rob lem state Dis­
tance is de te rm ined by a weighted distance f unc t i on dR 

( the retrieval metric) whose weight vector can be ad ­
j u s t e d d u r i n g error cor rec t ion . No s im i l a r i t y th resho ld 
is used; re t r ieva l a lways re tu rns a case. 

3 .2 S e l e c t i o n 

I t is rare for the re t r ieved successor state to exact ly 
m a t c h any o f the avai lable successors o f the cur rent p rob ­
lem s ta te . However, the exact pai r of states is less i m ­
p o r t a n t t h a n the i r re la t ionsh ip ; the pai r o f states en­
codes a t r a n s f o r m a t i o n of the p rob lem t h a t p resumab ly 
reduces the distance to a goa l . Select ion consists of iden­
t i f y i n g the successor state whose t r a n s f o r m a t i o n of the 
cur ren t p rob lem is most s im i la r to the t r ans fo rma t i on 
represented by the re t r ieved case. 

T h e t r a n s f o r m a t i o n o f the p rob lem f r o m one state to 
ano ther is represented by the difference between thei r 

fea ture vectors. T h e vector represents 
the change in fea ture values t h a t shou ld ideal ly occur 
between the cur ren t p r o b l e m state and the selected suc­
cessor s ta te . T h e change t h a t ac tua l l y occurs between 

the cu r ren t p r o b l e m state a n d each successor state is 

represented as These re la t ionships are 
i l l us t ra ted in F igu re 2 . 

Select ion consists of i d e n t i f y i n g the successor state 

whose is closest to Dis tance is de te rm ined 
by a we igh ted , s igned d is tance f u n c t i o n ds ( the selection 

m e t r i c ) , whose we igh t vector Ws can be ad jus ted d u r i n g 
error co r rec t ion , ds is def ined as fo l lows: 

Ties are b roken a rb i t r a r i l y . No s im i l a r i t y th resho ld is 
used; select ion a lways selects a successor s ta te . 

F igure 2: T h e re lat ionships a m o n g cases in re t r ieva l and 

selection. is the successor chosen by C A B O T . is 
the successor chosen by the Orac le . 

3 .3 E r r o r C o r r e c t i o n 

A f te r C A B O T selects a successor state and carries ou t 
the associated ac t i on , i t asks the Orac le to i den t i f y the 
desired ac t ion . I f the Oracle agrees w i t h C A B O T ' s 
choice, no error correct ion is p e r f o r m e d . Otherw ise , 
C A B O T considers i ts choice to be w r o n g and tr ies to 
correct itself. E r ro r cor rec t ion consists of the fo l l ow ing : 

1. C A B O T checks to see i f i t re t r ieved the w r o n g case. 
I t does so by conduc t i ng re t r ieva l aga in w i t h the 
added const ra in t t h a t the re t r ieved case mus t cause 
i t to select the desired successor s tate. T h e resu l t ing 

case . is cal led a near miss. If no such 
case is f ound , C A B O T proceeds to step 2. 
I f a near miss is f o u n d , C A B O T tr ies to ad jus t the 
weighted Euc l idean d is tance f unc t i on dR so t h a t the 
near miss state is closer t h a n the re t r ieved state to 
the cur rent p rob lem s ta te . T h e desired distance re­
la t ionsh ip is: 

T h i s re la t ionsh ip m a y be expressed in te rms o f the 

re t r ieva l weight vector  

C A B O T ad jus ts by a p p l y i n g the absolute cor­
rec t ion rule [Ni lsson, 1965] to E q u a t i o n 1. 
F ina l l y , C A B O T verif ies t h a t the re t r ieva l and selec­
t i o n metr ics rema in consis tent , as discussed earl ier. 
I f they do , error cor rec t ion te rm ina tes . O therw ise , 
the ad jus tmen ts to the re t r ieva l we ight vector are 
d iscarded, a n d C A B O T proceeds to step 2 . 

2 . C A B O T assumes t h a t i t re t r ieved the r i gh t case, b u t 
t h a t the selection me t r i c i s w r o n g . I t t r ies to ad jus t 
the selection weight vector , in a manner s imi lar to 
t h a t used for the re t r ieva l we igh t vector . A d j u s t ­
men t is based u p o n the desired re la t ionsh ip : 
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C A B O T verifies t h a t the re t r ieva l a n d selection 
met r ics remain consistent, as discussed earl ier. I f 
they do , error correct ion te rmina tes . Otherw ise , the 
ad jus tmen ts to the selection weight vector are dis­
carded, and C A B O T proceeds to step 3 . 

3 . C A B O T assumes t h a t i ts error was due to missing 
i n f o r m a t i o n , and adds a new case. T h e new case 
consists of the cur rent p rob lem state and the desired 
successor s tate. 

Weights used in the ret r ieval and select ion metr ics 

are i n i t i a l l y set to 1.0 and are ad jus ted by 
the error correct ion process. C A B O T a t t e m p t s to ad jus t 
i ts re t r ieva l met r i c (step 1) before a t t e m p t i n g to ad jus t 
i ts selection met r ic (step 2) because re t r ieva l determines 
the cases t h a t are used in select ion. T h i s o rde r ing is de­
signed to make the re t r ieva l me t r i c converge before the 
selection met r i c . 

4 An Expe r imen ta l D o m a i n : OTHELLO 
C A B O T has been been tested on OTHELLO, a two-p layer 
boa rd game. Players a l te rnate moves, and there are usu­
a l ly 60 moves in a game. A l t h o u g h the rules of OTHELLO 
are s imple, the search space conta ins a p p r o x i m a t e l y 1050 

nodes, and the strategies can be qu i te comp lex . O T H ­
ELLO was selected as a d o m a i n for C A B O T because of 
i ts large search space, because it has been used as a 
d o m a i n by researchers in a r t i f i c ia l in te l l igence [Rosen-
b l o o m , 1982; Lee & M a h a j a n , 1988; De Jong & Schul tz, 
1988], and because of the ava i lab i l i t y o f i m m e d i a t e feed-
back after every move. P rob lem-so lv ing in OTHELLO con­
sists o f dec id ing wh ich move to make nex t ; on each cycle, 
C A B O T selects a move, makes i t , receives feedback, and 
possibly per fo rms error cor rec t ion . 

T h e OTHELLO Oracle makes decisions by conduc t i ng a 
m i n i m a x search, us ing a lpha-be ta p r u n i n g , to a dep th o f 
3-p ly and then eva lua t ing search states w i t h a po l yno ­
m i a l eva luat ion f u n c t i o n . T h e Oracle shi f ts to exhaust ive 
search for the last 8 moves of the game. 

Raw board posi t ions are o f ten considered t o o specific a 
representat ion for OTHELLO game states, so i t is c o m m o n 
to represent t h e m w i t h vectors o f more abs t rac t features. 
A fea ture is a numer ic f u n c t i o n t h a t measures some i m ­
p o r t a n t character is t ic o f a boa rd pos i t i on . C A B O T and 
i ts opponents use a set o f features c o m m o n to O T H E L L O -
p lay ing p rog rams: mobility, potential mobility, corner 
squares, X squares, etc. [Rosenb loom, 1982] Hereaf ter , 
" b o a r d " w i l l be used to denote th is feature vector , ra ther 
t h a n the ac tua l raw boa rd con f i gu ra t i on . T h e OTHELLO 
Oracle uses a larger and more comprehensive set of fea­
tures t h a n is used by C A B O T . 

4 . 1 L A T C B R : A P u r e C a s e - B a s e d O p p o n e n t 

One of C A B O T ' s opponents is a case-based reasoning 
system t h a t uses a very s imple version of a claim-lattice 
[Rissland & Ashley, 1987] to de te rm ine the best move. 
T h i s opponen t , cal led L A T C B R , orders the cases i n t o a 
la t t i ce in wh ich the cases closest to the r o o t are those 
w i t h m a x i m a l subsets o f features exac t l y m a t c h i n g the 
cu r ren t p rob lem state. L A T C B R conta ins n o b u i l t - i n 
indices to p rune th is set, nor does i t have any way of 

j u d g i n g wh ich of the nodes at a given level are best for 
the player. I t therefore t reats al l nodes occu r r i ng closest 
to the roo t as equal , and discards the rest. T h e cases 
conta ined in these nodes are al l considered retrieved. 

T h e c la im- la t t i ce was designed for c o m p a r i n g and con­
t ras t i ng compe t i ng a l ternat ives. I t does no t offer a 
s t r a i gh t f o rwa rd mechanism for select ing a single al ter­
na t i ve , nor is there any a priori reason for select ing one 
a l te rna t i ve as best. T h e approach adop ted for L A T C B R 
is to adap t each case to the cur rent s i t ua t i on by iden­
t i f y i n g the move t h a t i t matches most closely, and then 
make the choice t h a t is recommended by the m a j o r i t y 
o f the cases, w i t h ties broken randomly . T h e degree of 
m a t c h between a case and a given move is de te rm ined 
by the number o f features on wh ich they exact ly m a t c h . 

L A T C B R does no t a t t e m p t to correct e i ther i ts re­
t r ieva l f unc t i on o r i ts adap ta t i on f u n c t i o n when i t makes 
a mis take. W h e n the Oracle disagrees w i t h i ts chosen 
move, L A T C B R adds a new case. 

4 . 2 P I L : A P u r e I n d u c t i v e L e a r n i n g O p p o n e n t 

T h e P I L opponent uses an i nduc t i ve learn ing a l g o r i t h m 
to improve a heur is t ic eva luat ion f u n c t i o n h over search 
states. P I L selects the successor to the cur ren t p r o b l e m 
state for wh ich h is greatest; ties are b roken a rb i t r a r i l y . 

A f t e r each select ion, P I L asks the Oracle to i den t i f y 
t he desired successor. I f the desired successor dif fers 
f r o m P I L ' s select ion, P I L considers i ts choice to be w r o n g 
a n d tries to correct h. I t does so by a d j u s t i n g h so t h a t 
the desired successor state is ra ted more h igh ly t h a n a l l 
o ther successor states. 

P I L ' s eva lua t ion f unc t i on h is a we igh ted sum of fea­
tu re values. Weigh ts in the weight vector are i n i ­
t i a l l y set to 1.0. Qua l i t a t i ve feedback can be used correct 
the weights, as shown below: 

(2) 

P I L ad jus ts the weight vector by a p p l y i n g the abso lu te 
cor rec t ion rule [Ni lsson, 1965] to E q u a t i o n 2. 

5 Exper imen ts and Resul ts 
Four exper iments were r u n to de termine the re la t ive ef­
fectiveness o f the pure case-based ( L A T C B R ) , adap t i ve 
case-based ( C A B O T ) , and pure i nduc t i ve l ea rn ing ( P I L ) 
move selection strategies. T h e exper iments were de­
signed to examine three character is t ics of each s t ra tegy : 

• E f f e c t i v e n e s s : How effective was i t for p l a y i n g 
OTHELLO? Effectiveness was measured by the 
w in / l oss ra t i o , and by the average discs taken per 
game. 

• D e c i s i o n A c c u r a c y : How of ten d i d i t agree w i t h 
the Oracle 's choice? 

• G r o w t h o f C a s e B a s e : For the case-based sys­
tems, how qu ick ly d i d the case base g row? 
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Number of Games 

Figure 3: Accuracy of decision-making. 

Number of Games 

Figure 4: Growth of case base during game playing. 

Table 2: Average discs per game won by each player 
during the four tournaments. 

Each t o u r n a m e n t began w i t h e m p t y case bases and 
unweigh ted l inear th resho ld un i ts ( i . e . , a l l weights set 
to 1.0). At the beg inn ing of each game, one player was 
r a n d o m l y selected to make the f i rs t move. Each player 
was p e r m i t t e d to learn f r o m b o t h i ts own moves and i ts 
opponen t ' s moves t h r o u g h o u t the t o u r n a m e n t . By t r a i n ­
ing on b o t h sets of moves, a learn ing p r o g r a m receives 
balanced t r a i n i n g because i t can t r a i n on bet ter game 
states t han i t m i g h t achieve on i ts o w n . 

Games were p layed u n t i l e i ther 100 games had been 
p layed, or u n t i l the Oracle's best game had been en­
countered. T h e la t te r s topp ing cond i t i on i s i m p o r t a n t 
for case-based compet i to rs . If a case- or instance-based 
game-p lay ing p r o g r a m is p e r m i t t e d to observe an oppo­
nent t h a t fo l lows a f ixed st rategy, i t w i l l eventua l l y m e m ­
orize t h a t opponen t ' s best game. Once the opponen t ' s 
best game is memor ized , the case-based p r o g r a m cannot 
lose more t h a n 5 0 % of the subsequent games. W h e n both 
opponents are case-based and b o t h are lea rn ing f r o m a 
f ixed Oracle, they w i l l eventua l ly begin p lay ing a single 
game repeatedly. A l l o f the tou rnamen ts repor ted below 
were ended i f th is cond i t i on occur red. T h e results f r o m 
the four t ou rnamen ts are summar i zed in Tables 1 and 2. 

Table 1 shows the number of games w o n , lost and t ied 
by each playeT d u r i n g the four t ou rnamen ts . I t demon­
strates t h a t C A B O T ' s per formance i s super ior to t h a t 
o f the pure case-based system ( L A T C B R ) and the pure 
induc t i ve learn ing system ( P I L ) i n p lay ing O T H E L L O . I t 
also shows t h a t the per formance of P I L is super ior to 
the per fo rmance o f L A T C B R . T h i s result i s unexpected 
because the t r a i n i n g da ta are no t l inear ly separable. We 
expected P I L to pe r f o rm more poor ly , and are unab le 
t o exp la in w h y i t d i d no t . T h e per fo rmance o f C A B O T 

against the Oracle is no t surpr is ing . However, i t is i n ­
terest ing to note t h a t i t t ook C A B O T j u s t 26 games to 
discover the Oracle 's best game. A f t e r t h a t po in t , the 
two opponents began p lay ing the same game repeatedly, 
each losing exact ly 5 0 % of the games. 

O T H E L L O players are r a ted b o t h on how of ten they 
w i n and on the m a g n i t u d e of the score. Tab le 2 repor ts 
the average n u m b e r of discs won by each player in each 
t o u r n a m e n t . T h e f igures c o n f i r m t h a t the h y b r i d sys­
t e m is be t te r at select ing moves t h a n ei ther of i ts pure 
opponents . 

F igure 3 shows the decision accuracy o f C A B O T and 
L A T C B R . Decis ion accuracy is the percentage o f t ime 
t h a t a p layer 's chosen move is j u d g e d to be the best 
by the Orac le . T h i s g raph shows a r u n n i n g average of 
decision accuracy t h r o u g h 25 games, and conf i rms t h a t 
C A B O T ' s pe r fo rmance i s be t te r t h a n L A T C B R ' s be­
cause i ts decisions tend to be more accurate . T h e t r a i n ­
ing d a t a for b o t h systems are iden t i ca l , so the on ly fac­
to r t h a t can account for th is dif ference i s C A B O T ' s i m ­
proved re t r ieva l a n d a d a p t a t i o n strategies. T h e improve ­
men t i n C A B O T ' s re t r ieva l a n d a d a p t a t i o n strategies oc­
curs qu ick ly , usua l ly w i t h i n the f i rs t game or t w o . In con­
t ras t , L A T C B R i s i n i t i a l l y e r ro r -p rone b u t i ts accuracy 
cont inues to imp rove as i ts case base grows. F igure 3 
shows t h a t the dif ference between the t w o accuracies de­
creases as the number of games increases. T h i s conf i rms 
the i n t u i t i o n t h a t h a v i n g enough cases is asymp to t i ca l l y 
as good as h a v i n g a smal ler n u m b e r of cases w i t h bet ter 
re t r ieva l a n d a d a p t a t i o n strategies. 

Super ior pe r fo rmance is one resul t of ad j us t i ng re­
t r ieva l and a d a p t a t i o n strategies. A n o t h e r resul t i s the 
difference in the g r o w t h of t he case base. F igu re 4 shows 
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th is g r o w t h d u r i n g the C A B O T v s L A T C B R tou rna ­
men t . T h e C A B O T case base tends to be abou t ha l f 
the size of the L A T C B R case base. Nei ther case base 
shows any sign of s tab i l i z ing . Con t inued g row th may be 
due to the smal l number of games t h a t have been p layed. 
T h e search space for OTHELLO is large (abou t 105() legal 
boards ) , so i t may be unreal is t ic to expect ei ther case 
base to stabi l ize w i t h i n 24 games. 

Results vary f r o m t o u r n a m e n t to t o u r n a m e n t , because 
of the effects of l ea rn ing , and because the Oracle makes 
r a n d o m choices when i t has two or more equal ly good 
moves. We have observed va r ia t i on in the specific n u m ­
bers of games w o n and lost by each move selection s t ra t ­
egy. However, t he re la t ive per fo rmance of each s t ra tegy 
i s consistent . C A B O T i s super ior b o t h t o L A T C B R and 
P1L, and P I L i s super ior t o L A T C B R . 

We have also tested C A B O T against opponents t h a t 
use o ther i nduc t i ve lea rn ing techniques to guide move se­
lec t ion . One of these opponents used the I D 3 a l g o r i t h m 
for bu i l d i ng decision trees [Qu in l an , 1986]. One p rob lem 
w i t h using I D 3 for th is task is t h a t the OTHELLO boards 
are described by numer ic features, whereas I D 3 is i n ­
tended for symbo l i c a t t r i bu tes . We exper imented w i t h 
several me thods o f conver t ing numer ic da ta to symbol ic 
a t t r i b u t e s , i nc l ud ing Qu in lan ' s m e t h o d (1986) , Vapn ik ' s 
m e t h o d (1982) , and our own manua l m e t h o d . None 
of these me thods for c reat ing symbol ic a t t r i bu tes was 
b o t h c o m p u t a t i o n a l l y feasible and more effective t h a n 
the weighted s u m eva lua t ion f unc t i on o f the P I L sys tem. 

6 Conclusions 
C A B O T was developed to invest igate the hypothesis 
t h a t case-based reasoning systems wou ld benef i t f r o m 
the ab i l i t y to d y n a m i c a l l y ad jus t the i r re t r ieval and 
a d a p t a t i o n mechanisms. C A B O T reasons f r o m cases for 
the purpose of gu id ing state-space search. State-space 
search is d i f ferent t h a n t r a d i t i o n a l C B R tasks because 
the prob lem-so lver 's task is to repeatedly iden t i f y the 
successor s tate to explore nex t . As a resul t , C A B O T 
per fo rms a res t r ic ted f o r m of a d a p t a t i o n , in wh ich the 
re t r ieved case is used to select one of a set of k n o w n 
a l te rnat ives . 

One of the assumpt ions of th is work is t h a t feedback 
f r o m the env i ronmen t i s necessary for m a k i n g proper a d ­
j u s t m e n t s to re t r ieva l a n d selection mechanisms. T h e 
feedback p rov ided to C A B O T and i ts opponents consists 
of the best move as ident i f ied by the Oracle. However, no 
i n f o r m a t i o n is p rov ided t h a t m i g h t suggest why one move 
was bet ter t h a n ano ther . T h i s feedback is qu i te weak 
when compared w i t h the deta i led i n f o r m a t i o n avai lable 
t o systems l ike C H E F [ H a m m o n d , 1986] and P R O T O S 
[Bareiss & Por te r , 1987]. 

T h e emp i r i ca l resul ts repor ted in th is paper con f i rm 
several hypotheses. F i r s t , they demons t ra te t h a t the 
ab i l i t y to t une re t r ieva l a n d select ion mechanisms leads 
to b o t h a smal ler case base and be t te r per fo rmance. 
T h e y suggest t h a t t r a d i t i o n a l C B R systems m a y be sav­
i ng more cases t h a n they real ly need. Second, they 
demons t ra te t h a t deta i led feedback f r o m the env i ron ­
m e n t , wh i le usefu l , is no t a lways necessary to make these 
ad jus tmen ts . Somet imes i t i s enough j us t to know the 

desired resul t . F ina l l y , the per fo rmance o f C A B O T when 
played against pure i nduc t i ve and pure case-based learn­
i ng opponents i l lus t ra tes t h a t a h y b r i d a rch i tec tu re can 
overcome the weaknesses of opponents of each t y p e . 
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