
Select ing Tense, A s p e d 
I n Language 

B o n n i e J D o r r " 

D e p a r t m e n t o f C o m p u t e r S c i e n c e 

U n i v e r s i t y o f M a r y l a n d 

C o l l e g e P a r k , M D 2 0 7 4 2 

b o n n i e @ c s u m d e d u 

A b s t r a c t 

Genera t ing language t ha t reflects the tempo
r a l o rgan iza t ion o f represented knowledge re
quires a language generat ion model chat inte
grates con temporary theories of tense and as
pect, t e m p o r a l representat ions, and methods 
to p lan tex t T h i s paper presents a mode) 
t h a t produces complex sentences tha t reflect 
t e m p o r a l re la t ions present in under ly ing tem
pora l concepts T h e m a m result o f th is work 
is the successful appbcat ion of constrained l i n 
gu is t ic theories of tense and aspect to a genera
tor whjch produces mean ing fu l event combina
t ions and selects appropr ia te connect ing words 
t h a t relate t hem 

1 Introduct ion 
Reasoning about t e m p o r a l knowledge and f o rmu la t i ng 
answers to quest ions t ha t mvo lve t ime necessitate the 
presentat ion of t empora l i n f o r m a t i o n to users One ap
proach is to incorpora te the tempora l i n fo rmat ion d i 
rec t ly i n to n a t u r a l language paraphrases of the repre
sented knowledge T h i s requires a me thod to p lan lan
guage t ha t contains no t on ly tense selections, b u t as
pect select ions, and tempora l connect ing word selections 
T h i s paper describes a language generat ion mode l tha t 
incorporates con temporary theories of tense and aspect 
a n d develops a new framework for eelecting t empora l 
connect ing words We explore the in terre lat ionships be
tween choices in each of these categories, and then show 
how i n d i v i d u a l selections models — one for aspect, one 
for tense, and one for connect ing words — combine i n to 
a single in terdependent mode l 

O u r mode l is designed to operate w i t h i n a tex t p lan 
n i n g process t ha t provides i n p u t in the f o r m of a conjunc
t i o n o f two t i m e s t a m p e d l i tera ls and their correspond 
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ing verb tokens 1 Our assumed i npu t is m a f o r m tha t 
IB compat ib le w i t h representations prov ided in t empo
ral databases such as those defined by [Snodgrass, 1990] 
and used in tempora l logic p rograms I n f o r m a t i o n abou t 
t ime is man ipu la ted in the f o r m of t empora l in tervals as 
denned by [A l len , 1983, 1984] These intervals are used 
to semant ical ly analyze tempora l connect ing words and 
to augment the tense theory of [Hornste in, 1990] BO tha t 
i t applies to events tha t have du ra t i on 

We focus on the mapp ing of the tunes tamped i n p u t 
in to a matrix (i e , ma in ) clause and an adjunct (i e , 
subordinate) clause conjoined by a connect ing w o r d 
Consider the fo l lowing i npu t f o r m 

(1) fal l(John,l5 01,15 01) A laugh(Mary,15 01,15 03) 
Th i s logical expression may be expressed in several 
different m a t r i x / a d j u n c t combinat ions inc lud ing Mary 
laughed while John fell, Mary laughed after John had 
fallen, Mary had laughed as John fell W h e n the facts 
are expressed in the same sentence, aspectual considera
t ions and the choice of connect ing words become i m p o r 
tan t The t imes tamp i n fo rma t i on enables the selection 
of tense, connect ing words, and cer ta in aspectual p rop 
erties for the verbs of the m a t r i x and ad junc t clauses 
corresponding to these two l i terals 

In th is paper, events are al lowed to have d u r a t i o n and 
are viewed m terms of a ful ler theory of aspect t h rough 
the use of A l len 's in terval theory We show how con
stra ints on aspect affect the f ina l selection of aspectual 
features, and we analyze how aspectual selections can 
alter the meanings of connect ing words and thus affect 
their f ina l selection We i l lus t ra te the a l g o r i t h m by show
ing the fu l l set of sentences t ha t are then f i l tered by l i n 
guist ic constraints 3 

1A literal is an expression of the form p(xit , i n ) where 
p 10 a relation name and each x, is either a variable or a 
constant The timestamp u expressed in terms of a start 
tune and stop tune for each fact For example, the l i t 
eral laugh(Mary,J4 01,14 03) describes an event in which 
Mary laugh* for two minutes, md draw(John,circle,14 00, 
14 10) describes an event, in which John draws a circle for 10 
minutes 

aWe restrict candidate connecting words to those that 
function only temporally — this precludes, for example, 
when which has a strong causality component lo its meaning 
[Moens and Steed man, 1988] 

3 The actual implementation noes the standard AI tech-
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T h e m a i n result o f ou r w o r t IB t he successful appl ica
t i o n of const ra ined l ingu is t i c theories of tense and aspect 
to a generator w h i c h produces mean ing fu l event combi 
nat ions and selects appropr ia te connect ing words tha t 
re late t h e m We d is t ingu ish between inherent and n o n -
inherent aspectual features of verbs and describe an al
g o r i t h m tha t uses these features to select tense, aspect, 
and t e m p o r a l connect ing words for generated text based 
on t imea tamped i n f o r m a t i o n 

T h e fo l l ow ing section provides background on l inguis
t ic theories of aspect and tense Section 3 describes our 
ex tens ion of Hornste in 's theory of tense to handle not 
on ly po in t events b u t also events w i t h du ra t i on Sec
t i o n 4 describes the a l g o r i t h m for generat ing tex t f r o m 
tempora l expressions and provides detai ls beh ind select
ing aspect and connect ing words 

2 Background 
B o t h aspectual and t empora l knowledge are used for 
generat ion of na tu ra l language expressions tha t reflect 
t empora l re la t ions present in under l y ing concepts T h i s 
section describes the representat ions used for these two 
types of knowledge 

2 1 A s p e c t u a l K n o w l e d g e 

Fo l low ing [Dowty , 1979] and [Vendler, 1967], aspect is 
taken to have t w o components , one compr ised of non-
tnherznt features (eg, those features t ha t define the 
perspect ive such as s imp le , progressive, and perfect ive) 
and another compr ised of mAerent features (e g , those 
features t h a t d is t ingu ish between states and events) 4 

Non- inherent features are dependent on tempora l con
t ex t , thus , they u e n o t s tored w i t h the lex ica l i t e m and 
may be cont ro l led d u r i n g language generat ion These are 
d is t inguished f r om inherent features, w h i c h are stored 
w i t h the lexical i t e m and are used for lex ica l selection 

Suppose we are generat ing a sentence f r o m the fo l low
ing t imes t a m p e d i n p u t 

(2) go(John,slore,14 00,14 40) A arnve(Mary 14 30,14 31) 

These events m a y be real ized in a number of different 
aspectual comb ina t ions B 

(3) (l) John went to the store before M i r y arrived 
(simple) (simple) 

(u) John went to the store before M i r y had arrived 
(simple) (perfective) 

(in) John had gone to the store before Mary arrived 
(perfective) (simple) 

( I T ) John had gone to the store before Mary had arrived 
(perfective) (perfective) 

T h e aspectual va r ia t ions shown here are p r i m a r i l y a 
f unc t i on of values of non- inherent features (i t , per
fect ive vs s imple) These feature values mus t be de
te rm ined before the t w o events can be combined since 

mqne of constraint compilat ion and table look-up, thus elim
inating moat of the orergeneration 

4 We wil l see shortly that events are further subdivided 
into activities, achievements, and accomplishments 

6 The term perfective refers to either the present or the 
past (pin) perfective (i e , it does not specify the tense) 

th is i n f o r m a t i o n is necessary for select ing the app rop r i 
ate t e m p o r a l connectives (e g , before, after t while, etc ) 

Regard ing the representat ion of inherent features, 
a number of aspectual ly or iented representat ions have 
been proposed t ha t readi ly accommodate the types 
of aspectual d is t inc t ions t ha t are of concern here i n 
c lud ing [Jackendoff, 1983, 1990, Bach , 1986, C o m r i e , 
1976, Moure la tos , 1981, Dow ty , 1979, Passonneau, 1988, 
Vendler, 1967, N i renburg and Pustejovsky, 1988, Puste-
jovksy , 1988, 1990, 1991, Pustejovsky et al , 1993, 
Crouch and P u l m a n , 1993, Hwang and Shuber t , 1994, 
Olsen, 1994] T h e current mode l imp lemen ts an aspec
tua l classif ication th rough the use of three features p ro 
posed by [Bennet t et al, 1990] f o l l ow ing the f ramework 
of [Moens and Steedman, 1988] i d y n a m i c ( i t , eventB 
vs states), i t e h c ( i t , cu lm ina t i ve events ( t rans i t ions) 
vs noncu lm ina t i ve events (ac t i v i t i es ) ) , and ± a t o m i c 
(i e , po in t events OJ extended events) 

Consider the two verbs ransack and obliterate These 
are d is t inguished by means of aspectual features [ + d , -
t,-a] for the verb ransack and [ + d , + t , + a ] for the verb 
obliterate A l t h o u g h these two verbs are semant ica l ly 
s im i la r , the feature-baaed f ramework accounts for surface 
d is t inc t ions such as the fo l l ow ing 

(4) (i) John ransacked the house every day 
(n) * John obliterated the house ever; day 

2 2 T e m p o r a l K n o w l e d g e 

Tense IB taken to be the external t ime re la t ionsh ip be
tween a given s i tua t ion and others (See, fo r example , 
[Bennet t et al, 1990]) For example, each event in (2) 
has i ts own tempora l s t ructure In the case of go (John 
went to the store), the event is associated w i t h the Re-
lchenbachian Basic Tense St ructure ( B T S ) E ,R_S , wh ich 
indicates tha t the event is m the past 6 Consider each 
event in example (2) In the case of go (John went to 
the store), the event is associated w i t h the B T S E ,R_S, 
wh ich mdicates t ha t the event is ID the past T h e aspect 
of this clause is "simple71 (as opposed to progressive or 
perfect ive) In the case of amve (Mary arrived), the 
event is associated w i t h the same Reichenbachian t em
pora l representat ion ( E , R _ S ) and aspect (s imp le) , since 
i t t oo is in the s imple past tense 

AB for re la t ing these two events, t he approach adopted 
here is based on a neo-Reichenbachian f ramework pro
posed by [Hornste in , 1990] in which the BTSs are orga
nized i n to a Comp lex Tense St ructure ( C T S ) as fo l lows 
the first event (i t , m a t r i x clause) is w r i t t e n over the 
B T S of the second event ( i e , ad junc t clause) and the 

" I t is assnmed that the reader u familiar w i th [Reichen-
bach, 1947] which postulates three theoretical entities S 
(the moment of speech), R (a reference point) , and E (the 
moment of the event) The key idea is that certain l in
ear ordenngs of the three time points get grammaticalued 
into six banc tenses in English The corresponding BTSs 
are S,R,E (present), E,R_S (past), S_R,E (future), E_S,R 
(present perfect), E_R_S (past perfect), S_E_R (future per 
feet) The S, R, and E points may be separated by a hue (in 
which case, the leftmost point is interpreted as temporally 
earner than the other) or by a comma (in which case, the 
points are interpreted as contemporaneous) 
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S and R points are then associated 7 The entire tempo
ral/aspectual structure for this example would be spec
ified as follows 

Tense is determined by factors relating not to the par
ticular lexical tokens of the surface sentence, but to the 
temporal features of the context surrounding the event 
coupled with certain linguistically motivated constraints 
on the tense structure of the sentence In particular, it 
has been persuasively argued by [Hornstein, 1990] that 
all sentences containing a matr ix and adjunct clause are 
subject to a linguistic (syntactic) constraint on tense 
structure regardless of the lexical tokens included in the 
sentence For example, Hornstein's linguistic Constraint 
on Derived Tense Structures (CDTS) requires that the 
association of S and R points not involve crossover in a 
complex tense structure 

This structure would be associated with a sentence such 
as * John went to the store while Mary arrives Here, 
the association of R2 and Ri violates the CDTS, thus 
ruling out the sentence 

3 Hand l i ng Events w i t h Dura t i on 
Hornstein's theory of tense [Hornstein, 1990] assumes 
that events are points in time To extend this the-
ory to events that have duration, we analyze events in 
terms of Allen's theory of temporal interval relationships 
[Allen, 1983, 1984] 8 Allen proposes that seven basic re-
lationships and their inverses may exist between two in
tervals before ( < ) , after (> ) during (d), contains (d1), 
overlaps (o), overlapped by (01), meets (m), met by (m1), 
starts (s), started by (S1), finishes ( f ) , finished by (fi), 
and equal ( = ) 9 

To associate a tense with an event that has duration, 
we first determine the interval relationship between the 
event time interval and speech time A BTS is associated 
wi th the event if it preserves the relationship between 
the event time E and speech time S For example, if it is 
determined from a logical expression that the event E1 
John went to the store and event Ea Mary arrived have 
both occurred in the past, then the tune S of the linguis
tic utterance is after the two event times (assuming S = 
now) For both E1 and E2, the only BTS's that preserve 
the interval relationship between E and S are E,R_S 
(past), E_S,R (present perfect), and E_R_S (past per
fect) In each case, at least one line separates event time 
E and speech time S, indicating that E occurs before S 

7In the general case, the association of the S and R points 
may force the R2 pout to be moved so that it is aligned with 
the Ri point The Ea pout is then placed accordingly 

8 The theory of interval relationships has been used for 
a number of artificial intelligence and natural language un 
derstanding applications (See [Allen, 1983, Gal ton, 1990, 
Lesperance and Levesque, 1990, Vilain et al, 1990, Williams, 
1990] ) 

"The inverse of equal is equal, BO there are a total of 13 
different interval relationships 

The full extension of Hornstein's theory to events with 
duration requires a more detailed analysis of the E point 
in the BTS representation In particular, we require E to 
be divided into a start t ime Es and a stop time Ef, COT-
responding to the times tamps in the logical expression 
We shall denote the interval as E,f A second inter
val (actually a point) is defined as the current (speech) 
time denoted by S The time interval for a literal may be 
open (corresponding to a stop time of 00) or closed (cor
responding to a stop time containing an actual value) 
Given a timestamped logical expression and the current 
t ime, we can obtain a partial ordering over E,, Ef, and 
S1, and we can derive the temporal interval relationship 
between E,f and S wi th Allen's representation 

Figures 1 and 2 represent the full extension of Horn-
stem's BTS representation to events that have duration 
The table shows the mapping from events that are ei-
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4 2 A s p e c t Se lec t i on Process 

AS described IN Section 2 1, aspect is taken to have two 
components, one comprised of non-inherent features and 
another comprised of inherent features The task of se
lecting aspect (step 5 of the algorithm in Figure 3) in
volves finding values for non-inherent features The fi
nal aspectual realization that is present in a generated 
sentence emerges from the composition of inherent verb 
properties and these chosen values The two aspectual 
features that are not inherent are (1) progressive vs 
simple and (2) perfective vs non-perfective Together 
these two features define the perspective of a verb phrase 
When both perfective and non-perfective are compati
ble with the CDTS both alternatives are produced We 
address the choice of progressive vs simple for the re-
mainder of this section Our method to select between 
progressive and simple relies on a set of restrictions based 
on work by [Dowty, 1979] that we have adapted for gen
eration of temporal information We have recast Dowty'A 
constraints on the relationship between inherent verb 
features and the choice between progressive and simple 
as follows 

(8) (1) If the natural language verb selected for a literal is 
inherently a state (-dynamic), then the verb mast 
be simple 

(u) If the interval for a literal is actually a point that is 
the start tune and stop time are the same, then the 
literal is considered to be -(-atomic and the natural 
language verb for the literal most be simple 

(in) If the interval is open, that is, the stop time is un
known, then the literal is considered to be -atomic 
and the natural language verb for the literal must 
be prooresswe 

(IV) If the interval is closed, that is, the stop time IS 
known, then the literal is considered to be atomic 
and the natural language verb for the literal may 
be simple or progressive 

The only case where a decision is not definitive is the 
case of closed intervals (restriction (iv)) However, we 
can inspect the timestamps to decide whether or not a 
bteral depicts an instantaneous or prolonged process or 
event If a conclusion cannot be reached, then the default 
selection is progressive for present tense verbs and simple 
for past 

In our ongoing example (5), both literals are associ
ated wi th closed, past temporal intervals Both verbs go 
and arrive are -a tomic so information about the com
pletion of the event IS lost if the progressive is selected 

"This restriction blocks the realization of an activity in 
the progressive, even though such cases do arise However, it 
IS assumed that in such cases there is a process of coercion 
going on This point is discussed further m [Don, 1992] 

Restriction (8)(11) dictates that the simple must be se-
lected for both phrases, as in John went to the store 
before Mary arrived 

4 3 Se lec t ing T e m p o r a l C o n n e c t i n g W o r d s 

Earlier in example (7), we assumed that an independent 
process would select the temporal connective between 
two sentential concepts in this section, we discuss this 
process (step 6 of Figure 3) Two pieces of informa-
tion contribute to the selection of a temporal connecting 
word for a matrix/adjunct sentence First, the tempo
ral interval relationship between the two literals provides 
a means to select a particular subset of candidate con
necting words Second, inherent aspectual features (e g , 
+dynamic vs -dynamic) and non-inherent aspectual fea
tures (i e , progressive vs simple) that have been deter
mined for the individual literals can further restrict the 
set of possible connectmg words 

Each temporal connecting word may correspond to 
several temporal interval relationships Conversely, each 
temporal interval relationship corresponds to multiple 
temporal connecting wordB In addition, the aspectual 
features of the matrix and adjunct verb can alter the 
meaning of the connecting word For example, the pro
gressive perspective of the verb endows the connecting 
word before with the possible meanings <, o, and fi In 
the following sentences, before covers all three temporal 
interval meanings simultaneously 

(9) (>) Mary was drawing a circle before John was writing 
(event/event) 

(u) Mary was drawing a circle before John was laugh 
ing (event/process) 

(ui) John was laughing before Mary was drawing a or 
cle (process /event) 

(iv) John was laughing before Mary was walking to the 
store (process/process) 

Since the matrix phrase is progressive, the adjunct 
phrase might start after the matrix finishes (< ) or be
fore the matrix finishes If the adjunct phrase starts 
before the matrix finishes, it might finish at the same 
moment as the matrix (fi) or after the matrix (o) The 
interpretation changes significantly if the adjunct clause 
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a theory for selecting connecting words that is driven by 
a set of tables that associate temporal interval meanings 
with combinations of connecting word and aspectual val
ues The connecting word selection is constrained by the 
aspectual values already selected for an event 

The theoretical results described here are currently 
being used as the basis of an implemented system 
that generates language from instantiated logical ex
pressions that represent the answer to a logic program
ming or database query [Gaasterland, 1992, Gaaster-
land and Lobo, 1994] Moreover, the approach is com
patible with a generation module used for interlin
gual machine translation such as that of [Dorr, 1992, 
1993] 
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