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Abstract

In previous work we presented an
algorithm for tense interpretation which
employs a temporal focus to determine the
intended temporal relations between the states

and events mentioned in a narrative In this
paper, we propose a new two-phased
classification scheme for aspect Each

situation described in an utterance is first
classified as static (state) or dynamic (event)
and if dynamic as telic (event with a
culmination point) or atelic (evenl without a
culmination point) Then, independent of the
class the view of the situation is identified
either as a point or as an interval We then
demonstrate how the determination of aspect
can be integrated into our tense interpretation
algorithm to produce a richer analysis of
temporal relations Our classification for
aspect is more detailed than most of the
existing schemes allowing us to extract the
interval relations between situations and cover
a wide range of English narratives

1 Introduction

Temporal analysis plays an important role in the
understanding of natural language discourse and in
particular, narratives and natural language input to
plan recognition systems Its goal is to determine the
temporal relations between the states and events
mentioned in a discourse, such as whether one event

occurs before or during the time of another’ We
generally refer to states and events as situations

Our focus has been on the temporal analysis of
"simple" narratives in which there is one speaker and
all utterances descnbe "actual" siluauons, which arc
those asserted to have occurred to be occurring or to
occur al a future time The reasons for these
restrictions are to avoid conflicts in belief with

" In this paper we restrict ourselves to qualitative temporal
relations Quantitative information such as one event occurs
before another by 5 minutes is not further distinguished

1338 NATURAL LANGUAGE

Robin Cohen
Dept of Computer Science
University of Waterloo
Waterloo, Ontario, Canada N2L3G1

different speakers and to exclude situations described
in modal intentional, negated or frequentative
contexts [Passonneau 1988] There are many factors
that may be integrated into such temporal analysis
including tense aspect, temporal adverbials and
connectives discourse structures and even real-world
knowledge In Song and Cohen [1991] we presented
an algorithm for temporal analysis that is based solely
on tense interpretation The algorithm expands the
notion of temporal focus in Webber [1988] Ilo
determine the intended temporal relations in a
narrative  More specifically we proposed a set of
heuristics for determining the temporal ordering
between a new situation and the situation in focus We
also proposed a set of constraints for tracking the
changes of a temporal focus The value of our
algorithm is lo allow an implementation that can bt
built into a working system Being heunstic-based the
algorithm may admit counter-examples, but u is
designed to produce the preferred interpretation ol
intended temporal ordenngs in the absence of high
level information such as discourse structures and real

world knowledge?®

In this paper we further expand our algorithm for
temporal analysis with aspect determinauon which is
to analyze which part of a situation is viewed in an
utterance We regard tense as a grammatical notion
that is expressed solely by verb forms For example
"John wrote a letter" is in the Simple Past tense since
the verb "write" is in its past form In contrast aspect
is seen as a semantic notion which has to be
determined compositionally from certain lexical items
in an utterance Tense and aspect together help
provide a more accurate analysis for narratives
allowing us lo extract interval relations between entire
situations and cover a wide range ol utterances The
paper therefore demonstrates that it is possible lo
develop heuristics for temporal analysis which
incorporate aspectual information We also reveal the
value of aspectual information in temporal analysis by

2 In Song (1991) we also considered those cases where
lense sequences may lead lo more than one interpretation
and how discourse structures and real-world knowledge can
be used to resolve such ambiguities



companng the output of our algonthm which does not
incorporate aspect with the expanded version which

2 Aspect Determination

Aspect 1s traditionally concerned with the
cassificauon of uiterance meamngs One popular
scheme proposed by Vendler [1967] relies on verb
types and classifies utterances into states, acuvities
accomplishments and achievements This scheme as
argued by [Verkuyl 1972 Steedman 1977 Dowty
1986, Leech 1987] 1s better seen as a semantic
classification ol entire utterances rather than verb types
alone, since other consutuents, including tense
temporal adverbials direcuonal phrases objects and
subjects, also play important roles

Our previous algonthm for temporal analysis
indicated the role of tense interpretation, but assumed a
simplified classification of aspect derived from
Fassonneav [1987] A siuation typically occurs over a
time nterval Passonneau's classification of silustions
into types employs a single point E (the event time)
with an indication of whether E 15 1n the niddle or at
the end of the time interval for the sitvation In
applications of narrative understanding and plan
recognibon we often want 10 denve the lemporal
relalions between entire situations In example 1 Lhe
second ullerance describes an inlerval that should
occur duning Lhe interval for the evenl in the first
utterance

(1) John ran ten miles 10 an hour
He stopped once for about five minutes

In order to caplure the nterval relations between
situations, we would need a more detlailed
representabion for aspect We generally model each
situation with a time mnterval which can have a start
point, an infimte number of intenor points, and an end
point  Alternatively we can also see the interval as a
sel of subintervals In Song [1991] we proposed a
new, two-phased scheme for aspect classification
Each situation 1n an utterance 1s [irst classihied as stauic
(state) or dynamic {event) and ([ dynamic as telic
{event with a culmination pomt) or atehic (event
without a culminaton point) Then independent of
the class, the view of the situation 1s further identulied
as the part of the situation that is emphasized 1 an
utterance, which can be either a point or an interval
An aspect of a situation 1s then defined as the pair
<Class View>3 A complete list of views can be
found 1n [Song 1991] but here are some examples
with a point-based view denoted by the suifix "pomnt”
and an 1nterval-based view denoled by the sulfix

Hpanu

3 The defimtion of aspect varies widely in the literature 11
may refer to the class of a simation or the grammalical
aspect of & tense (progressive or perfec) Also the term
view 15 sometmes vsed to mean the same as aspect

(2} John started 1o run at 3pm
<atelic, start-point>
John lnished ten muies at 4pm
<telic end point>
John ran ten mules 1n an hour
<telic whole-part>

The view of a situation can be formalized as (Start
r; E r2 End) for a point-based view and (Startry E' < E
r» End) for an 1nterval-based view, where Start and
End are the two ending points for the entire situation
and E' and E are the two ending points for the
subinterval that 1s viewed 1n the situation The
relations r; and rp are to be replaced by specilic
ordenngs (< = or <) for different views as tllustrated
in Lhe following

start point Start = E < End
end-point  Start < E = End
whole-part Stan = L' < E= End

Determiming an aspect 1s achieved through lexical
grammatical, and advcrbial analyses For example
*John boiled the fettucini noodles” describes a telic
cvent with a whole-pant view  Thus 15 decided by the
lexical meanings of the verb and its object However
with a grammaucal change 10 a progressive tense
"John was boiling the fettucint noodles” describes a
telic event with an 1ntenor-point view thatis Start < T
< End As another example "John sang a song”
descrnibes a Lelic event with a whole-part view but with
the addilion of an adverbial phrase "John sang a song
at Bpm" describes an imdefimte point view, thal s,
Start < E < End since 1t 1s not clear whether 8pm 15
associated with Lhe start, an intenior or the end point ol
the singing event

Our detailed treatment of aspect allows us to make
a more accurate analysis for a situation In particular
1l provides a resolution to the so-called imperfective
paradox raised in Dowly [1986] A telic event in a
Progressive tense describes a situalion 1n progress and
because the situation has not been completed yet 1t1s
possible to [ail to reach the culmination point as
lustrated 1n example 3

(3) Harry was runung a mile
But he gave up after two laps

For this reason some exisiing schemes |Meons and
Steedman 1988, Passonneau 1987 Allen 1984] put
such events inlo the calegory of processes roughly
corresponding to atelic events 1n our scheme
Howe-er doing so violates a common inference rile
lor an alelic event For example, "Harry was runming”™
logically imphes "Harry has run" but "Harry was
runmng a mile” does nol imply “Harry has run a mule "
In ouwr classificabon "Harry was running a mile” 15
still 1abeled as a telic event but with an inlerior-point
view 50 that 1t1s disungmshed [rom an atelic event

Compansons of this classification with others are
brielly described in section 4 and the detailed
specifications of the aspecl determination algorithm
are provided 1n [Song 1991}
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3 Integrating Aspect into Tense Interpretation

In our previous algonthm tenses are descnibed by
a modified version of Reichenbach's {1947] SRE
triples  For example a Simple Past tense 1s
represented as S > R = E indicating that the speech
tume S temporally follows the reference time R, which
coincides with the event ime E  Since each situation
1s denoted with a single E point one SRE triple 1s
enough (o descnbe an utierance  However in our new
classification for aspecl, a sifuation can have an
interval-based view, requnng two event points the
starting point E' and the ending pomnt E of the sub-
interval viewed Consequently we would generally
need two SRE tnples to describe an utterance but the
result is stronger we are now able to exlract the
temporal relations between the ET intervals of
siluations, where ET denotes the time interval over
which a state holds or an event occurs

31 Effects of Aspect on Tense Interpretation

As described 1n section 2 the view of a situation

can be either point-based or interval-based® For
simplicity, we suggest a unified standard form for both
cases Startr; E'r E rp End where ris "=" for a pont-
based view and "<" {or an interval-based view Ths
standard form requires the use of two SRE wnples [or
an utterance one [or E' and the other for E For a
point-based view the two SRE triples are the same
since E' = E (see (4b) below for an example) For an
interval-based view the two SRE inples are different
since E' « E However the two SRE tnples can be of
the same type of structure when descnbed by a Simple
tense as illustrated 1n (day® The two SRE triples can
also be of dilferent types of structures when described
by a Perfect a Perlect-Progressive or a Prospective
tense as shown in (4¢) and (4d)

(4$)a John read a book yesterday

Tense Simple Past (S>R=E)

Aspect <telic, whole-part-

Tense Struclures $'>R'=E and
5>R=E,withL'<E

b John has read a book

Tense Present Perfect (S =R > L)

Aspect «<telic end-point>

Tense Structures S'=R'>E' and
S=R>E withE =E

4 We assume that the aspect of a situation can be deaded
solely from an uterance iself However there are
ambiguous cases where we have to take the effects of
discourse conlext 1nto consideranon  See Steedman (1977)
and Webber (197B) [or more discussion

5 As iltustrated 1n (4a) R and R' are generally difTerent, but
S and S' are almost always the same The only case where S
and $' should be different 1s a Simple Present tense with an
interval-based view However utterances like "John comes
here everyday”® often have “frequentatve” mlerpretations

whuch are essentallv ruled out for simole narmnvea
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¢ lohn has walked {or two hours
Tense Present Perdfect(S=R >E)
Aspect <atelic start-whole-part>
Tense Structures §'=R'>E"' and
S:R:’-E.WlﬂlE“{E
d John is gong to finesh & book soon.
Tense Present Prospective (8 =R < E)
Aspect <telic, end-part>
Tense Structures 8'=R'=E' and
S=R<«<E, withE <E

Note that a Prefect tense can have either a point-based
or an interval-based view A Perfect tense, when used
with a telic event, descnbes an end-point view, since
the culmenation pownt has been reached For example,
uiterance (4b) imphes that John has finished reading
the book and as a result, he knows what the book 1s
about A Perfect tense however, can also be used with
an atelic evenl describing the stari-whole-part view
For example utterance (4c) suggests thal John started
walking two hours ago and he 1s now either
conunuing or has just stopped walking Therefore,
based on the iniual SRE triple decided by the verb
forms of an utterance and the formal view of the
situation we can construct a pair of SRE tniples for the
points E'and E respectively

With a pair of SRE tnples for a new ufterance, we
can now determune the temporal relanon between the
new situation and a previous situation associaled with
the temporal focus (¢alled the focused situation) using
the heuristic rules to be discussed 1n the next
subseclion The 1mitial result 15 some ordernings
between [our event points E'f and Ej for the focused
situation and E'; and E;, for the new situanon To get
the interval relation between the two situations, we can
first apply a procedure simlar to Allen's [1983]
propagation algorithm to complete the pair-wise
ordenngs between all four E points (a step calied
"complete” in our algorithm), and then use the
standard forms of the views to extract the interval
relabion between the two situations (a step called
"extract™)

Iy

by
Start E' Ef —2% Endf

r
Stant ,--"! _ g E, ~—n2

n

End,

Figure 1 Powmt-based Relabons between Two Simanons

To save space we omt the code for "complete”
and "extract” here but the extractuion process can be
easily illustrated 1n figure 1 The ordenngs between
the ending points of the two situations are first
computed by composing the detailed relations on
particular paths For example, the ordening between
Startyand Start;, can be obtaiped from the path Starty
E'r E'n, and Start,, which corresponds to the



expression f1p o KE', E\) o ~r, where (E's E'\)
stands for the ordenng between the two E ponts
Then a translation procedure can be taken to convert
these pomnt relattons (nto an interval relation between
the two situations as descnbed 1n Ladkin [1988]

32 Modifled Rules for Tense Interpretation

One 1mportant extension we made 1n our previous
algonthm Is to expand Webber's notion of one-point
temporal focus to a temporal flocus structure (TFS)
which 1s an SRE tnple associated with a previous
utteranceS For each new situauon, we compare its
SRE tnple with an existing TFS to determine the
intended ordenng between the new situation and the
focused situation

Now o interpret the two SRE inples of an
utterance we need 10 modily our rules for tense
interpretanon  Since E erther precedes or coincides
with E we can first interpret the SRE tnple for E'
denoted as TS for utterance n and then use the SRE
inple for E denoted as TS, to update the current
temporal focus structure (TFS)

We consider two rules for maintaimng the current
TFS First the progression rule can be apphied when
the same lense 1s repeated that 1s when TS'; 15 of the
same type as the current TFS In this case we record
Ef< E', since alter the interpretanion of the focused
situaion the time may stay the same or move

forward?” We then search for a sitvation Ep
mentioned previously n the narrative such that Er <
Enq If there exists such an Ep, we record By < Iy as
well The reason for this slep 1s lo capture the
progression of time alter a "flashback” 1n a narralive
where the speaker temporally moves the focus into the
past and may continue the narrative before coming
back 1o the currently focused situation To obtan the
lemporal relation between two ET intervals we
complete all the pair wise ordenngs belween the four
E points of the focused situation and the new
situation and extract the inierval relation between the
Iwo situations as described 1n the above subsection

procedure pProgression

sel the ordenng between Erand E'ylo be <
complete and extract Lhe nterval relation belwecn
ETI‘f and E‘.Tn

if there exists Epy, such that By € Cm
then
se1 ordenng between E and Ep, to be that
between Eyand Ep,

S This would allow us to mterpret the progression of a Past
Perfect tense which 1s also observed 1 (Kamcyama et al
1993)

7 Some cue-phrases hike "at the same ume” "then” "afler
that" eic can be used to expheidy suggest Er=EnorEr <

P

complete and extract the 1nferval relation
between ET,, and ET,,

replace TFS with TS,
end

Second we consider the elaboration rule which
can be applied to a tense sequence {rom a Present
Perfect [S =R > E] to a Simple Past [§ > R=E] Ths
rule exemphifies a way of flashback the speaker uses a
Present Perfect to introduce a situation in the past and
then uses several Simple Pasis to elaborate the
sttuation 1 detail  Our previous tens¢ interpretation
algorithm only records that the detailed situations are
located belore the general sitbation Now, the
elaboration of the focused situauion can be described
more accurately by relating all E points as E'y< B
and Er = By 1¢, both E', and E,, are bounded within
E'rand A simular "Nash forward" can happen to a
tense sequence {rom a Present Prospecuive [S = R < F)
10 a Simple Future [S < R = E] this 1s also handled in
the elaboration rule

procedure elaboraton
begin
set the ordenng beiween Ey and E'qto be <5
set the ordenng between Ef and tytobe 2z
complete and extract the 1nterval relation between
Elrand ET,,

rcplace TFS with TSy,
end

Note thal the elaboration rule can sull be characterized
as maintaiming the current TFS  However 1nstead of
maintaining the same type of structure as the current
TFS 1t maintains the same set of distinct ime poinis n
the TFS For example the structure [or a Present
Perfect {S = R > E] can be mantained by the structure
for a Simple Past [S > R = E] since both can refer to
the same two distinclive lime poinis one al present
and one 1n the past

We next consider two rules [or creating a new
TFS whuch often indicates a shilt of topic  We lirst
disunguish R-creation for tenses with R' = E' (1e
from a Simple Present to a Simple Past or a Simple
Future) and E-creation (other ¢creations) We further
distingursh betw een lelt-creation, suggested by tenses
with R> E or 3 > R and nght creation, suggested by
lenses with R< Eor S <« R For a nght-creation we
can decide Ep< E', for a point-based view and Ef =
E', for an 1nterval-based view the relaton Er < Ej can
be denved [rom E'y < E, In contrast, for a left-
creation we can decide B > K, [or a pointl-based view
and Fy = E; for an interval-based view, the relation Lp
> B\, can be denved from E', < By

procedure nght-creation

begin
EEH'CEnarﬂRn‘CEnthen
{* end-part views %/
set the ordenng between Erand Elslobe =

else
set the ordenng between Ey and E' Lo be <
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complete and extract the interval relation between
ET; f H.lld ET n

push TS;, onto the focusing stack
end

procedure left-creation

begin
if B, <E; and R, > E', then
/* start-whole-part views */
set the ordenng between Efand E to be =
el
sel the ordenng between F¢ and E, to be >
complete and extract the interval relation between
EI'[ and Ern
if E, = Ep, then push TS, onto the stack
else replace TFS wath TS,
end

Based on the rules discussed above we can now
modify the *maintain” and "create™ procedures 1n our
old algonthm to get the following new ones

ocedure mantain{TS", TS, TFS)

if TS,=TFS then
if TSp= TS, then call nghi-creauon
else call progression

call elaboration
end

procedure create(TS', TES)

begin
#f R\,=E, then /* Rcreation®*/
If Sp<R', then call nght-creation
elee call left-creation
else /* E-creation ¥
set ordening between R'nand Efto be =
if Ry <, then call nghtcreation
else call left-creation
end

There are iwo special cases worth mentioning one
1s the interval-based view suggested by a Perfect or a
Perfect-progressive tense, and the other 1s the interval-
based view suggested by a Prospective tense The
former has the two structures SrR'=Eand ST R =
E To interprel them we need to first creatc a new
TFS for S rR' > E' and then resume a previous TF§
for StR=E As aresult, we just update the current
TFS with 8 r R = E 1n the left-creauon procedure
Simularty, the latter has the two structures SrTR'= F
and SrR < E To inlerpret them we need to [irst
maintain the current TFS and then create a new TFS
for § r R< E That 1s why we also call "nght-creation”
in the "mainiain” procedure

33 A General Algorithm for Temporal Analysis

Afier modifying our rules for tense 1merpretation,
we now present the following expanded algonthm for
temporal analysis As in our previous algonthm, the
heurisucs [or preferred interpretatuons are expressed in
terms of a tense huerarchy as displayed in higure 2
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S=R>E / \ S=R=<E

S:-R E S7E\
S>R>E S>R<E S<R>E S<R<E

Figure 2 Tense Hierarchy 1o English

The tense hierarchy 1s intended to caplure coherent
tense sequences mn narratives and thus can be used to
track the changes of a TFS More specifically, 1l an
existing TES 1s a parent node then the lense of a new
situation can be a chuld node (the creation case) if an
existing TFS 1s a child node then the tense of a new
situation can be a parent node (Lhe resumption case)
the same tense can be repeated (the progression case)
and the tense sequences indicated by Lhe two thick
hinks are allowed (the elaboration case) In our old
algonthm, for instance, once we {ind that the new
sitvation shares the same structure as the current TFS
the progresston rule can be applied to denve Ej =L
il E;, corresponds to a state or E, > Bt of E,
corresponds to an event {These inlerpretations are
intended 1o capture Dowty's [1986] observaltion thal an
event typically moves time forward while a state does
not )

The new algonthm differs from the previcus one
1n that the effects of aspects have been considerced and
the results are represented 1n the form of interval
relations between situations  More specifically we
made the following major changes to our previous
algonithm First we replace the situation type by the
view of a situation This allows us to accurately
descnbe larger range of utterances [rom the input
Second both SRE tniples of an ulterance are
mterpreted As a resull we are able to handle two
special cases (already mentioned 1n subsection 3 2 and
will be discussed [urther 1n secuion 4) Finally the
temporal relauons between all the E points are
translated 1nto relations between ET intervals Ths 1s
only made possible by detailed treatment of the views
of situations

Inpul hst of pawrs (TS, V) where n s the order
of an utterance, and TS, and V, are its tense
structure and view

output network of event intervals ET and theur
temporal relations

n
push [Sp = Ro = L] onto the focusing stack
while the input list i1s not empty do
begin
get the next (TS, V,) from the input list
construct (TS'y, TSp) from itial (TSp, V)



search [rom the top of the focusing stack for
a TES such that it 1s the same as TS, ora
(ather of TS',

If no such TFS exists then
report incoherent discourse and stop

eliminate 1n the stack all elements above TTS
ff TS, = TFS or (S; = Ry and Ry # Ep) then
call maintain(TS'y TSy TES)
else call create(TS', TES)
end
end

To 1llustrate our general algorithm for lemporal
analysis, let us consider a cooking example discussed
in Song and Cohen [1991]

(1) John 1s bouling the fettucim noodies

(2) He has already made the mannara sauce

(3) He 15 going 10 pul them together 1o gel a
pasta dish

T'he input to our algorithm 1s a hist of elements that are
of the form (TS, V) where TS, 15 the tense structure
and V, 15 the view of an utterance 1his gives us the
lollowing 1nput list

[([S1=Ry=Eq] [Star| < E'| = E] < Endj])
([S2=Ra > k] [Starty < E'9 = E> = Lodsl),
([S3=Ra < Ez), [Starta = E3= L3 < L.nd3))]

Now, we can starl our algonthm for this example
At the beginming we 1niiahize the current temporal
focus structure (TFS) to be. [Sp=Rp= Eg] Taking the
lrst utterance we construct a pair ol SRE (nples for
both E' and £ based on the imtial SRE triple and the
view of the situation  Since for all the utterances in
this example their views are potnt-based the
corresponding tense parrs are all the same® Thus for
the Nirst utterance we have T8') = [8'), =R} = E'{]
and 151 =[S;=R;=Ej] Next welrytofindaTTS
for mterpreting TS'y  Since TS'y matches the current
T'FS, we can follow the "mainlain” procedure which
(n turn calls the "progression” procedurt fo record Eg <
E'; Then by completing the relations between all of
E% Ep E'1 and F] we can cxtract the mitersal relation
between ETgand ETas ETg{b m s d} ET|® Aller
this interpretation, we update the cuirent TFS with
TS

Now, taking the second ullerance, we construct the
tense parr TS% = [S;= Ry > E2]and TS; =[S =Ra
> B3] Then, we try to interpret TS'2 against the
current TES, which 1s T8, after interpreling the [irs
utterance Since TS's 1s a sonn of TSy 1n our lense
hierarchy , we call the *create™ procedure which 1n
turn calls the "left-creation " As a result we can
record E; > E; Then, by completing the relations
between all the four E points, we can extract the

8 For an interval-based view, however, the two SRE ftriples
may be different

° The symbols stand for "before meets, starts and during”
from Allen's interval algebra (Allen 1983)

wnterval relation ET| {b1 m1 or s1 i} ETR1° Not
that when we called the creation procedures, we ha
already pushed a new TFS onto the focusing stack
This TFS 1s now updated 1o be TS5 after Lh
interpretation of the second utterance

Now, taking the last utterance, we first get a par
of SRE tnples T$'3=[S3=R43<E3land TS3=[S3=
R3 <E3] Then we compare TS'3 with the curren
TFS, which 1s TS» This time, TS'3 neither matche:
nor 15 a son of TS; However TS8'%; 1s a son of ¢
previous TI'S, TS| So we resume tlus TES and the
call the "create” procedure which 1n tumn calls "nght
creaton " As aresult we canrecord E; <4 Then
by compleung the relations between all the four |
poinis we can extracl the interval relauon ET {b, m
o {1, di} ETz  Alter this interpretahion, (he curfen
1FS will be updated with TS3 Below 1l we stil] hav¢
the previous TFS TS) The final temporal network
with relations between all the ET intervals 1s shown 1l
Maure 3

{bimm o151 di} {b,m,0fi di}
MdkeSance«————RaINoodles ——PuiTogether

Figure 3 Extracted Temporal Relations for the
above Exampic

Note that event BoilNoodles is directly related to
events MakeSauce and PulTogelher, as it is used as the
focused situation to interpret the others If the same
example were analyzed solely in terms of tenie we
would be forced to analyze each event in terms of its
tnd point Our algorithm now can provide a more
precise indication of the temporal relations between
the situations treated &> a whole

4 Related Work

One major contribution of our work is the
development of a new computational theory for aspect
Our detailed (realmeni of aspect captures a wider range
of utterances than those of previous researchers Jn
particular, Passonneau's [1987] classification actually
corresponds to four special aspects in our schunc
namely, <slatc intenor-point> for a slate <evenl
interior pomt> for a temporally unbounded process
catelic, any-point> for a temporal!) unspecified
process, and <tehc, end-point> for a transition event
Although many utterances can be classified in
Vendlcr's scheme our classification is more detailed
we cjn further distinguish the achievements m
v'endler's into different point-based views It is the
detailed treatment of aspect that enables us to extract
the interval relations between the situations mentioned
in a discourse

Our detailed classification of aspect clearly
distinguishes interval-based views from point-based

% Corresponding to ihe inverses of Allen's "before meets
overlaps starts and during"
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views and allows us to use two SRE triples to describe
interval-based views As a result, we are able to
handle two special cases the continuation effect of a
Perfect or a Perfect-Progressive tense is modeled by
first creating a new TFS followed by the resumption to
a previous TFS as in "John has been reading a

book""’ Similarly, the predictive effect of a
Prospective tense is modeled by maintaining the
current TFS followed by the creation of a new TFS as
in "He is going to finish it in 10 minutes "

Others have examined new algorithms for
temporal analysis of text Hwang and Schubert [1992]
have focused on de-indexing logical form
representation of sentences, performing temporal
analysis in the context of what they refer to as a "tense
tree" The discussion of aspect is limited and the
question of integrating heuristics for preferred
interpretations is left largely open Kameyama et al
[1993] focus on clarifying rules for commonsensc
interpretation of temporal relations in text They build
on Hwang and Schubert's representation which goes
beyond the standard Reichenbachian framework
Once again, the role of aspect is not discussed in much
detail Interestingly enough* Kameyama et al's
analysis for Past and Past Perfect tenses basically
coincides with our analysis when the underlying
discourse structures and the real-world knowledge are
not available This is perhaps not surprising since both
analyses use heuristics as default rules for tense
interpretation

5 Discussion

This paper has presented a classification scheme
for aspect and demonstrated how aspectual analysis
can be combined with tense interpretation to produce a
richer algorithm for the temporal analysis of English
narratives The algorithm requires a temporal focus
structure and both point and interval representations of
event times |l may be seen as a core procedure for the
analysis of text, which employs heuristic rules for
interpretation, and could be integrated with other
routines for interpreting discourse level cue phrases
and more complex temporal expressions We believe
that having heuristics for temporal analysis is
extremely valuable Systems can be built and default
interpretations offered using whatever temporal
information has been successfully analyzed and drawn
into the algorithms These systems can be run on
examples to see where heuristics may be improved

The algorithm presented here has been
implemented and also tested on a small corpus of
examples with more complex temporal indicators
temporarily factored out (see Song [1991] for more
details) Below we present one of our sample
examples, our personal interpretation of the expected

' * This sentence would occur in a narrative and be analyzed
with respect to the current TFS
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temporal analysis and the output of our implemented
algonthm

A 17 yesr-old cave explorer was rescued wet
and cold today(!) He had been trapped for
twenty-three hours without (0od or light inmde a

narow part of a cave(?)

Bill Dean had pone explonng by himself
yesierday aftermoon with only a lamp (o light s
way3) Less than an hour after he entered the
cave™® s Light went cuttS)

He sat 1n the damp darkness the rest of the day
all mght and part of 1oday!® He was a little bl
scared(?)

He had decided agmnst orying to find hus way

out® He thought 1 best 10 wanl for somebody (o
rescue am(?)

Finally one of Bill's fnends and a teacher
crawled siowly msidet!?) found hum(11) and led
fum to saferA12}

Figure 4 A sample narrative [rom [Katz, et al 1575]

1
—
3 4 5 2
| s Y s [l e I |
B 6
9| 7
10 11 12

Figure 5 Expected Interval Relaton in the
Pictonal Form

ET(2) {1} ET(1) ETQ) {b} ET(2)
ET(4) {b} ET(2) ET4) {b} ET(3)
E1(5) {l} ET(4) ET(5) {b} ET(2)

ET(6) {b} ET(5)
ET(7) {on ;1 i} ET(6)
ET(7 {o o1 8,1 d di f.fieq} ET(2)
ET(8) {bm 0 5d} ET(7)
ET(9) {ms1di} ET(8)
ET(10) {d} ET(2)
ET(12) {bi.om} ET(11)

ET (6) {d} ET(2)

ET(10) {biam ot d.} ET(9)
ET(11) {m} ET(10)

Figure 6 Expected Interval Relations in the
Relational Form

ET(2) {on 51, f fi.eq) ET(1)
ET@3) {bym 0,5 d} ET(2)
ET(4) {1} ET(3)

ET(4) {bm o s d} ET(2)
ET(5) {ln,m} ET(4)

ET?$) {b.m 0.5 d¥ ET(2)



ET(6) {b1,mu} ET(5)

ET(6) {b.m o,01,5.1 d d1.{,f1,eq} ET(2)
ET(7) {br,m1 0,0 3,1 d b [.01,eq} ET(6)
ET(7) {bm o o0 5,5:,d,ch.f.fi eq} ET(2)
ET(8) {bm o5 d} ET(7),

ET(9) {bi,mu o1 51 i} ET(8)

ET(9) {b,m 0,0 3,a1 d di.1.fi eq} ET(7)
ET(10) {lr,m,0.m5 9 d di f [i eq} ET(2)
ET(11) {b1,mu1,01,d £} ET(10)

ET(12) {brym} ET(11)

wexnx the final steck strcture s
511(12) describes (telic) with v(=,< =) and tnple(> =)
sit(2) desenbes (atelic) with v(=,<,<=) and tnple(> =)

Figure 7 Compuiter Interval Relabons 1n the
Relational Form

The results of our analysis are consistent with the
expected relations The relationshups determined by
our algorithm are sometimes less explicit but keep in
muind that although we employ both tense and aspect
analysis, we do not have access to the king of real
world knowledge humans would typicalty use as well

In short this paper has demonstrated how to merge
two mportant kands ol temporal (ndicators into an
mtegrated implementation system Qur trealtment of
aspect 18 nich and well defined and our discussion of 115
role 1n temporal analysis 1s a new contnbution to
research 1n the area
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