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Abstract

The efficient detection of network threats has significant
meaning to network security. In this study, the prob-
lem of network security threat detection by using machine
learning was researched. First, K-means clustering algo-
rithm was improved by the stochastic gradient descent,
and then it was combined with support vector machine
(SVM) algorithm to be used in the tests of the algorithm
for different types of network threats. Knowledge Dis-
covery in Database (KDD) 99 data set was also used to
test the method in this study. The results showed that
the test effects of improved clustering algorithm were ob-
viously better than those of traditional clustering algo-
rithm. Comparing with K-means algorithm, and SVM
algorithm, the algorithm in this study had higher detec-
tion rate, and lower false alarm rate. Its total detection
rate reached 87.1%, and false alarm rate was only 3.1%,
which proved the reliability of the algorithm in this study
and provided some theoretical support for the further ap-
plication of algorithm in network security field.
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1 Introduction

Under the circumstances of big data, networks, with the
development of computer technologies, play an increas-
ingly important role in daily life, and bring great conve-
nience to people’s work and life. Meanwhile, network se-
curity issues are also becoming more prominent [1]. The
rapid development of the Internet provide a lot of net-
work information to the attackers [8], and a large number
of network threats have seriously affected the develop-
ment of the network. Thus, the tests for network threats
are obtained more and more concerns and researches [11].
Traditional network threat detection technology has rel-
atively worse detectability, higher false alarm rate, and
detection efficiency, but machine learning method can
greatly improve these problems.

Machine learning method can efficiently recognize the
unknown attack, and has applied on network threat
tests [9]. Farnaaz et al. [4] applied random forest
method in network threat tests, and tested it with NSL-
Knowledge Discovery in Database (KDD) data set. The
results showed that the method had relatively high detec-
tion rate. Haddadpajouh et al. [6] used recursive neural
network model to test the network threats, and trained
the model with data set of 281 malware and 270 benign
software. The results showed that the the model had great
test effects with its highest detection rate of 98.18%. Chi-
trakar et al. [2] proposed an incremental support vector
machine (SVM) algorithm based on candidate support
vector. It could be found after comparing with other SVM
algorithm that this method had better performance in the
network threat tests. Hodo et al. [7] analyzed the threats
of the Internet of things, and proposed a supervised arti-
ficial neural network method to test distributed denial of
service attacks. It was found through simulation experi-
ment that the method had an accuracy rate of 99.4%.

Machine learning method can make the network threat
detection technology develop in the direction of intelli-
gence, and improve the detection efficiency even in the
big data environment, which has a significant positive ef-
fect on improving network security. In this study, the
clustering algorithm and SVM algorithm in the machine
learning were combined with improved clustering algo-
rithm and SVM algorithm to propose a new method of
network security threat tests, and the method was tested
with KDD 99 data set to prove its reliability, which was
beneficial to the further development and application on
network threat tests.

2 Network Security Threat and
Detection Method

2.1 Network Security Threat under Big
Data

With the rapid development of network and the increas-
ing popularity rate of the Internet, the emergence all
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kinds of network threats events improved the attention
to the network security issues. Under the circumstances
of big data, the category and number of network threats
both obviously increase. Network threats not only expose
personal privacy information [5], but also steal and de-
stroy the network information of enterprise data and gov-
ernment agency, which will cause serious consequences.
The reasons of network threats may be Transmission
Control Protocol / Internet Protocol (TCP/IP) has de-
fects [3], security vulnerabilities of computer software,
non-comprehensive network management, hacker attacks,
etc.

Current network security technologies include firewalls,
data encryption, identity authentication, secure routing,
etc. [10], but these are passive network security protection
methods that are difficult to effectively deal with in the
face of active network threat attacks. Thus, it is necessary
to timely and effectively detect network threats and deter-
mine whether there are network threats by collecting and
analyzing information data in the network, thereby real-
izing dynamic protection of the network and improving
the defense capability of the network. In this study, the
cluster method was used to analyze the network threats
first.

2.2 K-means Clustering Algorithm

K-means clustering algorithm can divide the date set into
different categories. It is assumed that the data set is S =
{x1, x2, · · · , xn}, n ∈ N , and the number of cluster is K.
The specific steps of the algorithm are as in Algorithm 1.

Algorithm 1 K-means clustering algorithm

1: Begin
2: k initial cluster centers z1, z2, · · · , zk are randomly se-

lected.
3: According to initial cluster centers, the samples are di-

vided into K categories as {c1, c2, · · · , ck}, and points
are divided into cluster ci of the nearest cluster center.

4: Cluster centers are recalculated.
5: if clusters converge then
6: The classification will end
7: else
8: It will be classified again
9: end if

10: Cluster results are output
11: End

K-means algorithm has good performance and high
speed in dealing with big data set, but the initial value in
K-means cluster algorithm is sensitive and prone to be-
ing trapped in local optimum, which should be improved
further.

3 Improved K-means Clustering
Algorithm

The clustering algorithm is improved by the method of
stochastic gradient descent. It is assumed that A(θ) is a
function that needs to be fitted, B(θ) is loss function,

A(θ) =

n∑
j=0

θjxj

B(θ) =
1

2m

m∑
j=0

(yi −Aθ(xi))2

where θ is the value of the iterative solution, j is the
number of parameters, and m is the number of training
sets.

In order to control the convergence speed in the cal-
culation process, a learning rate ε needs to be set. It
is assumed that the present sample is xk, the search di-
rection is dk, and f(ε) = A(xk + εdk), ε > 0 can be
obtained. When ε = 0, f(0) = A(xk), which means
5f(ε) = 5A(xk + εdk)T dk.

During the gradient descent, the minimum value of
f(ε) needs to be found, which is ε = arg minε>0 f(ε) =
arg minε>0A(xk+εdk), where local minimum value needs
to be satisfied as f(0) = 5A(xk + εdk)T dk = 0. When
ε = 0, f ′(ε) = 5A(xk)T dk, and the gradient descent di-
rection is negative gradient dk = −5A(xk). At this time,
there must be a ε which can obtain f ′(ε) > 0, where ε′ is
the learning rate that is needed.

The improved clustering algorithm flow is shown in
Figure 1.

Figure 1: The improved clustering algorithm flow

First, k initial cluster centers are manually determined,
then the closest cluster center is found for each sample
data xi and moved toward xi. In every movement, the
learning rate is multiplied constantly till all the samples
are divided. Then, the cluster centers are updated, and
the process mentioned above will be repeated again till
the places of the cluster centers are fixed. The situa-
tion whether the clusters are normal or abnormal will be
judged, and the test ends.

3.1 Support Vector Machine Algorithm

In order to further improve the detection effect and judge
the category of network threats, a new threat detection
method based on the combination of the network threat
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detection method of improved clustering algorithm and
SVM is obtained.

The SVM algorithm is a typical dichotomy algo-
rithm [12]. The specific algorithm is as follows:

1) It is assumed that there are samples {(xi, yi), i =
1, 2, · · · , l}, linear discriminant function is g(x) =
wx + b, and classification hyperplane is wx + b = 0,
where w is the direction vector, b is the offset, and
2

||w|| is class interval. The issue to find optimal sep-

arate hyperplane can be represented as min 1
2 ||w||

2,
and s.t. yi(wxi + b)− 1 ≥ 0.

2) By Lagrange method, they can be transformed into
that when

n∑
i=1

yiαi = 0, αi ≥ 0, i = 1, 2, · · · , n

F (α) =

n∑
i=1

αi −
1

2

n∑
i,j=1

αiαjyiyj(xixj)

is solved, where α is Lagrange multipliers.

3) After solving the samples,

f(x) = sgn(wx+ b) = sgn{
n∑
i=1

αiyi(xix) + b}

can be obtained.

4) In the current inseparable situation, a slack variable
ξ ≥ 0 is added and a penalty coefficient C is intro-
duced. The objective function is

min
||w||2

2
+ C

N∑
i=1

ξiyi[(wxi) + b] ≥ 1− ξ,

i = 1, 2, · · · , N, ξ ≥ 0.

5) After solving Lagrange multiplier,

w(α) =
1

2

n∑
i,j=1

αiαjyiyjK(xixj)−
n∑
i=1

αi

can be obtained, where K(xi, xj) is kernel function.

6) At last, classification function is

f(x) = sgn(

n∑
i=1

αiyiK(xix) + b).

3.2 Network Threat Detection Method
Based on Cluster and SVM

The current common network threats can be divided into
four main categories:

Denial of Service Attack (DoS): The use of reason-
able service requests to consume network resources,
resulting in network overload to stop providing nor-
mal services.

Remote to Local (R2L): The remote user uses the
vulnerability of the application protocol to send data
packets to the target machine and illegally obtain ac-
count rights.

User to Root (U2R): Users use system vulnerabilities
to enable ordinary accounts to obtain super user priv-
ileges.

Probe attack (PROBE): The network is scanned to
obtain information such as the IP address.

It can be found that network threat is a multi-
classification problem, including four types of threats
(DoS, R2L, U2R, Probe) and normal (Normal). These
five categories can be split into several dichotomy tasks
to train SVM classifier. The multi-classification process
is shown in Figure 2.

Figure 2: Multi-classification process of network threats

A network threat detection method based on cluster
and SVM can be obtained by combining the SVM multi-
classification with the network threat detection method
based on the improved clustering algorithm in the third
section. The specific process is shown in Figure 3.

Figure 3: Network threat detection process

Firstly, the improved clustering algorithm is used to
divide the data set into different clusters, and the data is
judged normally or abnormally. Then the SVM method is
used to further classify the abnormal data set to judge the
category of network threats. This method can effectively
reduce the false alarm rate and improve the detection ac-
curacy of the algorithm.
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Table 1: Experimental data

Category Training set 1 Training set 2 Test set 1 Test set 2
Normal 8800 7500 7000 6800

DoS 570 450 350 400
R2L 200 170 190 140
U2R 150 140 110 120

Probe 170 150 160 120

4 Experimental Analysis

The experimental data came from the KDD 99 data set
which consisted of about 5 million training sets and 2
million test sets, including four categories of DoS, R2L,
U2R and Probe. 10% of them were selected and divided
into four groups. The first and second groups were used
as training sets, and the third and fourth groups were
used as test sets. The specific information is as shown in
Table 1.

Firstly, the performance of the improved K-means clus-
tering algorithm was analyzed, and the traditional clus-
tering algorithm and the improved clustering algorithm
were respectively used to detect the network threats. The
results of the two methods for the data set are shown in
Table 2.

From Table 2 it could be found that the detection ef-
fects of the improved clustering were obviously better that
those of traditional algorithm. First, from the perspective
of the number of clusters, the detection rate and false
alarm rate of both algorithms increased as the number of
clusters increased. This might be because when the num-
ber of clusters was small, normal data was rarely divided
into abnormal data, but it was easy for abnormal data to
be divided into normal data, which resulted in low detec-
tion rate and false alarm rate of the algorithm. When the
number of clusters was large, the abnormal data was well
divided, but at the same time, many normal data were
divided into abnormal data. Thus, the detection rate and
false positive rate both increased. When the number of
clusters was 25, the detection rate of the improved clus-
ter algorithm was 77.9%, and the false alarm rate was
0.71%, at this time, the detection rate of traditional clus-
ter algorithm was only 54.7%, and the false alarm rate
was 0.98%, which proved the reliability of the improved
cluster algorithm.

K-means clustering algorithm, SVM algorithm and
clustering and SVM-based algorithms proposed in this
study were used for network threat detection. The de-
tection results are shown in Figure 4.

From Figure 4 it could be found that the detection ef-
fects of the method in this study was obviously better
than those of other two single algorithms. Firstly, from
perspective of the detection rate, the rate of clustering
algorithm was 76.4%, that of SVM algorithm was 81.6%,
and that of the algorithm in the study reached 87.1%;
from the perspective of false alarm rate, the rate of clus-

Figure 4: Comparison of different algorithms

tering algorithm was 7.6.%, that of SVM algorithm was
6.3%, and that of the algorithm in this study was 3.1%,
which was significantly lower than the rate of cluster al-
gorithm and SVM algorithm, which proved the reliability
of the algorithm. The detection results of different net-
work threats used the algorithm in this study are shown
in Table 3.

From Table 3, it could be found that in the network
threat detection, the detection effects of Normal and DoS
were better, the detection rates of which were individu-
ally 97.6% and 94.5%, while the detection rates of U2R
and Probe were lower, and the detection rate of U2R was
78.1%. This might be due to the small amount of data
of U2R and Probe, which was not ideal for the classifica-
tion of these two threats during training, and made the
detection effects relatively worse.

5 Discussion

With the development of science and technology and the
Internet technology, the categories and quantities of net-
work information data are exploding, and the era of big
data starts. Under the circumstances of big data, on the
one hand, the network security problem became more and
more serious, and the ways of network threats emerge
in endlessly, including not only malicious code such as
Trojans and worms, but also spyware and advertisement
software with unknown content [15]; on the other hand,
the network threat detection method can not meet the
needs of big data [14], and the detection efficiency is low.
Thus, more efficient detection methods are needed. Ma-
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Table 2: The test results of the traditional clustering and improved clustering

Detection rate False alarm rate
The number of clusters traditional clustering improved clustering traditional clustering improved clustering

5 18.3% 24.6% 0.41% 0.33%
10 34.7% 37.8% 0.47% 0.41%
15 42.8% 53.6% 0.51% 0.49%
20 51.6% 68.4% 0.72% 0.62%
25 54.7% 77.9% 0.98% 0.71%
30 59.4% 81.4% 1.21% 0.87%

Table 3: Detection results of the algorithm in this study

Normal DoS R2L U2R Probe Total
Detection rate 97.6% 94.5% 86.8% 78.1% 78.5% 87.1%

False alarm rate 2.1% 2.2% 4.3% 2.6% 4.3% 3.1%

chine learning is one of the key technologies of big data
processing. It can make the machine learn the law of
data through mathematical modeling, and then apply it
on similar data. It has a good performance in the pro-
cessing of massive data, including deep learning [16], deci-
sion tree, support vector machine, naive Bayes, clustering
algorithm, etc., which have been applied in the field of
network security threat detection [13].

In this study, the application of K-means algorithm
in network threat detection was researched. In order to
improve the shortcomings of clustering algorithm, it was
improved by the method of stochastic gradient descent,
and then combined with SVM algorithm to obtain a new
network threat detection algorithm. According to the ex-
perimental results, it could be found that the algorithm
designed in this study had a good performance in net-
work threat detection. Firstly, from the perspective of
the comparison between traditional clustering algorithm
and improved clustering algorithm, the improved cluster-
ing algorithm had higher detection rate and lower false
alarm rate than those of traditional algorithm, indicating
that the improvement of clustering algorithm was effec-
tive. Then, in the comparison of K-means clustering al-
gorithm, SVM algorithm and the algorithm in this study
in Figure 4, it could be found that compared with the
two previous algorithms, the detection effect of the algo-
rithm was significantly higher, the detection rate reached
87.1%, and the false alarm rate was only 3.1%. Finally,
from the perspective of the detection effects of different
categories of network threats, the algorithm had better
detection effects on Normal and DoS, and the detection ef-
fects on U2R and Probe was relatively poor, which might
be caused by the number of samples.

In order to ensure the network security, only static
protection technology cannot provide real-time response
to network threats. Dynamic protection technologies are
needed to respond proactively to threats inside and out-

side the network. Network threat detection technology
can achieve this. For network threat detection technol-
ogy, the promotion of popularity and development of the
Internet needs higher degrees of intelligence, better detec-
tion effects, more secure network, and higher security of
the network. It could be found that the network threat
detection method based on machine learning algorithm
in this study had good reliability and feasibility and was
worthy of widespread promotion.

6 Conclusion

In this study, machine learning method was used to pro-
pose a network threat detection method based on the
combination of improved clustering algorithm and SVM
algorithm. From the experimental results, it could be
found that the method in this study had 87.1% detec-
tion rate and 3.1% false alarm rate, and the detection ef-
fects were obviously better than those of single K-means
clustering algorithm and SVM algorithm. The detection
rate of DoS reached 94.5%, indicating the reliability of the
method in this study and providing some theoretical basis
for the further application on machine learning algorithm
in network threat detection.
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