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ABSTRACT

The evaluation of effectiveness in Information Retrieval
systems has been developed in parallel to its evolution,
generating a great amount of proposals to achieve this pro-
cess. This paper focuses on a particular task of Music
Information Retrieval: a system for Cover Song Identi-
fication. We present a concrete example and then try to
elucidate which metrics work best to evaluate such a sys-
tem. We end up with two evaluation measures suitable for
this problem:bpref andNormalized Lift Curves.

1 INTRODUCTION

Before the final implementation of any Information Re-
trieval (IR) engine, we must carefully consider the quality
of the end-product of our efforts. This step can be de-
scribed as a performance evaluation of a proposed solu-
tion. IR techniques can be essentially seen as heuristics:
we try to guess something as similar as possible to the
right answer. So we have to measure how close to it we
can come. Furthermore, evaluation methods are used in a
comparative way to measure whether certain changes lead
to any improvement in system performance. In particu-
lar, when tuning algorithm parameters, it is important to
choose the evaluation measure that rewards what we think
is a right answer (choosing a valid measure).

In the next sections we concentrate on evaluating an IR
engine. More precisely, we focus on the evaluation of the
effectiveness of a particular Music Information Retrieval
(MIR) system. Our goal is to decide which measures are
valid (construct validity) for a specific situation which is
presented in subsequent sections.

This concrete case is related with Cover Song1 Iden-
tification, a very active research topic within the last few
years in the MIR community [3, 4, 6], as it provides a di-
rect way of evaluating music similarity algorithms. Some
efforts are then being devoted to compare and evaluate dif-
ferent alternatives for this purpose (as MIREX2 ).

1 According to Wikipedia, in popular music, a cover song (a cover
version, or simply cover) is a new rendition, performance orrecording
of a previously recorded song.

2 http://www.music-ir.org/mirex2006/index.php/AudioCover Song
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2 EVALUATION MEASURES

We focus on the situation where a retrieval engine has an
input query and it provides an output list of documents
(preferably relevant to the query).

We find in the literature some measures from binary
classification that might be useful for our purpose:False /
True Positives and Negatives(TP, FP, TN, FN), Sensitiv-
ity andSpecificity. We also consider here theFallout Rate,
the Receiver Operating Characteristic(ROC) curve, and
theLift Curve [8]. Finally, some popular IR measures we
analyze are:Precision, Recall, thePrecision-Recall curve,
the Break-even Point, theF-measureandAverage Preci-
sion (AP). We also considerReciprocal Rank(RR), Dis-
counted Cumulative Gain(DCG) andBinary Preference-
based measure(bpref andbpref-10) [1, 2, 5, 7].

We do not study here other measures such asSpear-
man’s Rhoor Kendall’s Tau, because our data does not fit
to the models they were thought for. Basically, we do not
have a true measure of similarity for the ground truth (our
cover songs, originally, are not ranked from more similar
to less similar, we just only know if they are a cover of a
given query or not).

3 CASE STUDY: COVER SONG
IDENTIFICATION SYSTEM

In this section we study the situation where there is a song
database (D, the document collection), and we have to
come up with an algorithm that, given a song title (query
q), yields a list of potential cover songs (A, a list of their
titles in descending order of similarity). Here, the query
song is not retrieved (that is:q 6∈ A).

We should note that there is not a ground truth for song
similarity. As a ground truth data, we label3 all songs,
indicating if they correspond to the same group (the same
label is attached to the original song and covers of it) or
not. Thus, our judgements are based on binary relevance.

For our concrete problem, we have a database of 2054
songs (|D| = 2054), labelled into 451 different groups (or
“canonical” song versions). The average number of cov-
ers per song is 4.24, ranging from 1 (the original song
+ 1 cover) to 14. Since the maximum number of covers

3 Do not confuse the song titles (which are not relevant for us), with
the label we attach to them after listening.



a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 a11 a12 a13 a14 |Rq|

q1 ⇒ A1 ⋆ 1
q2 ⇒ A2 ⋆ ⋆ ⋆ ⋆ 7
q3 ⇒ A3 ⋆ ⋆ ⋆ ⋆ 7
q4 ⇒ A4 ⋆ ⋆ ⋆ ⋆ 14
q5 ⇒ A5 ⋆ ⋆ ⋆ ⋆ 14
q6 ⇒ A6 4

Table 1. Test answer set example. It consists of 6 manually labelledanswer sets (Ai) answering 6 hypothetical queries
(qi). These answer sets are composed of 14 ranked documents (Ai = {a1, . . . , a14}), and they are ordered from most
valuable (A1) to less valuable (A6). The “⋆” symbol in (i, j) cell denotes that theaj document is relevant for thei-th
query. Last column (|Rq|) denotes the total number of covers for the queryqi that can be found in the database.

per canonical version is 14, the length of the answer set
is set to this number in order to be able to present to a
potential user all the relevant songs in a single output list
(|A| = 14). A cutoff like this is typically introduced in an
IR system because of the paginated presentation of search
results.

3.1 Preliminary hypotheses

The order (ranking) in which the documents are presented
in an answer setA will be relevant (as the algorithm at-
tempts to partially define a similarity metric, and there-
fore, to provide the most similar songs at the beginning of
the list). From this we hypothesize that rank-based mea-
sures (likeRRor DCG) should perform well.

Another main objective of the desired algorithm is to
maximize the amount of retrieved covers (like in any au-
dio identification task). Then, we can also argue thatRe-
call-based measures fit our requirements. Note that in our
experiments we will know recall (as all the documents in
the collection where we want to search for are labelled).

3.2 Test framework

We manually annotate and rank several synthetic sets of
prototypical answers to different queries in order to try to
elucidate which measure best fits our criteria.

For a set of queriesSq = {q1, . . . , qNq
}, we define a set

of answer setsSa = {A1, . . . , ANq
}, where eachAk =

{ak,1, ak,2, . . . , ak,14}. In our experiments, the number
of setsSq is equal to 30 andNq ranges from 4 to 8. We
manually label the retrieved documentsak,j with a “⋆”
symbol, which denotes if we consider them to be relevant
or not to the query.

An example of such an answer set is shown in table 1.
This set has been chosen because it represents the typical
situation we want to highlight (regarding ranking and re-
call of the answer sets), and it will be the main reference
for our discussion in next subsection.

We intentionally rank the answersAk from most to
least important for us. This is the way we define the rele-
vance of the answer sets. This also helps to observe which
measures are more suitable. For instance, we prefer of our
system to retrieve a single cover song if there is only one

in the collectionD, rather than retrieving four out of seven
(seeA1 andA2 in table1), even if they are ranked in the
first positions. Also, on a situation with the same percent-
age of retrieved songs (|Ra|/|Rq|, whereRa corresponds
to the set of relevant documents for the answer setA, and
Rq corresponds to the set of all relevant documents in the
entire collectionD), it would be desirable that they were
ranked at the first positions (seeA2 andA3). Notice that
A6 is the worst answer because it does not retrieve any
relevant document.

3.3 Evaluation measures for a Cover Song Identifica-
tion system

We implemented all the cited measures and tested sev-
eral synthetic sets of potential answers according to the
mentioned framework. Table 2 presents the results corre-
sponding to the example answer set of table 1. We now
elaborate some comments on results such as these.

All the measuresTP, FP, FN andTN provide us with
important information but are not suitable for our task, as
these features do not take into account the rank (position)
of the correctly classified instances. Furthermore, they do
not consider the total number of relevant documents per
query (|Rq|), so that they do not care, for instance, about
the difference in retrieving the only possible item of a set,
or one of the largest labelled group (we want the former
to have a higher reward than the latter).

Accuracy, SpecificityandFallout Ratesuffer from the
same kind of problems as the measures cited above, and,
in addition, as our data is extremely skewed (in IR sys-
tems, over 99.9% of the documents are usually in the not-
relevant category [1]), they allow few discernment and
they are not discriminative enough between answer sets
(for instance,A4 andA5).

If we plot theROCandLift curves, we find the same
problems, as they are based inTP, FP, FN andTN. How-
ever, we have come with a useful variant (theNormalized
Lift Curve, shown in figure 1), consisting of plotting the
percentage of positive examples normalized by the total
number of relevant queries (%Pos.Ex/|Rq|) versus the
ratio of examples normalized by the length of the answer
set (%Ex./|A|). Figure 1 provides an easy interpretable
curve.



Measure A1 A2 A3 A4 A5 A6

TP 1 4 4 4 4 0
FP 13 10 10 10 10 14
FN 0 3 3 10 10 14
TN 2040 2037 2037 2030 2030 2036
Accuracy 0.994 0.994 0.994 0.990 0.990 0.991
Sensitivity 1.000 0.571 0.571 0.285 0.285 0.000
Specificity 1.000 0.998 0.998 0.995 0.995 0.998
Fallout rate 0.006 0.005 0.005 0.005 0.005 0.007
Precision 0.071 0.286 0.286 0.286 0.286 0.000
Recall 1.000 0.571 0.571 0.286 0.286 0.000
Break-even point 0.3 0.7 0.3 0.5 0.4 0.1
AP 0.250 0.950 0.307 0.500 0.496 0.000
F-measure 0.133 0.381 0.381 0.286 0.286 0.000
RR 0.018 0.145 0.038 0.074 0.095 0.000
DCG 0.721 3.974 1.987 3.203 2.371 0.000
bpref -2.000 0.550 0.143 0.235 0.194 0.000
bpref-10 0.727 0.563 0.395 0.256 0.232 0.000
bpref* 0.800 0.564 0.428 0.260 0.239 0.000

Table 2. Results for different measures for the test case example shown in table 1. The columns correspond to the value
of the evaluation measure for the answer setAi in the forementioned example set.
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Figure 1. Normalized Lift Curvesfor the test answer set.
Dash-dotted lines are the test answers (Ai) and the solid
line corresponds their average. Performance is as good as
the steepness of the curve that approximates to point (0,1).

PrecisionandRecallvalues seem to be good for our
purposes (Recallbetter thanPrecision, as we had previ-
ously hypothesized), but they fail in taking into account
the position (rank) of the correctly retrieved items (for in-
stance, we cannot distinguish betweenA2 andA3 or be-
tweenA4 andA5, which have the same|Ra| and|Rq|).

The Precision-Recall Curve(figure 2) gives an idea
about the ranking of the items, but it does not measure
if we have retrieved all the possible elements. In addition,
there are some problems when interpolating answers with
just one relevant document (A1). We also noticed some

interpolation problems when there are equally spaced rele-
vant documents in the answer set (A4). Also, thePrecision-
Recall Curvehas the problem that it is not just a value, and
thus, it is a bit difficult to interpret it in some particular sit-
uations (looking at figure 2, which answer is better:A3 or
A5?).
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Figure 2. Precision-Recall Curvesfor the test answer set.
Dash-dotted lines are the test answers (Ai) and the solid
line corresponds to the average of them.

APseems better thanPrecisionor Recallalone (we are
able to distinguish between differently ranked answers),
but we feel that ranking matters a lot (seeA2). It also
does not consider if we have retrieved all possible ele-
ments (Rq).

F-measureand other measures obtained by combining



PrecisionandRecallalso suffer from their drawbacks.
RegardingRR and DCG, we find again that ranking

matters a lot. We have problems in distinguishing between
A4 andA5 for the former and betweenA2 andA3 for the
latter. These measures also do not consider|Rq|.

In general, we can see that we need a measure which
combines two different aspects: ranking and recall, as
stated in our preliminary hypotheses. Looking at table 2,
it would seem that we can come with such a single value
just averaging recall and rank-based values. We decided
therefore to implement some measures combiningAPand
Recallwith a weighted mean and with the harmonic mean
(in an F-measurefashion). We also tried withRR and
Recalland withDCG andRecall. These new measures
work well for several test sets, but, in the end,bpref-10or
bpref∗ fit better with our expectancies.

Bpref∗ stands for a variant ofbpref [2] that seems to
perform well for practically all the answer sets we have
tested. When testingbpref, we found one of the problems
mentioned in the above reference forA1 (the number of
relevant documents being very small), but we solved it
with the variant mentioned in the same article (bpref-10)
and also with a new one (bpref∗). This last leads to quite
satisfactory results. The formulation ofbpref∗ is similar
to bpref-10:

bpref∗ =
1

|Rq|

|Ra|
∑

j=1

(

1 −
Nnr(j)

|A| + |Rq|

)

(1)

Where|Rq| is the total number of relevant documents
in the collection,|Ra| is the number of relevant documents
in the answer set, andNnr(j) is the number of judged
non-relevant documents ranked before thej-th relevant re-
trieved document in the ordered setRa.

If we consider the fact thatbpref variants have the addi-
tional property of dealing with unjudged information (not
labelled elements), which allows us, for instance, to intro-
duce outliers to our database without affecting our evalu-
ation measure [2],bpref∗ becomes our choice of prefer-
ence.

4 CONCLUSIONS

We have presented a particular MIR system focused on
Cover Song Identification and discussed the suitability of
different measures for evaluating it. Even though a com-
plete formal analysis has not been presented, the discus-
sion has guided us to assess the pros and cons of different
measures, and to select those that seem to be more suit-
able to our problem (the ones to monitor when performing
several implementations of a Cover Song Identification al-
gorithm).

Furthermore, we have come with an adaptation of a
particular evaluation measure,bpref∗, which we think re-
flects in many ways the retrieval performance we wanted
to care about when considering the possible answer sets
of our test case. Moreover, we have found that usingNor-
malized Lift Curvescan be very informative for our task.

In a broader sense, it is very difficult to tell someone
which evaluation measure to use. Sometimes we take for
granted that people know the differences between mea-
sures such as those we have dealt with. In some cases
these differences are not so important. In other cases, one
perhaps just take the measure that other people uses for
a similar purpose or a similar database. This is good for
comparison, but does not imply that the chosen measure is
going to be the most appropriate one, and a possible prob-
lem arises when tuning algorithms to a value that you do
not know if it measures the “information” you want.

Choosing an evaluation measure strongly depends on
the problem you are focused, and every case has to be
studied independently. So, we highly encourage researchers
to make such analysis and reflections as we have made
here when facing the evaluation of a concrete IR problem.
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