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ABSTRACT

The user-assigned tag is a growingly important research
topic in MIR. Noticing that some tags are more specific
versions of others, this paper studies the problem of orga-
nizing tags into a hierarchical structure by taking into ac-
count the fact that the corresponding artists are organized
into a hierarchy based on genre and style. A novel clus-
tering algorithm, Hierarchical Co-clustering Algorithm
(HCC), is proposed as a solution. Unlike traditional hi-
erarchical clustering algorithms that deal with homoge-
neous data only, the proposed algorithm simultaneously
organizes two distinct data types into hierarchies. HCC is
additionally able to receive constraints that state certain ob-
jects “must-be-together” or “should-be-together” and build
clusters so as to satisfying the constraints.

HCC may lead to better and deeper understandings of
relationship between artists and tags assigned to them. An
experiment finds that by trying to hierarchically cluster the
two types of data better clusters are obtained for both. It is
also shown that HCC is able to incorporate instance-level
constraints on artists and/or tags to improve the clustering
process.

1. INTRODUCTION

The user-defined tags are becoming an essential compo-
nent in web databases and social network services. The
tags assigned to events and data objects as a whole rep-
resent how they are received by the community and pro-
vide keys to other users accessing them. In music informa-
tion retrieval some recent papers study how to incorporate
tags effectively for fundamental data retrieval tasks such as
clustering, recommendation, and classification (see, e.g.,
[4,19,21,22]).

An important characteristic of the tags is that sometimes
tags are extensions of others and thus more specific than
those they extend, e.g., “Soft Metal” extending “Metal”,
“Dance Pop” extending “Pop”, and “Extremely Provoca-
tive” extending “Provocative”. Since there is no limit in
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the length of tags, a tag can be an extension of another
one, which is an extension of yet another one. This sug-
gests that the music tags can be not only clustered as has
been done before but hierarchically clustered.

Many approaches have been developed to produce hi-
erarchical organizations of words and of documents, and
SO organizing tags into a hierarchy is a problem that is
already-solved. However, we observe that the artists, to
which tags are assigned, too can be organized into a hi-
erarchical structure based on their prominent genres and
styles. In fact, these hierarchies are much related to each
other, since style labels often appear as tags. This leads
to the questions of whether an attempt to build simultane-
ously hierarchical organizations of tags and of artists will
lead to better organizations of both and of whether such
organizations can be effectively and efficiently built.

In data mining the problem of developing hierarchical
organization of data is referred to as hierarchical cluster-
ing and the problem of clustering two data types is referred
to as co-clustering. While co-clustering essentially aims
at simultaneously clustering rows and columns of a ma-
trix, where the rows and the columns correspond to sep-
arate data types (e.g., terms and documents), hierarchical
clustering aims at building a tree-like structure of the rows
based on the columns a tree-like structure of the columns
based on the rows. While both organizations have their
own advantages, such as natural facilitation of data navi-
gation and browsing in hierarchical clustering [6], few al-
gorithms simultaneously build both [2].

In this paper, we develop a novel method, called
HCC, for simultaneously clustering two data types, and
we use HCC for building hierarchical co-clusters of tags
and styles. HCC is designed based on the approaches
in [10, 14]. HCC is essentially agglomerative hierarchi-
cal clustering: it starts with singleton clusters and then re-
peatedly merging two nearest clusters into one until there
remains only one cluster. However, it may merge groups
from different data types at any point. In our case, this
means that at each step of the merging process, HCC can
merge a subset of the artists with a subset of the tags based
on their internal heterogeneity. In practice, one sometimes
observes that a group of artists and a group of tags are
exclusively correlated with each other (i.e., not correlated
with any other artists or tags). HCC aims at, in such a
situation, merging them into a single group at the earliest
possible stage.
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Our hope is that such artist-tag mixed clusters will be
used for better retrieval when both artists and tags are spec-
ified in a query.

Figure 1 shows a sample output dendrogram of HCC
while Figure 2 shows a sample output dendrogram of a tra-
ditional hierarchical clustering method. We show that such
mixed-data-type hierarchical clusters can be generated by
HCC and empirically better clusters are generated by con-
current use of two data types. Furthermore, we show that
HCC can be extended to incorporate instance-level con-
straints that specify certain tags must be or must not be
together or certain artists must be or must not be together
for better organization.

The rest of the paper is organized as follows: Section 2
discusses the related work; Section 3 describes the details
of HCC and the techniques for incorporating instance-level
constraints; Section 4 presents experimental results; and
finally Section 5 provides our conclusions.

2. RELATED WORK

Hierarchical Clustering is generation of tree-like cluster
structures without user supervision. Hierarchical cluster-
ing algorithms organize input data either bottom-up (ag-
glomerative) or top-down (divisive) [20]. Co-clustering
refers to clustering of more than one data type. Dhillon [7]
proposes bipartite spectral graph partitioning approaches
to co-cluster words and documents. Long et al. [15] pro-
posed a general principled model, called Relation Sum-
mary Network, for co-cluster heterogeneous data presented
as a k-partite graph. While hierarchical clustering deals
with only one type of data and the organization that co-
clustering produces consists of just one level, Hierarchi-
cal Co-clustering aims at simultaneously construction of
two or more hierarchies [12, 13].

Recently much work has been done on the use of back-
ground information in the form of instance level must-
link and cannot-link constraints. This topic is referred to
as Constrained Clustering. Here a must-link constraint
enforces that two instances must be placed in the same
cluster and a cannot-link constraint enforces that two in-
stances must not be placed in the same cluster. Most of
these constraint-based algorithms are developed for parti-
tional clustering (e.g, K-means clustering, spectral cluster-
ing, and non-negative matrix factorizations) [1], and little
has been done on utilizing constraints for hierarchical clus-
tering.

3. HIERARCHICAL CO-CLUSTERING (HCC)
3.1 Problem Formulation

Suppose we are given a set of m artists
A={ay,a9,...,a,}, and a set of n unique tags that are
assigned to the music of these artists T={t1,t2,...,tn}.
Suppose we are also given an m X n artist-tag relationship
matrix X = (z;;) € R™*", such that z;; represents the
relationship between the i-th artist in A and the j-th tag in
T. Our goal is to simultaneously generate a hierarchical

clustering of A and of T based on matrix X.
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3.2 HCC

Like agglomerative hierarchical clustering algorithms,
HCC starts with singleton clusters and then successively
merges the two nearest clusters until only one cluster is
left. However, unlike traditional algorithms, it may unify
classes from two different data types. This means that the
cluster left at the end consists of all the rows and columns
and so if there are m rows and n columns exist, HCC exe-
cutes m—+n — 1 rounds. The output of HCC is thus a single
tree where the leaves are the rows and the columns of the
input matrix, where nodes having both rows and columns
as descendants may appear at any non-leaf level. Note that,
in Figure 1, at the third layer the artist A3 - Led Zeppelin
is joined with the tag B2 - Classic rock.

The algorithm of HCC is presented in Algorithm 1. The

Algorithm 1 HCC Algorithm Description
Create an empty hierarchy I
List < Objects in A + Objects in B
N + size[A] + size[B|
Add List to H as the bottom layer

fori =0to N — 1do
p, q = PickUpTwoNodes(List)
o = Merge(p, q)
Remove p, q from List and add o to List
Add List to H as the next layer
end for

central part in the design of Algorithm 1 is the method
PickUpTwoNodes, which is for selecting two nodes (cor-
responding to two clusters) to merge. For the purpose of
creating groups consisting of two different data types, we
use cluster heterogeneity measurement, denoted by CH.
Given a group C' consisting of 7 rows, P, and s columns,
Q, we define CH(C) as

1 2
E Z (Z‘U—M) )

1EP,jEQ

CH(C) = (1)

where ( is the average of entries over rows P and columns
Q;ie.,u= 715 Eieﬂje@ x;;. For a merger, we choose the
two nodes whose merging would result in the least increase
in the total cluster heterogeneity [10].

3.3 Incorporating Instance-level Constraints

In practice, one may observe pairs of artists that should
be clustered into the same cluster. Similarly, one may ob-
serve pairs of tags that must be always in the same tag
cluster. These observations are represented as the afore-
mentioned “must-link” and “cannot-link” constraints. We
design HCC so as to incorporate such constraints.

There are two issues in incorporating these constraints.
One is how to use them for grouping data points of the
same type; i.e., how to use artist constraints for grouping
artists and tag constraints for grouping tags. The other is
how to transfer constraints on one data type to the other
data type. To address the first issue, we use Dunn’s Index
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Figure 1. Part of HCC dendrogram. Rectangles represent artists and ellipses represent tags assigned to these artists. The
nodes containing both rectangles and ellipses are clusters containing both an artist and a tag.

to determine the best layer for cutting the HCC-generated
dendrogram and then apply the constrained K-Means to
incorporate the constraints of the same data type. To ad-
dress the second issue, we use an alternating exchange al-
gorithm.

3.3.1 Best Layer

Since HCC produces a list of clustering results and each
clustering corresponds to one layer of the dendrogram, we
use Dunn’s Validity Index [9] to measure and compare
these clusterings. This validity measure is based on the
idea that good clustering produces well-separated compact
clusters. Given a clustering layer consisting of r clusters
c1,...,Cr, Dunn’s Index is given by:

ming <;<j<, d(ci, ¢;)

D =
maxi<k<r d;g

) ()]

where d(c;, ¢;)) is the inter-cluster distance between the i-
th and the j-th clusters and d}, is the intra-cluster distance
of the k-th cluster. Generally, the larger Dunn’s Index, the
better the clustering.

After determining the best layer to cut the dendrogram,
we can easily make use of the constraints of the same data
type. In particular, we perform constrained K-Means on
the best layer with the parameter K set to the number of
clusters in that layer. For this purpose, we use the MPCK-
Means algorithm in [3].

3.3.2 Alternating Exchange

Here we show how to transfer the constraints between dif-
ferent data types. Specifically, at the best layer of the den-
drogram generated by HCC, if some artist (or tag) data
points of certain node are being re-assigned to another
node at the same layer after using the instance-level con-
straints, we can use an alternating exchange algorithm [11]
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to improve tag (or artist) clustering. The objective function
of clustering can be written as [11]:

3

Z = ZZ Z Z(fc” *wkl)2a

k=11=11i€Ay j€T;
with

“

1
Wkl = @ Z Z.ﬁ”

€A JET,

Here r is the number of type A clusters, m is the number of
type T clusters, Ay, is the k-th cluster contains data points
of type A, T; is the [-th cluster contains data points of type
T, ay, and t; respectively denote data points of type A and
T'. As before, x;; is the value representing the relationship
between the i-th type- A data point and the j-th type-T data
point.

To transfer constraints from tags to artists, we do the
following: Suppose we have just obtained a clustering of
artists, C4, and a clustering of tags, C, by cutting the
HCC dendrogram using Dunn’s index, as described be-
fore. We first incorporate into these clusterings the tag
constraints using the techniques described in Section 3.3.1
thereby obtain an improved tag clustering, C/.. Then we
execute the greedy algorithm shown in Algorithm 2 to
make changes on artist class assignments. The greedy al-
gorithm is aimed at minimizing the quantity Z in (3) and
in each round one artist is moved from the current cluster
to another if that move decreases the value of Z. Transfer-
ring constraints backward (i.e., from artists to tags) could
be done by simplying switch the role of tags and artists. In
our implemenation, we transfer only from tags to artists.
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Algorithm 2 Alternating Exchange Algorithm

Input: clusterings C'4 and C/., and normalized A-T
matrix X, where C’. is obtained by using the
MPCK-Means on the output of HCC with respect to
tag constraints.

while There is an artist whose relocation from the

current cluster to another decreases the value of Z do
pick an artist-destination pair that maximizes the
decrease and relocate the artist to the destination

end while

Output the resulting artist clustering C

4. EXPERIMENT
4.1 Data Set

We use the data set in [22] consisting of 403 artists. For
each artist, tags and styles are collected from Last.fm
(http://www.last.fm). There are 8,529 unique tags and 358
unique style labels. Note that an artist may receive the
same tag more than once. By counting the number of as-
signments by the same tag, each artist is represented by a
8,529-dimensional integer vector. We scale these tag vec-
tors so that the total of the 8,529 entries is equal to a fixed
constant. We will use X to denote the artist-tag frequency
matrix thus generated.

As to the style labels, each artist belongs to at least one
style and each style contains at least one artist. We generate
an artist-style incident matrix from the data, so that the
entry at coordinate (i, ) is 1 if the ¢-th artist has the j-th
style label and O otherwise.

4.2 Hierarchies Generated from HCC

We use HCC to generate a dendrogram of the artists and
the tags. Figure 1 is part of the dendrogram generated by
HCC in our experiment. In the dendrogram, each leaf rep-
resents one artist or one tag, each internal node contains
subsets of artists and tags, and the top layer is the cluster
contains all artists and tags. Because many people assign a
tag “Industrial” to artist Nine Inch Nails, “Industrial” and
Nine Inch Nails are clustered together. The novelty here is
that artists and tags are jointly organized into a hierarchical
structure. Once such a hierarchical organization has been
generated, an artist can be described by the tags that appear
in its cluster. The more representative are the tags for cer-
tain artists, the larger possibility for them to be clustered
together.

We compare the HCC-generated dendrogram with
one generated by single linkage hierarchical cluster-
ing (SLHC). This is the standard hierarchical clustering
method and thus serves as our baseline. Since SLHC can
cluster only one type of data, we provide SLHC with the
normalized artist-tag matrix by viewing each row as the
feature vector of the corresponding artist and produce hier-
archical clustering of artists. The artist dendrogram gener-
ated by SLHC is shown in Figure 2. To evaluate and com-
pare these two artist dendrograms, we utilize CoPhenetic
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Figure 2. Part of the dendrogram generated by SLHC.

Correlation Coefficient (CPCC) [17] as evaluation mea-
sure. Intuitively CPCC measures how faithfully a dendro-
gram preserves the pairwise distances between the original
data points. CoPhenetic Correlation Coefficient (CPCC) is
given as:

21<J(d(7’5]) - d)(t(lvj) - t)
\/(Zi<j(d(i7j) = d)?) (i (0, 5) = 1)?)

Here d(i,7) and (i, j) are respectively the ordinary Eu-
clidean distance and the dendrogrammatic distance be-
tween the i-th and the j-th data points, and d and ¢ are
their respective averages. The CPCC for HCC was 3.71
while that for SLHC was 3.69, and so we can say that our
HCC method generates faithful dendrogram with reason-
able clustering performance on artist-tag dataset. Through
the coupled dendrogram, one can observe the relationship
between artists and tags, also make use of the tags within
the same cluster as some artists to explain why these artists
are clustered together.

&)

4.3 Clustering Performance Comparisons

We also evaluate the artist clustering performance of HCC,
by comparing it with three co-clustering algorithms includ-
ing Information-Theoretic Co-clustering (ITCC) [8], Eu-
clidean Co-clustering (ECC), and Minimum Residue Co-
clustering (MRC) [5] on the artist-tag dataset.

Using style labels we obtain artist clusters and cluster
labels. We first cluster the styles using KMeans clustering
based on the artist-style matrix (that is, clustering of the
columns, where each column is the 403-dimensional 0/1
vector that shows assignments of the style corresponding
to the column to the 403 artists). We then treat each cluster
as a label and assign to each artist one label in the following
manner:

e If all the styles assigned to an artist @ belongs to a
single cluster, we use that cluster as the label of a.
Otherwise, choose the cluster with the largest num-
ber of styles assigned to a. If there is a tie, choose
the one with the larger total number of styles, and if
that doesn’t break the tie, break it arbitrarily.
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We use these labels as our ground truth class labels in the
clustering performance measurements presented below.

4.3.1 Evaluation Measures

We use Accuracy, Normalized Mutual information (NMI),
Purity, and Adjusted Rand Index (ARI) as performance
measures. These measures have been widely used in clus-
tering evaluation and we hope they would provide insights
on the performance of our HCC method. For all these mea-
sures, the higher the value, the better the clustering.

Suppose we are given clusters Cp,...,C) of size
c1,...,Ck, respectively and we are comparing this cluster-
ing against the ground-truth clustering Ej, ..., Ej, of size
e1,...,eg. Let n be the total number of data points and for
all 4 and j, let u;; denote the number of data points in both
Ci and Ej.

Accuracy measures the extent to which each cluster
contains the entities from corresponding class and is given
by:

Zi,ﬂ(i) iz (4)
n )

6)

Accuracy = max
s

where 7 ranges all permutations of 1,. .., k. Purity mea-
sures the extent to which a cluster contains entities of a
single class and is given by:

k

. 1
Purity = n Z/’Lip(i)a
i=1

(N

where p(7) is the j that maximizes j;;. Adjusted Rand
Index is the corrected-for-chance version of Rand Index,
and measures the similarity between two clusterings [16].
It is given by:

a— 2bc
ARl = —™n=1 8
~ btc _ _ 2bc ®)
2 n(n—1)
Here a = Zij%ifl), b = Zzy and ¢ =

>, @ NMI is the normalized version of mutual

information and measures how much information the two
clusterings share [18] and is given by:

Zi,j Mg IOg(%)
V(i cilog 2)(3, ¢ log &)

NMI = )
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4.3.2 Experimental Results

As we mentioned in Section 3.3.1, Dunn’s Index can be
used to find the best layer of the dendrogram generated by
HCC. After computing Dunn’s Index on the clustering of
each layer, it is found that there are 11 clusters in the best
layer. Since we have already obtained the best layer, the
clustering of this layer is compared against Co-clustering
algorithms. This clustering is based on artist data points,
we applied co-Clustering algorithms for clustering artists.

Figures 3 and Figure 4 show the experiment results on
the clustering methods using accuracy and purity as the
performance measures, respectively. The results in both
figures demonstrate that our HCC method outperforms the
co-clustering methods. Similar behaviors can be observed
when using ARI and NMI measures. Due to space limita-
tion, we do not include the figures for ARI or NMI. Fig-
ures 3 and 4 also show that using the artist constraints im-
proves the clustering performance.

We also evaluate NMI on HCC with increasing num-
ber of constraints. The result in Figure 5 shows that the
artist clustering performance improves with the increasing
number of artist constraints. In other words, the artist con-
straints improves the clustering performance of HCC. Fig-
ure 6 shows that artist clustering performance improves as
the number of tag constraints increases.

S. CONCLUSION

In this paper, we propose a novel clustering method, HCC,
to hierarchically cluster artists and tags simultaneously.
With the dendrogram generated by HCC one can have a
picture of all artists and tags, so as to find the relationship
between the artists and tags within the same cluster. Fur-
thermore, we perform experiments on artist-tag dataset, the
results show that HCC outperforms its competitors, provid-
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ing reasonable dendrograms with clusterings in each layer.
In the future, we would try out HCC on larger datasets to
further confirm its ability in MIR area.
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