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ABSTRACT

We present two new data sets for automatic evaluation of
tempo estimation and key detection algorithms. In con-
trast to existing collections, both released data sets focus
on electronic dance music (EDM). The data sets have been
automatically created from user feedback and annotations
extracted from web sources. More precisely, we utilize
user corrections submitted to an online forum to report
wrong tempo and key annotations on the Beatport website.
Beatport is a digital record store targeted at DJs and focus-
ing on EDM genres. For all annotated tracks in the data
sets, samples of at least one-minute-length can be freely
downloaded. For key detection, further ground truth is ex-
tracted from expert annotations manually assigned to Beat-
port tracks for benchmarking purposes. The set for tempo
estimation comprises 664 tracks and the set for key detec-
tion 604 tracks. We detail the creation process of both data
sets and perform extensive benchmarks using state-of-the-
art algorithms from both academic research and commer-
cial products.

1. INTRODUCTION

Electronic dance music (EDM) is one of the most im-
portant and influential music genres of our time. The
genre has been defined as a broad category of popu-
lar music that, since the end of the 1990s, encompasses
styles such as techno, house, trance, and dubstep, and,
uniquely, utilizes electronic instruments such as synthesiz-
ers, drum machines, sequencers, and samplers. Tradition-
ally, technologically-mediated live performances form an
integral part of EDM [6, 8].

Historically, EDM evolved from and links genres from
the 1950s to the 1980s such as soul, funk, disco, rap, and
techno. After two decades of isolation as a genre, today,
we are witnessing how it not only influences its legitimate
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forerunner genres, but also most generic and formulaic pop
forms, including contemporary rock, r&b and rap music.
In fact, given its spread over millions of followers, EDM
is a central element in the 21st century’s popular music —
and therefore a major economical factor in the entertain-
ment industry. 1 2 3

Despite its popularity, in terms of musical sophistica-
tion, the reputation of EDM might not be the best: “sim-
plistic,” “too repetitive,” “feasible with lack of talent,”
“fake music,” or “button-pushing” are some of the crit-
icisms we can find in press, social media, or even in
academia. In contrast to such stereotyped views, for MIR
research, EDM, in fact, presents an interesting area as
some styles have inherent properties that may challenge
or pose difficult problems for existing music description
algorithms. These properties include complex rhythm pat-
terns (as can be observed in IDM or breakbeat), tonal pat-
terns beyond major-minor distinctions [41], structural de-
velopment not using intro-verse-chorus, temporal devel-
opments simply based on reoccurring tension-relaxation
patterns (such as “drops” [1, 43]), or, contrarily, develop-
ments that are not built on tension-relaxation schemes at
all. This has been acknowledged by musicologists and the-
orists [8, 19, 40, 41, 44].

Although some work on topics pertinent to electronic
music, e.g., regarding timbre, rhythm, segmentation, or in-
dividual sub genres, have been published in recent years
[1, 10, 12, 17, 18, 26, 29–31, 33, 35, 42, 43], and there seems
to be a trend towards tempo estimation, e.g., [20, 28], we
still lack EDM-specific annotated collections and data sets.
For instance, existing data sets for tempo (or beat) esti-
mation comprise of ballroom dance genres [23], Beatles
tracks [13, 25], classical, jazz, and (J-)pop [22], rock/pop,
dance, classical, folk and jazz [24], or examples from clas-
sical music, romantic music, film soundtracks, blues, chan-
son, and solo guitar tracks selected for “difficulty” [27].
Similarly, for tonality-related tasks, existing data sets com-
prise of tracks by The Beatles and Queen [32], Robbie
Williams [16], piano chords [2], and rock and pop mu-

1 http://www.amsterdam-dance-event.nl/static/files/dance-
onomics economic-significance-edm-17102012.pdf

2 http://www.thembj.org/2013/12/the-economics-of-the-electronic-
dance-industry/

3 https://smartasset.com/insights/the-economics-of-electronic-dance-
music-festivals
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sic [7, 15]. Other data sets used in MIR research that con-
tain electronic dance music or other types of electronic mu-
sic, such as the Million Song Dataset [3], the MediaEval
2014 Crowdsourcing Task data set, 4 or the art-oriented
UbuWeb corpus [11], lack human annotations of tempo
and key, among others.

In this paper, we want to address this lack of EDM data
sets for MIR research. To this end, we propose two data
sets – one for the task of tempo estimation and one for the
task of key detection. In contrast to existing collections,
both released data sets focus on electronic dance music.
Since labeling a corpus manually is a labor-intense task,
we follow another strategy to obtain human ground truth
annotations for tracks from an digital online record store
focusing on EDM, namely Beatport. 5 As tempo and key
information given by the retailer are imperfect, users were
encouraged to give feedback on spotted incorrect data us-
ing a dedicated online forum. We describe this forum in
Section 2. We extract the contained information using
regular expressions and knowledge-based filtering in or-
der to obtain user-based annotations for the corresponding
tracks (Section 3). In Section 4, we present some descrip-
tive statistics on the extracted ground truth. Section 5 re-
ports on benchmarking results obtained using a variety of
academic and commercial algorithms on the two new data
sets. We conclude this paper by discussing the modalities
of making this data set available to the research community
and by drawing conclusions in Section 6.

2. BEATPORT USER FORUM

Beatport is a US- and Germany-based online music store
targeted at DJs and music producers. In comparison
to standard music web stores, it emphasizes additional
meta-data relevant for DJs, such as tempo, key, and style,
as well as information on record label, release information,
version, and remixing artists, making it an interesting
source for MIR research. Meta-data associated with a track
can be easily extracted in JSON format from the source
code of the corresponding web page. This meta-data also
contains links to the listening snippets of the tracks, which
are typically between 60 and 120 seconds long.

An important observation is that tempo and key infor-
mation provided on the website are determined algorith-
mically upon upload of the tracks by undisclosed algo-
rithms. Thus, this information can not be considered a
ground truth and is therefore useless for evaluation pur-
poses. 6 However, apparently being aware of the imper-
fection of their automatic annotation algorithms, until late
2014, Beatport asked its customers to provide feedback on
tempo and key information via a link (“Report Incorrect
BPM/Key”) pointing to a dedicated online forum. In this
forum, users would post their corrections in free-form text
using natural language, i.e., the feedback given is highly

4 https://osf.io/h92g8/
5 http://www.beatport.com
6 The same holds for the associated genre/style information, which has

to be set by the human uploading the tracks onto the platform and often
results in rather arbitrary assignments, cf. [38, 39]

“93 bpm not 111 or whatever it is!”
“bpm is 120 not 160. i should know, i made it ;)”
“173 bpm / g minor”
“key should be c# minor”
“wrong bpm”
“the bpm is fine... its the genre. it’s progressive house, not
tech house.”

Table 1. Examples of correctional comments published on
the online forum (links to tracks removed for readability)

heterogeneous and in many cases incomplete (no informa-
tion, reference to track missing, etc.) 7 Nonetheless, as
other work has shown [37], online forums present a great
opportunity to extract user-generated, music-related infor-
mation. Table 1 shows typical comments posted into the
forum.

We performed a complete web crawl of this user fo-
rum in May 2014. At the time of the crawl, there were
2,412 comments available, of which 1,857 contained a di-
rect link to a track on the Beatport website. From the link
to the track, we download the complete meta-data record
in JSON format using web scraping techniques. From this,
we also extract the associated style descriptor for statistical
reasons, cf. Section 4.

3. GROUND TRUTH EXTRACTION

In this section we detail the process of extracting ground
truth from the 1,857 comments that contained a link to a
track. First, we describe the process of extracting BPM
(beats-per-minute) information. Second, we describe the
extraction of key information from the forum, as well as
from expert sources available online. All steps were per-
formed after case-folding the texts.

3.1 BPM Extraction

For BPM extraction, we retain all posts that contain the
word ‘bpm’ and a two- or three-digit number, option-
ally followed by a decimal point and a one- to three-digit
number. On the remaining posts, we apply several rule-
based filter criteria to exclude unlikely or possibly unre-
lated numbers. This comprises of all numbers below 40
and above 250 as these represent tempo values with a low
probability of occurrence in this context. Furthermore, we
remove all two- or three-digit numbers (with optional dec-
imal places) that are preceded by the word ‘not’ as well
as the number representing the tempo given by the Beat-
port website (as this is obviously the wrong tempo). We
then take the first matching number as ground truth for the
linked track. Applying this restrictive filtering, we were
able to extract 726 records of BPM tempo annotations that
were made by humans rather than an algorithm.

7 The resulting difficulty in exploiting this information might be one of
the reasons why none of the reported errors have led to a correction of the
meta-data on the Beatport website, which has been also been negatively
commented on by users, and could be a reason for discontinuing this form
of feedback.
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From these 726 annotations, we identified duplicate
BPM entries for the same IDs (e.g., when different users
report a wrong tempo on the website for the same track
or when the same user repeatedly urges to incorporate a
suggestion made before). Furthermore, we use audio fin-
gerprinting as well as manual inspection in order to map
duplicate audio files with different IDs to one single ID (9
files). This joint information on duplicates is used to sub-
stantiate the tempo annotation: if there is more than one
tempo correction available per track, we put all candidates
with the same tempo (within ±4%) into a bin and con-
sider the mean of all tempo candidates within the bin that
contains the absolute majority (> 50%) as the correct an-
notation. If no such bin exists, the track is rejected. Since
this was only the case for one file, we manually set the cor-
rect tempo for this file. This way 61 entries, including the
9 files with same audio but different IDs, were removed.
In total, 42 resulting ground truth annotations are based
on multiple sources. We further removed one file because
the linked mp3 sample was no longer available. After this
procedure, we obtain a human-annotated data set of 664
distinct electronic music tracks.

3.2 Key Extraction

A similar process was carried out on the same data, in or-
der to extract user corrections on Beatport’s key tags. Ad-
ditionally, we found three independently annotated sources
that use the Beatport database for software benchmarking.

3.2.1 User Forum

In the 1,857 posts that contained a link to a track, we
filter all that contain the sequences ‘mixed-in-key,’ ‘mixed
in key,’ ‘mik,’ and ‘melodyne’ in order to exclude posts
reporting on other algorithm’s outputs. In the remaining
posts, we search for occurrences of the regular expression
[a-g](\s⇤(#|b|sharp|flat))?\s⇤(min|maj)(or)?
where \s represents the class of whitespace characters.
Additionally, all occurrences of this expression preceded
by the word ‘not’ are excluded as well as matches that
represent the same key as the key indicated in the Beatport
meta-data (which, again, is obviously wrong).

After processing, we found a total of 404 key correc-
tions which can be regarded as ground truth. In this group
we found 15 duplicates and one track which is no longer
available, leaving us with a total of 388 global-key annota-
tions.

3.2.2 DJ Endo Labels

In order to compare different commercial key detection ap-
proaches, DJ Endo has published two online reports with
different samples from Beatport that are built on his own
ground truth annotations. For the first report (2011), 8 he
annotates 100 songs, providing a (slightly truncated) GIF
image file of the list. This image contains 99 items (one
of which is a duplicate) with artist name, song title, his
personal annotation, and the predictions of Mixed-In-Key
and Beatport. We used OCR software to convert this list to

8 http://blog.dubspot.com/dubspot-lab-report-mixed-in-key-vs-beatport

a spreadsheet in order to obtain the human labels and ac-
cess to the audio excerpts from the Beatport website. Us-
ing a simple script that queries the Beatport search page
for artist and title, we retrieve the meta-data of candidate
tracks. In case artist and title match perfectly, they are as-
signed, in case there are multiple candidates (e.g., different
remix versions), a manual assignment to the correct ver-
sion is done. Ultimately, this allowed us to obtain 92 out
of the unique 98 tracks in the list image.

In the second report (2013), 9 DJ Endo makes a more
exhaustive comparison between 7 different key estimation
applications, including the Beatport database. The track
list holds a total of 119 songs, 19 of which come from
YouTube videos, while 7 tracks are listed without any link
or Beatport key tag. We have excluded these 26 items, ob-
taining a batch of 93 songs with ground truth and links to
the Beatport samples.

3.2.3 DJTechTools Labels

A third internet source (2014) 10 provides ground truth
from human consensus for another 60 tracks. Besides the
manual annotations and the Beatport key tags and links, 10
commercial products are evaluated.

Two of the annotations in this collection provide two
key estimates per track. These have been checked and re-
duced to a single key manually by one of the authors, to fit
with the rest of the collection.

3.2.4 Unification

With all these sources added together, we obtain a com-
pound data set with 633 annotated tracks. However, we
found a total of 29 duplicates among the different sources.
In all cases, the different sources agree on the reported key,
giving evidence that our approach is working (see also Sec-
tion 6). This leaves us with a global-key detection data set
of 604 EDM excerpts.

4. DATA SET CHARACTERISTICS

In this section we want to analyze the newly obtained data
sets. To this end, we present descriptive statistics and also
utilize the style information extracted from the Beatport
meta-data. Please note that this style information does not
represent a consistently annotated ground truth but merely
serves as a broad reference to estimate the characteristics
of the data sets.

4.1 Tempo Data Set Statistics

The Tempo data set contains tempo ground truth for 664
samples. Table 2 provides descriptive statistics for the
samples within the different Beatport styles. The table
contains the corresponding number of samples as well as
the minimum, the maximum, the mean (x̄), the median (x̃)
and the standard deviation (�) of the tempo annotations for
each individual style. The extracted tempo ground truth

9 http://blog.dubspot.com/endo-harmonic-mixing-key-detection-
analysis

10 http://www.djtechtools.com/2014/01/14/key-detection-software-
comparison-2014-edition
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style # x̄ x̃ � min max

reggae-dub 2 70.0 70.0 0.0 70.0 70.0
chill-out 15 88.3 80.0 27.0 53.0 173.0

indie-dance-nu-dsc. 11 97.9 99.0 16.6 80.0 123.0
hip-hop 2 107.5 107.5 32.5 75.0 140.0

glitch-hop 17 109.9 110.0 26.9 80.0 174.0
deep-house 24 120.1 122.0 8.3 82.0 126.0

house 23 120.3 126.0 26.9 58.0 174.0
tech-house 22 123.8 126.0 5.3 107.0 130.0

techno 61 126.1 126.0 13.7 63.5 180.0
minimal 8 126.8 127.5 1.6 123.0 128.0

progressive-house 19 126.8 128.0 8.4 96.0 140.0
electronica 54 127.2 129.0 32.7 64.0 180.0

dj-tools 9 128.0 126.0 21.0 93.0 175.0
electro-house 22 129.4 128.0 21.7 63.0 175.0
funk-r-and-b 1 135.0 135.0 0.0 135.0 135.0

hard-dance 8 135.1 148.0 27.2 90.0 171.4
dubstep 76 135.2 140.0 23.7 70.0 180.0

breaks 26 138.9 140.0 14.4 83.5 170.0
trance 74 140.3 140.0 7.3 130.0 199.0

psy-trance 34 143.6 146.5 17.2 85.0 190.0
pop-rock 3 144.0 130.0 21.2 128.0 174.0

drum-and-bass 139 162.0 173.0 28.0 80.0 180.0
hardcore-hard-tech. 14 174.6 171.2 14.7 140.0 200.0

all 664 136.7 140.0 28.3 53.0 200.0

Table 2. Statistics for the GiantSteps Tempo data set
per style (#...number of examples, x̄...mean BPM value,
x̃...median, �...std.dev.).

Figure 1. Distribution of BPM values in the Tempo set.

ranges from 53 to 200 BPM. Figure 1 contains a histogram
of all BPM values in the data set. It reveals that most of the
values are between 120 and 150 BPM, furthermore a peak
between 170 and 180 BPM is apparent. This peak can most
likely be attributed to the style drum-and-bass (x̄ = 162
BPM, x̃ = 173 BPM), which makes up 20.9 % of all sam-
ples. This style is known for very high tempos (above 160
BPM) and seems to be a challenging and error prone task
for beat and tempo estimation algorithms due to its syn-
copated beat structure. The evaluation of different tempo
estimation approaches presented in Section 5 supports this
theory. We argue that Beatport’s algorithmic issues with
this genre, apart from the style’s popularity, are the reason
that many incorrect estimates were found by users and re-
ported. Figure 2 visualizes the distribution of the different
Beatport styles in the data set by means of a histogram.

Figure 2. Histogram of tracks per style in the Tempo set.

Figure 3. Distribution of keys in the Key data set.

4.2 Key Data Set Statistics

The Key data set contains 604 tracks with ground truth.
Table 3 presents some simple statistics, including number
of excerpts per subgenre, percentage of major and minor
keys and most frequent key. 84.8% of the data set is in mi-
nor. Figure 3 shows the distribution of the corpus by tonal
centers. The most frequent key is Fm, closely followed by
Cm and Gm. Overall the distribution of tonics is relatively
balanced. This is possibly related to the modes of produc-
tion of these styles of music.

Figure 4 presents a histogram of tracks arranged by
Beatport genre tags. We observe that these are unevenly
distributed, with 344 excerpts (57%) pertaining to differ-
ent “house” styles, whereas other subgenres and categories
are underrepresented, with only 3 to 6 tracks each (funk
and r&b, glitch-hop, hard-dance, hardcore, hip-hop, psy-
trance, reggae/dub, and dj-tools).

5. BENCHMARKING

In this section we provide benchmarking results for both
academic and commercial approaches on both data sets to
estimate the performance of current methods as well as get-
ting an impression of the “difficulty” of the data sets.
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style # maj (%) min (%) most freq. key (%)

breaks 14 28.6 71.4 C (21.0)
chill-out 11 36.3 63.6 Em, Dm, Ab (18.1)

deep-house 77 5.2 94.8 Cm (13.0)
dj-tools 3 33.3 66.7 —

drum-and-bass 38 18.4 81.6 Gm (28.9)
dubstep 22 9.1 90.9 Fm (22.7)

electro-house 51 9.8 90.2 Fm (25.5)
electronica 20 20.0 80.0 Fm (20.0)

funk-r-and-b 3 0.0 100.0 —
glitch-hop 6 20.0 80.0 Gm (15.0)

hard-dance 4 0.0 100.0 Gbm (50.0)
hardcore-hard-tech. 3 33.3 66.7 —

hip-hop 4 0.0 100.0 Em (50.0)
house 47 17.0 83.0 Gm,Cm (12.8)

indie-dance-nu-dsc. 14 21.4 78.6 —
minimal 11 0.0 100.0 Em,Am (27.3)

pop-rock 7 57.1 42.9 Gm (42.9)
progressive-house 88 21 67 Am (12)

psy-trance 5 0.0 100.0 Fm (40.0)
reggae-dub 3 33.3 66.7 —
tech-house 81 12.4 87.6 Dm (14.9)

techno 34 17.6 82.4 Cm (17.6)
trance 58 12.0 88.0 Fm (24.1)

all 604 15.2 84.8 Fm (12.0)

Table 3. Statistics for the GiantSteps Key data set per style
(number of examples, percentage of major and minor keys,
most frequent key)

Figure 4. Histogram of tracks per style within the Gi-
antSteps Key data set.

5.1 GiantSteps Tempo Data Set

Common in tempo estimation tasks, results are provided
as accuracies within a ±4% tolerance window. Accuracy1
considers an estimate to be correct if it is within ±4% of
the true tempo. Accuracy2 also considers an estimate to be
correct if it is within ±4% of either a third, half, double or
triple of the true tempo, thus being permissive of so-called
octave errors.

5.1.1 Algorithms

As a baseline we evaluate the annotations created by Beat-
port’s undisclosed algorithm, obtained by evaluating the
tempo annotations that were initially reported as incorrect.
We expect very low values from this strategy, as the data
set consists only of cases where Beatport has given wrong

estimates. However, the results are not trivially all zero,
as the tolerance window allows for correct results if only
minor deviations were corrected, as well as for corrections
of octave errors.

In terms of academic algorithms we evaluate the tempo
estimation approaches by Davies and Plumbley [14],
Böck et al. [4], Gkiokas et al. [21], Percival and Tzane-
takis [34], and Hörschläger et al. [28]. As a reference
for non-academic algorithms we evaluate tempo estimators
shipped with popular DJ tools, namely Cross DJ Free, 11

Deckadance v2 (trial), 12 Traktor 2 PRO, 13 and Rekord-
box v3.2.2. 14 We argue that those estimators are tailored
to EDM and therefore should be able to perform well on
this data set.

The commercial products typically enable (or require)
the user to set an output range for BPM prediction, as a
means of dealing with octave errors. Deckadance offers to
choose among a predefined set of lower bounds of which
we selected 80 BPM. In the Traktor option pane, the user
can choose between a predefined set of tempo ranges. We
decided to evaluate two ranges: 88-175 and 60-200 BPM.
Similarly, for CrossDJ, we chose the 75-150 BPM setting
as this is the best match for the given BPM distribution.
The research algorithm by Böck et al. [4] also allows to
set an arbitrary range. To compare to some of the range
presets in commercial products, we evaluate the ranges 50-
240, 95-190, and 88-175 BPM.

5.1.2 Results

Table 4 reports the obtained tempo accuracy values for all
algorithms. As expected, commercial products outperform
research algorithms, however none of the approaches ex-
ceeds 77% in terms of accuracy1. One important finding of
more detailed investigations on a per-style level is that the
proper choice of the output tempo range has a considerable
influence on the accuracy for the style drum-and-bass. For
instance, the algorithm by Böck et al. has a known defi-
ciency when dealing with syncopated beats, thus, yielding
only acceptable performance on drum-and-bass when be-
ing restricted to the 95-190 BPM range. Due to the fact that
drum-and-bass makes up 20.9% of the collection, improve-
ments in this style have a significant impact on the overall
accuracy. This is further evidenced by [28], where perfor-
mance is boosted through style-specific output ranges.

5.2 GiantSteps Key Data Set

The evaluation method follows the MIREX standard in key
estimation tests. It assigns different weighting factors to
different types of errors, depending of the proximity of the
estimated key to the ground truth (fifth, relative, or parallel
keys), and an overall weighted score. 15

11 http://www.mixvibes.com/products/cross
12 http://www.image-line.com/deckadance/
13 http://www.native-instruments.com/products/traktor/dj-

software/traktor-pro-2/
14 http://rekordbox.com
15 http://www.music-ir.org/mirex/wiki/2015:Audio Key Detection
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accuracy1 accuracy2

Beatport 4.819 23.795

Davies, Plumbley [14] 29.367 48.042
Böck et al. [4] (50-240) 56.325 88.253
Böck et al. [4] (95-190) 76.506 86.597
Böck et al. [4] (88-175) 69.289 85.693
Gkiokas et al. [21] 58.886 82.380
Percival, Tzanetakis [34] 51.355 88.404
Hörschläger et al. [28] 75.000 82.831

Deckadance (80+) 57.681 81.627
CrossDJ (75-150) 63.404 90.211
Traktor (60-200) 64.608 88.705
Traktor (88-175) 76.958 88.705
Rekordbox 74.548 89.157

Table 4. Tempo estimation accuracies within a ±4% win-
dow for evaluated algorithms. BPM range restrictions in
parentheses, if applicable.

5.2.1 Algorithms

On top of the Beatport annotations that serve as a baseline,
we evaluate five different key estimation algorithms: two
academic algorithms, namely Queen Mary’s Key Detector
(QM-Key) [9] and UPF’s Essentia key extractor [5], and
three popular solutions, namely KeyFinder, 16 an open-
source application by Sha’ath [36], the commercial soft-
ware Mixed-In-Key 7, 17 and the online service/app Reko-
rdbox v3.2.2. These applications are regarded trustworthy
options for key detection within the EDM community.

KeyFinder is an application that allows the user to tweak
the parameters of the algorithm, providing a single esti-
mate per track. We use the default settings. On the other
hand Mixed-in-Key 7 and Rekordbox have a sealed ap-
proach and do not give the user any configuration option.

5.2.2 Results

Table 5 shows the results of the different algorithms on
the key data set. If we look at the Beatport annotations,
less than a third of the annotations match the ground truth
(29.1%). However, it should be recalled that the majority
of the collection (388 tracks) has been collected from re-
ported mistakes in the Beatport forum, so the amount of
correct keys is consequently very low. 18

From the algorithms in the evaluation, we observe that
the two academic algorithms perform poorly on this reper-
toire, very close to the baseline provided by the Beatport
key tags, especially Essentia.

The two undisclosed approaches yield the best results,
with Rekordbox providing 71.85% of correct estimations
and a weighted score of 79.55 points. In any case, the ex-
periment shows that there is room for improvement of the
task in this specific repertoire.

16 http://www.ibrahimshaath.co.uk/keyfinder/
17 http://www.mixedinkey.com/
18 As a matter of fact, if we look at the performance of the Beatport

algorithm on the different sources of ground truth separately, we find that
the tracks from the user forum only contain 4.2% of correct predictions,
while the manually-annotated expert sources result in about 66% of cor-
rect predictions each.

corr. 5th rel. par. other weigh.

Beatport 29.14 21.52 8.77 19.20 21.36 46.37

QM-Key [9] 39.40 16.89 13.41 5.13 25.17 52.90
Essentia [5] 30.46 17.55 11.09 11.42 29.47 44.85

KeyFinder [36] 45.36 20.69 6.79 7.78 19.37 59.30
Mixed-In-Key 67.22 9.27 5.63 5.30 12.58 74.60
Rekordbox 71.85 10.10 3.97 7.28 6.79 79.55

Table 5. MIREX-style scores on the Key set with results
from different algorithms.

6. CONCLUSIONS

We have presented two new data sets for tempo and key
estimation in electronic dance music with 664 and 604 ex-
amples, respectively. The annotations have been automati-
cally extracted from human feedback. In order to confirm
the correctness of the labels, we have inspected randomly
selected 15% of the annotations manually and found them
all to be correct. In order to make this data set available to
the community, we offer the annotations for download on a
dedicated web page alongside scripts to retrieve the corre-
sponding audio files from Beatport (and a backup location
in case files change or are removed) and the original data
including the crawl from the user forum and the code to
extract the ground truth. 19 Since we performed rather re-
strictive filtering, a semi-automatic approach, for instance,
would allow to extract even more ground truth labels for
future work.

From the benchmarking results, we can see that there
is still room for improvement for MIR algorithms. Al-
though the data set is biased towards examples that are
hard to classify specifically for the Beatport algorithms,
these results challenge the stereotypical view on EDM as
being “trivial cases”. Commercial algorithms are ahead of
research-oriented multi-purpose algorithms for both tempo
and key estimation as they are likely optimized for EDM.
We can conclude that academic algorithms still need to
be improved in order to meet the characteristics of EDM,
something we wish to contribute to with the publication of
these new data sets.
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