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ABSTRACT

We present an analysis of the topics and research groups
that participated in the ISMIR conference over the last 15
years, based on its proceedings. While we first investigate
the topological changes of the co-authorship network as
well as topics over time, we also identify groups of re-
searchers, allowing us to investigate their evolution and
topic dependence. Notably, we find that large groups last
longer if they actively alter their membership. Further-
more, such groups tend to cover a wider selection of topics,
suggesting that a change of members as well as of research
topics increases their adaptability. In turn, smaller groups
show the opposite behavior, persisting longer if their mem-
bership is altered minimally and focus on a smaller set
of topics. Finally, by analyzing the effect of group size
and lifespan on research impact, we observed that papers
penned by medium sized and long lasting groups tend to
have a citation advantage.

1. INTRODUCTION

Music Information Retrieval (MIR) is an interdisciplinary
research field that integrates a wide variety of research ar-
eas, including audio signal processing, musicology, mu-
sic psychology and cognition, information retrieval, and
human-computer interfaces. The collection of papers pub-
lished in the annual proceedings of the ISMIR conference
provides a wealth of information enabling us to mine for
knowledge such as the networks of researchers that con-
tribute papers and corresponding topics. Specifically, such
abundant data allows us to explore two main research ques-
tions. First we focus on topics in the field. Given the
breadth of the expertise of the field and the high speed
at which the digital technologies are developing, we in-
vestigate if popular topics can be transient. Second, we
study the stability of research groups that emerge from the
co-authorships of manuscripts, focusing on their sizes, di-
versity of topics and competitiveness. While various ap-
proaches for the exploration of knowledge in the ISMIR
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paper collection exist, we considered a combination of net-
work and text analysis.

Recently, the analysis of scientific endeavors by investi-
gating author relationships and their manuscripts provided
insights into innovation and idea creation processes [3],
inter-dependencies between disciplines [2], or potential high-
impact discoveries [5]. Utilizing proceedings of the main-
stream conference we provide such a map of the status and
temporal evolution of the MIR field. To the best of our
knowledge, only two studies on the nature of the ISMIR
proceedings [7,10] have been presented recently. Grachten
et al. [7] applied text mining techniques and non-negative
matrix factorization to identify topics and study their evo-
lution over time. Lee et al. [10] applied simple text statis-
tics to detect topics in paper titles and abstracts. In our
case, we present a much broader analysis of research top-
ics, that we map to categories that were defined by the IS-
MIR community. While Lee et al. [10] also presented
a few statistics to identify patterns of co-authorship we
model the co-authorship as a complex network and study
its topology. Yet, the main contribution of this paper is the
identification of research groups and their evolution over
time, and especially their time and topic dependencies. In
the context of this paper, we do not use the definition of a
research group in its traditional sense (e.g., a research in-
stitution). Rather, we define it as a topological group in a
co-authorship network.

As for the organization of the paper we first describe the
network of collaborations among authors in section 2. In
section 3, we provide an analysis of the manuscripts text
contents with a generative mixture model, allowing us to
find temporal trends in the popularity of topics over the
years. In section 4 we identify research groups in the co-
authorship network and analyze their evolution throughout
the lifetime of the conference, investigating their time and
topic dependencies. Finally, we discuss our findings in sec-
tion 5.

2. CO-AUTHORSHIP ANALYSIS

Utilizing all manuscripts in the proceedings of the ISMIR
conference from 2000-2014 we observed that the mean
number of authors per manuscript is growing over time
(Table 1), confirming previous results [18]. Starting with
the proceedings of the 2000 conference, we added new
manuscripts that were published in a given year to a grow-



Proceedings of the 16th ISMIR Conference, Malaga, Spain, October 26-30, 2015

Year Papers Authors Authors/Paper
2000 35 63 1.94
2001 37 82 2.54
2002 53 113 2.36
2003 47 108 2.74
2004 104 213 2.41
2005 114 232 2.73
2006 87 185 2.56
2007 127 267 2.84
2008 105 262 2.93
2009 123 292 3.05
2010 110 262 3.01
2011 133 320 2.97
2012 101 264 3.21
2013 98 232 3.02
2014 106 273 3.24

Table 1. For each year, we show the total number of papers
and authors that published a manuscript in the proceedings
of the ISMIR conference.

ing pool of papers. Based on such cumulative sets of manu-
scripts, we constructed undirected unweighted networks
G, where nodes represent authors, while edges indicate
their co-authorships up to a given year.

Table 2 suggests that the cumulative networks drasti-
cally increased in size over time, a statistics that coincides
with an increasing number of collaboration partners (i.e.
mean degree (k)).

Another important measure of social networks is the
clustering coefficient, reflecting the transitivity of a net-
work. In particular, this network parameter determines the
fraction of edges that appear between the neighbors of a
given author over all such possible links [17]. Table 2 indi-
cates that the co-authorship networks appear increasingly
clustered, resembling a well known feature of other social
networks from different domains [9, 12]. Such a high level
of clustering may be rooted in the assumption that many
authors work in the same research field, and as a conse-
quence, are aware of each others work [13]. Another pos-
sible explanation may be that authors tend to write papers
with colleagues from the same institution. Furthermore,
we stress that our way of constructing a network of collab-
orations between authors emphasizes manuscripts with a
large number of authors. Specifically, a set of authors that
penned a manuscript together is represented as a clique, a
graph that has a clustering coefficient of 1. Consequently,
manuscripts with many authors potentially introduce a bias
toward strongly clustered networks.

Another network parameter that well reflects the under-
lying topology of an emerging network over time is the
Strong Giant Component, SGC, defined as the greatest
connected subset of nodes in a network. In particular, a
high value of SGC points to the observation that the vast
majority of scientists are connected through mutual collab-
orations. During the first years of the conference (up until
2007), Table 2 indicates that the size of SGC's was small,

Year N k) C (d) SGC D

2000 63 1.81 047 1.00 9.52% 1
2001 129 251 055 1.00 6.20% 1
2002 202 262 055 320 1040% 6
2003 268 2.86 055 322 821% 6
2004 400 292 0.58 4.14 10.75% 10
2005 522 3.18 0.59 396 1475% 9
2006 625 3.18 0.60 434 1472% 10
2007 756 334 0.62 485 2024% 11
2008 884 344 0.64 7.72 41.18% 17
2009 1041 3.58 0.65 8.13 46.11% 18
2010 1170 3.70 0.66 6.60 48.55% 15
2011 1339 3.76 0.67 647 53.770% 15
2012 1442 394 0.68 5.82 58.46% 14
2013 1548 4.03 0.69 574 61.18% 13
2014 1683 4.14 0.70 5.52 60.90% 13

Table 2. We show properties of the cumulative authors’
collaboration networks, combining manuscripts up to a
given year. In particular, N is the number of nodes, (k)
is the mean degree, C is the clustering coefficient. Fur-
thermore, (d) is the avg. shortest path of the SGC, which
stands for the size (percentage of nodes) of the strong giant
component, while D is the diameter of the SGC.

suggesting that collaborations between authors appeared
rather scattered. However, the size of the SGC' doubled
in 2008, indicating an increased convergence where previ-
ously present authors increasingly published a manuscript
together. On the other hand, the observed increase in size
also points to a gradual increase in the mean shortest path
(d) between all pairs of nodes in the SGC'. A closer look
at our data confirmed that the increase in size of the SGC'
was the consequence of a merger of the two largest com-
ponents from the previous year. Notably, this topological
change was caused by a small set of nodes that bridged
the previously disconnected components in the underlying
network. As a consequence, the topological mean shortest
path lengths between nodes increased substantially since
shortest paths between nodes that were placed in previ-
ously disjoint components run through the small set of con-
necting nodes. Such an assumption is further confirmed by
the increasing diameter of the underlying networks defined
as the maximum of shortest paths through a given network
(Table 2).

3. RESEARCH TOPICS

The analysis of the time evolution of research topics is a
valuable asset for a research community to solve initial
problems and to adapt to challenging areas of research.
In this section, we automatically extract underlying top-
ics from the text content of proceeding papers, allowing us
to map the evolution of these topics since the inception of
the MIR field.
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topic 00 01 02 03 04

05

06 07 09 10 11 12 13

MIR Data & fundamentals

mus. signal processing 17.1 - - - -
metadata, & semantic web 114 56 - 17.0 125
social tags & user gen. data - - - - -
lyrics & genres & moods - - - - -

8.0 - -
161 127
- 13.5

19.5 - 10.9
9.8 - - -
128 119

105 9.9 -

11.8
122 109
114 -

Domain Knowledge

comp. music. & ethnomus. -
mus. notation -
mir & cultures » - - - -

Mus. Features & Properties
melody & motives

harmony, chords & tonality -
rhythm, beat, tempo -
mus. affect, emot. & mood - -
structure, segment. & form - -

8.5

12.8
106 -

8.8
12.4

119 -
103 9.5
13.3

11.3
10.5

12.9

13.0 11.9

8.9

105 122 12.0 10.2

Music Processing
sound source separation - - - - -
mus. transcrip. & annot.
optical mus. recognition - - - - -
align., synch. & score foll. - - - 10.6 -
mus. summarization - -
fingerprinting -
automatic classification
indexing & querying

pattern match. & detection -
similarity metrics - - -

12.8
10.6

11.3

8.5

11.5
12.4
14.2

9.7
9.7

12.2

13.8
9.2 -

11.5

Application

user behavior & modeling -
digital libraries & archives 114 -
mus. retrieval systems - -
mus. rec. & playlist gen. - -
mus. & gaming
mus. software

226 - -
151 - -

114 - - - -

8.5
11.3

Table 3. Utilizing a LDA model, we determined topic evolution over time, where topics are grouped according to the topic
classification in the call for papers. Values in bold correspond to the most salient topics in each ISMIR conference edition.

3.1 Topic extraction

We automatically extract the main topics by using Latent
Dirichlet Allocation (LDA) [4], a generative probabilistic
model in which documents are represented as random mix-
tures over latent topics. Each topic is characterized by a
multinomial distribution over words that form those doc-
uments [4]. As a main characteristic LDA assumes that
the topic distribution has a Dirichlet prior, which not only
results in a smooth distribution but also simplifies the prob-
lem of topic inference [16].

In particular, we used the MALLET implementation of
LDA, a java-based package for statistical natural language
processing, document classification, clustering, topic mod-
eling and machine learning applications of text [11]. MAL-
LET’s implementation takes a text corpus and the number
of topics (k) to generate as input, and produces a list of the
most relevant topics for that corpus, along with the topics’
most salient terms. Furthermore, MALLET also provides
a distribution of the topics among the documents that form
the corpus and includes a text pre-processing step prior to
generate the topic models.

Here, we build a corpus for each set of manuscripts in
the ISMIR proceedings in a given year and set k = 10,
resembling the number of oral sessions defined by the pro-
gram chairs, which typically group paper presentations by

their topic affinity. For the text pre-processing step, we
removed English stopwords, considered words that were
longer than 2 characters and used a combination of word
unigrams and bigrams. Since topics produced by an LDA
model are only described by their word distribution, we
manually assigned “titles” after an inspection of the most
probable terms. In particular, we used the list of topics
described in the conference call for papers! as our ba-
sis to assign and disambiguate topic titles?. We also ob-
served that this LDA implementation was systematically
producing a topic containing most of the common words in
any MIR publication (such as music, system, information,
query, retrieval). Since such topics were almost never the
most salient topic of a document in the corpus we removed
them from our analysis.

3.2 Topic evolution

Table 3 shows the most salient topics that appeared in the
ISMIR proceedings over time, as well as a visualization of
their evolution, pointing to their presence in each confer-
ence edition. Each value in Table 3 represents the percent-
age of papers per year whose most probable topic in the

'http://ismir2015.uma.es/callforpapers.html
2 due to lack of space we made the topic distribution available online:
https://goo.gl/60mGl5
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Figure 1. Fission/fusion patterns in social networks from [14]. Considering social networks over time, groups are governed
by dynamic events such as mergers (i.e .fusion) and splits of groups (fission).

document—topic distribution corresponds to the topic in a
given row. For instance, the topic indexing and querying
was the most salient topic of 22.9% of the papers in the IS-
MIR 2000 edition. We stress that the lack of a value for a
topic in a specific conference edition does not necessarily
point to its absence in the underlying edition. In fact, such
an observation rather indicates that the topic in question
was not among the k£ = 10 most salient topics that year.

For a better interpretation, we grouped topics accord-
ing to the topic classification in the call for papers. No-
tably, we observed that the most salient topics over time
belonged to the categories “MIR Data and Fundamentals”,
“Musical Features and Properties” and “Music Process-
ing”, respectively, categories that can be regarded as the
core categories in the MIR field. Some topics have been
largely present over time, such as automatic classification,
harmony, melody, etc. Other topics appeared or became
more popular halfway through the life-span of the confer-
ence (e.g. tags, lyrics, moods, structure, etc.) or in the
last few years (e.g. source separation and music cultures).
Such observations may be the consequence of introduc-
ing emerging research topics or approaches from “neigh-
boring” communities or from a shift in research funding
by national or international agencies. Finally, some top-
ics emerged that have only been present in a short time
period (e.g. digital libraries or music and gaming). In par-
ticular, we highlight the digital libraries topic, which was
more present during the first editions of the conference, but
disappeared from the most salient topics over time. Such
an observation may be explained by the increased focus on
music content- and context-based analysis (groups 1, 3 and
4).

4. GROUP DETECTION AND EVOLUTION

In the past few years, considerable attention has been paid
to uncovering topological groups in social networks. These
groups are expected to fundamentally impact the network’s
dynamical properties as well: nodes that belong to the same
tightly connected module are expected to display highly
correlated dynamical activity, compared to nodes belong-
ing to different groups. Previous studies found that large
groups are more stable and have a longer lifetime if they
are capable of dynamically altering their membership, sug-

gesting that an ability to change the group composition re-
sults in better adaptability [14]. Small groups display the
opposite trend, suggesting that their condition for stability
is an unchanged group composition. These discoveries are
expected to play a fundamental role in our understanding
of human dynamics, with particular impact on our ability
to detect persuasion campaigns in a changing network en-
vironment. Notably, dynamics of group composition have
been noted by Dunbar and co-workers as a key mecha-
nism to understand underlying human behavior across do-
mains [1, 6]. In particular, we not only expect that such
patterns will occur in the co-authorship networks based on
conference proceedings of the ISMIR conference but also
assume that the (in)stability of groups is a function of their
underlying topics.

4.1 Method

Our method is a modification of the method presented in
[14]. In particular, we define a co-authorship network for
each edition of the conference, where each edge represents
a manuscript that a pair of authors penned in a given year.
Furthermore, we extract groups using the clique percola-
tion method (CPM), an algorithm for the detection of over-
lapping network communities [15]. Groups in CPM, called
k-clique percolation clusters, are built up from adjacent k-
cliques. Two k-cliques are considered adjacent if they
share k£ — 1 nodes. Such a definition allows nodes to ap-
pear in several k-clique percolation clusters, a suitable as-
sumption, given that authors may participate in more than
one group. Specifically, we set & = 3, since papers in
the ISMIR proceedings are co-authored on average by 3
scientists. As a consequence, this restriction implies that
authors who collaborate with less than 2 other authors will
never be part of a group.

After groups have been determined in a given year, we
need to find their possible matches in subsequent years. In
particular, we construct a joint network by merging nodes
and edges of networks at consecutive time steps ¢t and ¢ + 1
[14], considering different fission/fusion patterns (Fig. 1).
We label the set of groups in time ¢ as D, the set of groups
in time ¢+ 1 as F, and the set of groups in the joint network

3 subgraphs of size k in which each node is connected to every other
nodes



208

Proceedings of the 16th ISMIR Conference, Malaga, Spain, October 26-30, 2015

life span 1 2 3 4 5 6 8 9
327 65 24 7 2 5 1 1

num. groups

Table 4. Distribution of groups by their life time

as V. The definition of CPM implies that each group in D
(E) is contained in exactly one group in V/, although not
all groups in V' will contain a group in D (E£). If a group
Vi € V contains a group E; € E but no group in D, then
group I is considered born. Similarly, if a group Vi, € V'
contains a group D; € D but no group in F, then group
D; is considered dead. Furthermore, if a group V, € V
contains one or more groups in D and one or more groups
in F, then the relative overlap between all different pairs
(Df, E¥) is obtained as:

ri= % (1)
’ i UES

The pair (Di—C , E]’?’) of groups that maximizes this for-
mula is considered a match of the same group in consecu-
tive time steps ¢ and ¢ 4+ 1. The remaining groups are either
marked as dead (D¥) or born (E¥).

Contrary to the approach in [14], we considered the
overlap of nodes (instead of edges) to check whether groups
in D and E are contained in V. Since our networks are
built at discrete times two networks at time steps ¢ and
t + 1 do not necessarily have a high overlap as suggested
in [14]. Although the overlap of nodes might incur more
noisy matchings [14], we observed that our approach is
less sensitive to the noise since the overlap of networks is
limited.

In some cases, we may consider a group dead in time
step t 4+ 1 but observe it re-born in time step ¢ + 2 as a
consequence of members that did not publish a paper in the
proceedings of year ¢ 4+ 1. Even though the time interval is
larger than one year we consider them as the same group.
Specifically, we matched such dead groups at time ¢ with
born groups at t +n with n = 2, as larger values of n only
merged a very small number of groups.

4.2 Experimental results

Applying our method to our set of ISMIR proceedings we
obtained a list of 432 groups, distributed as shown in ta-
ble 4. Notably, we observed that only 40 groups persisted
for 3 or more years, representing less than 10% of the total.
In particular, we split the groups in two categories: groups
with short (< 3) and a long life spans (> 3). Analyzing
group sizes we determined the average size of each group
(in terms of group members in each time step) over time
and split the groups in three size categories: small (avg.
size < 4 members), medium (4 < avg. size < 5) and large
(avg. size > 5). The three size categories contained 234,
120 and 78 groups, respectively.

Group size 0.y Avg. cumul. authors

small 0.58  5.17+1.47
medium 1.18  9.06+2.54
large 2.35 13.55+3.47

Table 5. Group member variability in groups with long life
time.

Group size (o) median
small 3.17+107 3
medium 3.88+1.60 3
large 6.0£2.04 5

Table 6. Topic variability in groups with long life time.

4.2.1 Group member variability

We analyzed the variability of group members when groups
persisted for a longer period of time. In particular, we
calculated the variance of group size for each group in
each group category, and averaged them using 0,yy =
V2, var(se), where s, is the size of a group at a partic-
ular time ¢. Moreover, we computed the average number
of distinct authors that participated in the group at a given
time. Table 5 indicates that larger groups tend to have a
higher variability of members to persist for a longer pe-
riod of time. Notably, we observed the opposite when we
considered small groups, confirming results in [14].

4.2.2 Topic variability

A higher topic variability means that groups change top-
ics constantly throughout their life time. In particular, we
calculated the average number of topics covered by small,
medium and large groups (Table 6). Similar to the pre-
vious experiment, we only considered groups with a life
time > 3. To persist longer, large groups tend to cover
more topics as exemplified by a higher topic variability, as
opposed to medium or small groups. Such observations
suggest that the persistence of groups does not only de-
pend on their member dynamics, but also on the variability
of research topics.

4.2.3 Group characteristics and scientific impact

Focusing on the relation between group characteristics and
scientific impact we considered the number of citations of
each paper, as of Google Scholar, representing an indica-
tor of scientific impact. Specifically, we group papers by
their most salient topic and only select the top 10 most
cited papers in each topic, providing a total of 243 papers
from 28 different topics # . Out of this set of 243 papers, we
observed that only 137 were published by groups while the
remainder was penned by one or two authors. As presented
in Table 7 we observed that papers written by medium
sized groups tend to get significantly more citations than

4 some topics are present in less than 10 papers.
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Group size/lifespan  avg. paper citations # papers
small 62.54+54.74 54
medium 113.67+107.56 37
large 64.65+40.71 46
short 73.49467.37 95
long 85.124+83.77 42

Table 7. Relation between group characteristics (size and
life span) and scientific impact. We only consider the top
10 most cited papers per topic.

other group categories. As for aspects of a group’s life
time, papers by groups that last longer tend to get more ci-
tations than short living groups. Such an observation may
be rooted in the assumption that persisting research groups
with stable members may have a higher chance of getting
noticed by their peers, positively affecting their research
impact. Furthermore, we stress that the distribution of ci-
tations has heavy tails [18]. As a consequence the number
of citations of highly cited papers varies widely, explaining
the large margin of error in our analysis.

5. CONCLUSIONS

In this paper, we analyzed the evolution of the MIR field
represented by the proceedings of its most prestigious con-
ference ISMIR over the last 15 years. Notably, we found
that the co-authorship network indicated a converging field
of authors as indicated by the emergence of large con-
nected and clustered network components as well as a trend
toward larger research teams. While such a trend may
be rooted in the way we constructed the network of co-
authorships, our results also suggest that authors that have
previously published conference papers separately increas-
ingly collaborate. Therefore, present conference contribu-
tions may be viewed as ’seeds’ for future collaborations
between researchers that have not yet worked together. As-
suming that increasing levels of collaboration govern inno-
vation and the development of a research field, our results
indicate that the ISMIR conference is a potential driver of
the Music Information Retrieval field.

Furthermore, a topic analysis revealed persistent as well
as 'rising’ and ’falling’ research topics over the years, pro-
viding a simple assessment of ISMIR’s evolution. Such
an analysis allowed us to investigate the longevity as well
as the salience of certain topics. Our results also indicate
the emergence of novel topics that potentially may dom-
inate the focus of conference contributions in the future.
Moreover, we assumed that the evolution of topics may be
a function of the underlying groups of co-authors, prompt-
ing us to analyze their composition. Notably, we found
that large groups persist through higher variability of team
members while small groups show the opposite behavior.
Furthermore, large groups show more variability of topics
as opposed to medium or small groups. While not neces-
sarily a function of group size, such results suggest that the

variability of group composition may be the driving factor
of topic variability. In particular, such results support the
notion that groups composed of incumbents and newcom-
ers have a heightened chance of success [8]. As a conse-
quence, our results suggest that large transient groups may
be the drivers for innovation given that such groups pro-
vide topic variability. In turn, the arrival of new members
of a group may be accompanied by the introduction of new
topics. As such, our observations also suggest that group
persistence is not only a question of the variability of team
members but also of research topics, ultimately providing
a competitive edge.
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