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ABSTRACT 

Normal users are usually not good at making decisions about cybersecurity, being easily atacked 
by hackers. Qite a few tools have been devised and implemented to help, but they can not balance 
security and usability well. To solve the problem, this paper explores the application of prospect 
theory to security recommendations. We conducted online surveys (n=61) and a between-subjects 
experiment (n=106) in six conditions to investigate the issues. In the experiment, we provided diferent 
security recommendations about two-factor-authentication (2FA) to participants in diferent condi-
tions and recorded their decisions about enabling it. Results show that participants in the condition 
"Disadvantage" were willing to adopt 2FA the most. The findings indicate that showing disadvantages 
can be useful to persuade users into beter security decisions. 
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What is Prospect Theory? [12] 
Key Point: Given a single decision prob-
lem and several corresponding options, 
the relative atractiveness of those options 
varies when the problem is framed in dif-
ferent ways. 
Embodiment: 

(1) Pseudo-certainty efect: Protection 
and defense schemes such as insur-
ance should appear more atractive 
when it is described as the elimina-
tion of one single kind of risk than 
when it is described as a reduction 
of the overall risk. 

(2) Reference-dependent preference: A 
diference between two options will 
become more obvious when it is 
framed as a disadvantage of one 
option rather than as an advantage 
of the other one. 

INTRODUCTION 

Recently, it has been widely recognized that human, rather than technical issues, is the weakest 
link in cybersecurity [15]. Many cybersecurity incidents were mainly caused by human factors. Take 
RockYou Hack [3] as an illustrative example, the faults of both administrators and users can be found 
in that event. Apparently, human problems cannot get setled merely by technical methods [15]. Just 
as what Waldrop et al. [15] have claimed, we cannot expect digital walls to keep everything evil 
outside. Instead, we have to look inside to find problems on the human side [15]. 
Studies on human behaviors have shown that most people are weak in "doing the right thing" in 

cyberspace [10, 11, 16]. People are used to reusing passwords, clicking unknown links, connecting to 
the Internet via public free WiFi etc. [10, 15, 16]. By contrast, security researchers and practitioners are 
always struggling to inform the public of "right" cyber behaviors, yet in vain with users’ inobservance [8, 
10]. Thus, we must improve the persuasion of our security recommendations. 

To our delight, there has been some remarkable work on this problem, most of which is concerned 
about password creation assistance [6, 13]. They indeed helped a lot, but were still limited to technical 
areas. Inevitably, they got quite a number of users annoyed [6, 13], which hurts the usability. Actually, 
poor usability will spur users’ psychological resistance. When the resistance accumulates, security 
will be compromised due to users’ uncooperative behaviors [1]. 

In order to improve the persuasibility of security recommendations, it is natural for us to turn to 
psychology. Much in-depth research in psychology has been done on human decision-making process. 
Among all of the excellent work, prospect theory [12] stands out. It focuses on helping people with 
risk decision, widely applied to cases like insurance and marketing. In our research, we pay more 
atention to the Pseudo-certainty efect and the Reference-dependent preference. More details about 
them are presented in the sidebar. Some researchers [7] have realized the potential value of prospect 
theory for cybersecurity, but few have experimented to explore the feasibility and specific methods. 
Thus, in order to fill the gap, we explore the application of prospect theory in guiding people towards 
beter security decisions through elaborate experiments. 

RELATED WORK 

Factors account for security behaviors 
The process of human decision-making and behaving is tangled. Sawaya et al. [11] discovered the 
diversity of security awareness degrees of people from diferent culture. As for phishing training, 
it was shown that people tended to follow facts-and-advice from experts or narrative stories from 
close peers [16]. Similarly, Chinasson et al. [2] concluded that a click-based graphical passwords 
mechanism could balance security and usability in the short-term with the memory cueing it provided. 
Moreover, Redmiles et al. [9] indicated users’ bounded-rationality in face of cybersecurity decisions . 
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Guidance towards beter security decisions 

Hypotheses 
H01. There is no significant diference in 
the security decisions made by partici-
pants across all groups. 
H02. There is no correlation between the 
security decisions made by participants 
and the diferent treatments. 

Researchers have atempted to use psychological theories to guide people towards beter security 
decisions. People with diferent cognitive styles adopted diferent tactics when creating graphical 
passwords, which could be utilized to design an assistive mechanism to improve their performance 
in creating strong passwords [5]. According to Wilson et al. [17], people’s experiences in various 
temperature and atitudes towards various warning degrees could be associated to strengthen the 
stimulus of security warnings, making them more willing to follow the advice. As for password 
management, Kankane et al. [4] chose nudge theory as their helper in a between-subjects experiment. 
Actually, their work is not suficient to change users’ behaviors [4] but indicates some directions to 
further the study. That is why we choose prospect theory [12] as our nudge. Actually, experiment 
results have shown that we can induce substantial changes in user behaviors. Security Decision Problem Examples 

Decision 1. Choose between: (n=11) 
A. Enable 2FA to reduce the risk of 

privacy leakage. 
B. Sign in only with the password. 

Decision 2. Choose between: (n=18) 
A. Enable 2FA to eliminate the risk of 

password-guessing atacks. 
B. Sign in only with the password. 

Decision 3. Choose between: (n=16) 
A. Enable 2FA. 
B. Ignore potential risks of password-

guessing atacks and sign in only with the 
password. 

RESEARCH OVERVIEW 

Participants in our study were recruited via social media posts. They were randomly grouped to 
receive diferent treatments, which meant diferent security recommendations. Then we formed two 
null hypotheses (see "Hypotheses" in the sidebar). In order to test the hypotheses, we conducted two 
kinds of studies: online surveys and a field experiment, for which we compensated participants RMB 
¥5 and RMB ¥10, respectively. Actually, through online surveys, appropriate phraseology of security 
recommendations were discovered, which facilitated the field experiment. 

ONLINE SURVEY 

Methodology 

In our surveys, the reproduction of surveys by Tversky and Kahneman [12] and a survey queried 
participants’ decisions about cybersecurity (examples are illustrated by "Security Decision Problem 
Examples" in the sidebar) were carried out successively. By reproduction, we aimed to test the 
applicability of prospect theory in China and obtain an appropriate description of security decision 
problems. According to Sawaya et al. [11], we had to be careful with phraseology and translation. 
Thus, the process of testing and refining was repeated until satisfactory results like what Tversky and 
Kahneman [12] had obtained were accessed. With the consideration that security recommendations 
presented risk-aversion measures like insurance [12], we used the phraseology we had obtained in 
the reproduction to design security decision problems and then surveyed users’ responses to them. 

Table 1: Results of Online Surveys 

A∗ B∗ 

Decision 1 45.5% 54.5% 

Decision 2 77.8% 22.2% 

Decision 3 56.3% 43.8% 

*: A and B refer to options A and B in the 
above security decision problem examples, re-
spectively. 

Findings & Discussions 
In the final survey about security decision problems, we had 61 participants, 45 of which passed the 
atention check question (an image recognition test). We discovered that the reproduction and the 

CHI 2019 Late-Breaking Work  CHI 2019, May 4–9, 2019, Glasgow, Scotland, UK

LBW2613, Page 3



Prompt Design 

Control : Whether to enable 2FA? 
A. Yes. 
B. No. 

Normal: Considering that your game ac-
count is at risk, we recommend that you 
enable 2FA for it. Whether to enable? 

A. Yes. 
B. No. 

Nudge: Your personal information could 
be at risk for hackers to exploit. At this 
moment, thousands of hackers are comb-
ing the Internet for personal data [4]. En-
abling 2FA could prevent your data from 
reaching them. Whether to enable? 

A. Yes. 
B. No. 

Reduction: Considering that your ac-
count is at risk, we recommend that you 
enable 2FA for it. Please choose between: 

A. Enable 2FA to reduce the risk of 
privacy leakage. 

B. Sign in only with the password. 
Elimination: Considering that your ac-
count is at risk, we recommend that you 
enable 2FA for it. Please choose between: 

A. Enable 2FA to eliminate the risk of 
password-guessing atacks. 

B. Sign in only with the password. 
Disadvantage: Considering that your ac-
count is at risk, we recommend that you 
enable 2FA for it. Please choose between: 

A. Enable 2FA. 
B. Ignore potential risks of password-

guessing atacks and sign in only with the 
password. 

survey of security decisions showed similar characteristics. The results are presented in Table 1. From 
the table, we can see that (1) participants preferred the elimination of a certain risk to the reduction 
of the overall risk, and (2) security precautions did not appear more atractive when expressed as a 
disadvantage of not taking than an advantage of taking. Actually, (2) is surprising for it is opposite to 
the embodiment of Reference-dependent preference [12]. Thus, we went on to test it further. 

FIELD EXPERIMENT 

Methodology 

Due to the popularity of WeChat in China and even around the world, we utilized its Mini Program to 
conduct a between-subjects online field experiment. In order to get participants’ true responses, we 
designed an interesting game named "Pick the Stronger". In the game, participants were shown ten 
pairs of similar passwords and required to pick the stronger one of each pair. Before the game started, 
a prompt about whether to enable 2FA popped up and required participants to make a decision. 

Participants were randomly assigned to six diferent conditions automatically by the game program, 
which were "Control", "Normal", "Nudge", "Reduction", "Elimination" and "Disadvantage" (see "Prompt 
Design" in the sidebar). The first three were associated with prompts with no explanations, simple 
explanations as common practice and the salience nudge as designed by Kankane et al. [4], respectively. 
The remaining three were designed according to security decision problems of our online surveys, with 
prospect theory [12] embedded. It is worth mentioning that the passwords in the game were created 
based on 27 hypotheses, a modification of what was designed by Ur et al. [14], and the strength of 
the passwords was calculated by the tool implemented by Ur et al. [13]. 
In addition, a questionnaire queried participants’ demographics and feelings about the prompts 

was placed at the game exit, but merely as an option. 

Findings & Discussions 
The field experiment was conducted to explore whether we could induce substantial changes of user 
behaviors about cybersecurity. We had 106 participants in six conditions (see Figure 1). Participants 
of diferent conditions showed significantly diferent decision tendencies (see Figure 2). It can be 
discovered from Figure 2 that participants in the condition "Disadvantage" were willing to adopt 2FA 
the most. It was shown by a Chi-square test of independence that there was a significant diference 

2on the security decisions made by participants across all conditions ( χ (10) = 17.245, p = 0.003, 
Fisher’s exact test), which implied the correlation between decisions and security recommendations 
of diferent phraseology as well. Thus, we could reject the null hypotheses H01 and H02. In addition, 
pairwise comparisons among "Reduction", "Elimination" and "Disadvantage" implied the embodiment 
of prospect theory. For example, the comparison between "Elimination" and "Disadvantage" indicated 
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Figure 1: Participant distribution (condi-
tions with initial leters) 

Figure 2: Security decisions (The blank 
area for "Yes", the shaded area for "No") 

Figure 3: Means of annoying levels and as-
sociated error bars 

participants’ Reference-dependent preference—the diference between adopting 2FA and not adopting 
it loomed larger under the expression of "disadvantage" than "advantage". 

Furthermore, with respect to the embodiment of the Reference-dependent preference, it is discovered 
that the results of the survey and the field experiment appear opposite. We consider it is because 
participants can not experience a real worry about the risk of privacy leakage without a real scenario. 
76 out of 106 participants ofered responses to the questionnaire, 68 of which were valid. Among 

these valid ones: (1) 34 females, 33 males, 1 others. (2) 91.2% were between 18-29 years old. (3) 
participants with technical background (n=21) did not make beter decisions than participants without 
(n=47). An example of the results is presented in Figure 3. It is discovered that the "Disadvantage" is 
the least annoying for participants. There were some other questions like "I think the information the 
prompt provided was useful" and "My decision was influenced by the prompt". Their choices were 
reported via a Five-point Likert Scale (1 = Totally Disagree, 5 = Totally Agree; M = 3.01, 2.82; SD = 0.98, 
1.01). To avoid bias, we did not mention the prompt before the game. It is surprising that only two 
realized our true purpose even if several questions mentioned the prompt. 

CONCLUSIONS & FUTURE WORK 

This paper discusses the use of prospect theory to nudge user into desirable security decisions. To 
study the feasibility and specific methods, we conducted online surveys and a field experiment. Results 
indicate that showing disadvantages can be useful to nudge participants. These findings can help 
efectively improve the persuasion of security recommendations, guiding users towards beter security 
decisions. The findings may also be useful to mitigate social engineering atacks to some extent. 

In the future, we are to test the correlations between security awareness and decisions. Moreover, 
other decisions such as whether to click an unknown link are also within our consideration. 
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