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Abstract

E
NVIRONMENT models serve as important resources for an autonomous robot by provid-
ing it with the necessary task-relevant information about its habitat. Their use enables

robots to perform their tasks more reliably, flexibly, and efficiently. As autonomous robotic
platforms get more sophisticated manipulation capabilities, they also need more expressive
and comprehensive environment models: for manipulation purposes their models have to in-
clude the objects present in the world, together with their position, form, and other aspects, as
well as an interpretation of these objects with respect to the robot tasks.

This thesis proposes Semantic 3D Object Models as a novel representation of the robot’s
operating environment that satisfies these requirements and shows how these models can be
automatically acquired from dense 3D range data. The thesis contributes in two important
ways to the research area acquisition of environment models.

The first contribution is a novel framework for Semantic 3D Object Model acquisition from

Point Cloud Data. The functionality of this framework includes robust alignment and integra-
tion mechanisms for partial data views, fast segmentation into regions based on local surface
characteristics, and reliable object detection, categorization, and reconstruction. The computed
models are semantic in that they infer structures in the data that are meaningful with respect to
the robot task. Examples of such objects are doors and handles, supporting planes, cupboards,
walls, or movable smaller objects.

The second key contribution is point cloud representations based on 3D point feature his-

tograms (3D-PFHs), which model the local surface geometry for each point. 3D-PFHs dis-
tinguish themselves from alternative 3D feature representations in that they are very fast to
compute, robust against variations in pose and sampling density, and cope well with noisy
sensor data. Their use substantially improves the quality of the Semantic 3D Object Models

acquired, as well as the speed with which they are computed. 3D-PFHs come with specific
software tools that allow for the learning of surface characteristics based on their underlying
geometry, the assembly of most distinctive 3D points from a given cloud, as well as limited
view-invariant correspondence search for 3D registration.
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The contributions presented in this thesis have been fully implemented and empirically
evaluated on different robots performing different tasks in different environments. The first
demonstration relates to the problem of cleaning tables by disposing the objects on them into
a garbage bin with a personal robotic assistant in the presence of humans in its working space.
The framework for Semantic 3D Object Model acquisition is demonstrated and used to con-
struct dynamic 3D collision maps, annotate the surrounding world with semantic labels, and
extract object clusters supported by tables in real-time performance. The second demonstra-
tion presents an on-the-fly model acquisition system for door and handle identification from
noisy 3D point cloud maps. Experimental results show good robustness in the presence of
large variations in the data, without suffering from the classical under or over-fitting problems
usually associated with similar initiatives based on machine learning classifiers. The third ap-
plication example tackles the problem of real-time semantic mapping of indoor environments
with different kinds of terrain classes, such as walkways and stairs, for the navigation of a
six-legged robot with terrain-specific walking modes.
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1 Introduction

“Our vision for robotics depends on

perception...”

GARY BRADSKI

T
HE population in Europe and many other countries is aging — probably causing the share
of people aged 65 years or over to double within the next 40 years. As life expectancy in-

creases, so does the chance of people becoming physically and cognitively limited or disabled,
often leading to care-dependency. In the same way as the number of people requiring care is
projected to increase is the number of people able to give care expected to decrease. This
societal development forces us to develop new concepts, including technologies, for promot-
ing independent living. Prolonging the independence of elderly people with minor disabilities
and increasing their participation in daily life is expected to improve the well-being and the
health-state of these people and thereby also mitigate the care-giving problem.

As a consequence, recent research programs as well as technology roadmaps propose per-
sonal assistive robots as a key technology for prolonging the independence of elderly peo-
ple [Sch07]. Leading research centers in Japan [ItSMaUoT07], in the United States [Con09]
and large cooperative research efforts in Europe [Pla09] are currently investigating technolo-
gies for the realization of mobile personal robots that can assist people in performing their
daily activities. These envisioned personal assistive robots are to bring people their walking
stick that they might have forgotten in another room the day before for example, and thereby
increase the people safety. The robots might also help the people setting the table, loading the
dishwasher, and cleaning up. Indeed a robot capable of performing pick-and-place tasks for
the objects of daily use might already be of substantial use.
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The realization of such personal assistive robots requires us to equip the robots with the
necessary perceptual capabilities. The robots have to detect, recognize, localize, and geomet-
rically reconstruct the objects in their environments in order to manipulate them competently.
They have to interpret the sensor data they receive in the context of the actions and activities
they perform. In order to get a cup out of the cupboard, the robot has to find the door handle
to open the cupboard.

Fortunately, the robots do not have to solve these perceptual tasks everyday from anew.
Because they are to perform many activities on a regular basis, because they are to manipulate
the same objects over and over again, and because the environment is kept stable, for example
by cleaning up, the robot can learn models of its environment and the objects it is to manipulate
and use the learned models to simplify its tasks and in particular its perceptual tasks.

Environment models serve as important resources for an autonomous robot by providing it
with the necessary task-relevant information about its habitat. Robots can make use of envi-
ronment models such that they perform their tasks more reliably, flexibly, and efficiently. For
example, a robot assistant that knows where cups are located, does not have to search for them.
Similarly, a robot can only clean up a part of the world if it understands what are the objects
that can be picked up but also the location where they normally belong. In general, robots
must know information about the functions of objects such as the handles of doors, in order to
manipulate them competently. To function efficiently, it is imperative that these environment
models are acquired autonomously and therefore support the deployment of mobile robots in
new environments, without requiring too many software updates or manual user input, because
they are able to adapt themselves to the changes in the environment.

This dissertation thesis investigates the perceptual capabilities of personal assistive robots
that can acquire models of their environments and the objects they are to manipulate.

The learning and use of environment models has a longstanding history in autonomous mo-
bile robotics. Elfes [Elf89] pioneered the area of environment mapping and equipped robots
with the means in order to localize themselves within the environment, or to determine what
are their destinations and how to move from the current positions there efficiently. If these
models would be inexistent, the robots would have to be programmed for each navigation task
individually and they would need to perform exorbitant costly searches through the environ-
ment in order to find their respective destinations.

As autonomous robotic platforms get more sophisticated manipulation capabilities, they
also need more expressive and comprehensive environment models: for manipulation pur-
poses their models have to include the objects present in the world, information about how to
grasp them, as well as an interpretation of these objects with respect to the robot tasks. In par-
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ticular, in human living environments, the objects of interest are actually designed for being
manipulated, for example: glasses are cylinders so that they can be grasped easily, mugs and
pots have handles, while drawers, cupboards and kitchen appliances have fixtures for operating
them.

More importantly, if a robot is asked to bring a glass it must not bring a dirty one or one that
is intended for the use of somebody else. Generally put, perception for mobile manipulation
must become a resource for the robot, which informs the robot with respect to what to do, to
which object, and in which way. This represents one of the main issues of semantic perception
for mobile manipulation.

1.1 Why “3D” Semantic Perception?

H
UMANS perceive their environments in terms of images, and describe the world in terms
of what they see. This erroneously suggests that we might be able to frame the percep-

tion problem solely in a 2D context. As we can see from Figures 1.1 and 1.2, framing the
perception problem this way can lead to failures in capturing the true semantic meaning of the
world.

The reasons are twofold. One one hand, monocular computer vision applications are flus-
tered by both fundamental deficiencies in the current generation of camera devices and limita-
tions in the datastream itself. The former will most likely be addressed in time, as technology
progresses and better camera sensors are developed. An example of such a deficiency is shown
in Figure 1.1, where due to the low dynamic range of the camera sensor, the right part of the
image is completely underexposed. This makes it very hard for 2D image processing applica-
tions to recover the necessary information for recognizing objects in such scenes.

The second reason is linked directly to the fact that computer vision applications make
use of 2D camera images mostly, which are inherently capturing only a projection of the 3D
world. Figure 1.2 attempts to capture this problem by showing two examples of matching a
certain object template in 2D camera images. While the system apparently matched the model
template (a beer bottle in this case) successfully in the left part of the image, after we zoom out,
we observe that the bottle of beer was in fact another picture in itself, stitched to a completely
different 3D geometric surface (the body of a mug in this case). This is a clear example which
shows that the semantics of a particular solution obtained only using 2D image processing can
be lost if the geometry of the object is not incorporated in the reasoning process.
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Figure 1.1 Model matching failure in underexposed 2D images. None of the features extracted
from the model (left) can be successfully matched onto the object of interest (right).

Figure 1.2 An example of a good model match using features extracted from 2D images (left),
where a beer bottle template is successfully identified in an image. However, zooming out
from the image, we observe that the bottle of beer is in fact another picture stitched to a
completely different 3D object (in this case a mug). The semantics of the objects in this
case are thus completely wrong.

1.2 Computational Problems

T
HE main computational problems of semantic perception that are investigated in this the-
sis are depicted in Figures 1.3 and 1.4. In both figures, the input data consists of range

measurements coming from lasers scanners, thus the input is a set of points with each point
having a 3D coordinate in the world. Typically these points result from estimations of the re-
flectance of the laser beams from object surfaces. Though in most cases the points are close
to the real scanned surfaces, they only represent rough approximations of them, and in some
cases they are sampled behind or in front of the surface.
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The first computational problem that we want to investigate can be formulated as follows.
Given a set of individual datasets as the ones presented in the left part of Figure 1.3, build a
Semantic 3D Object Map such as the one presented in the right part of the figure, that contains
information about the objects in the world such as: cupboards are cuboid containers with a
frontal door and a handle, tables are supporting planes which can hold objects that are to be
manipulated, and kitchen appliances contain knobs and handles that can be used to operate
them.

Input Output

Figure 1.3 Computational problem 1: create a Semantic 3D Object Map representation (right)
for a kitchen environment from a set of input datasets (left).

The second computational problem is given in Figure 1.4. Given a dataset representing a
supporting table plane with an object present on it (left), produce a representation such as the
one shown on the right part, where the object model is decomposed into individual parts to
help grasping applications and its surface is reconstructed using smooth triangular meshes.

These two examples pose serious challenges for the current generation of 3D perception
systems. Though both applications are formulated in the context of structured human living
environments, the variation of object placements and shapes, as well as the differences from
one room and apartment to another, makes the problem to be solved extremely difficult. In
particular the acquired datasets contains exacerbated levels of noise, there are objects and
surfaces which do not return measurements thus leaving holes in the data, the scenes are too
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Input Output

Figure 1.4 Computational problem 2: decompose an object into individual parts and recon-
struct its surface (right) from a raw dataset (left).

cluttered and the objects to be searched for contain extremely large – if not infinite – variations
of shapes and colors, just to mention a few.

1.3 Publications

T
HE work presented in this thesis spawned a series of publications presented at major con-
ferences and top journals in the field. Below is an excerpt from this list:

Journals

• Radu Bogdan Rusu, Jan Bandouch, Franziska Meier, Irfan Essa, Michael Beetz. Hu-

man Action Recognition using Global Point Feature Histograms and Action Shapes.

Advanced Robotics journal, Robotics Society of Japan (RSJ), 2009.

• Radu Bogdan Rusu, Aravind Sundaresan, Benoit Morisset, Kris Hauser, Motilal Agrawal,
Jean Claude Latombe, Michael Beetz. Leaving Flatland: Efficient Real-Time 3D Navi-

gation. Journal of Field Robotics, special issue on 3D Mapping, 2009.

• Radu Bogdan Rusu, Zoltan Csaba Marton, Nico Blodow, Mihai Dolha, Michael Beetz.
Towards 3D Point Cloud Based Object Maps for Household Environments. Robotics
and Autonomous Systems Journal, special issue on Semantic Knowledge, 2008.
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• Radu Bogdan Rusu, Brian Gerkey, Michael Beetz. Robots in the kitchen: Exploiting

ubiquitous sensing and actuation. Robotics and Autonomous Systems Journal, special
issue on Network Robot Systems, 2008.

Conferences

• Radu Bogdan Rusu, Andreas Holzbach, Rosen Diankov, Gary Bradski, Michael Beetz.
Perception for Mobile Manipulation and Grasping using Active Stereo. Proceedings of
the 9th IEEE-RAS International Conference on Humanoid Robots (Humanoids), Paris,
France, December 7-10, 2009.

• Nico Blodow, Radu Bogdan Rusu, Zoltan Csaba Marton, Michael Beetz. Partial View

Modeling and Validation in 3D Laser Scans for Grasping. Proceedings of the 9th IEEE-
RAS International Conference on Humanoid Robots (Humanoids), Paris, France, De-
cember 7-10, 2009.

• Ulrich Klank, Dejan Pangercic, Radu Bogdan Rusu, Michael Beetz. Real-time CAD

Model Matching for Mobile Manipulation and Grasping. Proceedings of the 9th IEEE-
RAS International Conference on Humanoid Robots (Humanoids), Paris, France, De-
cember 7-10, 2009.

• Zoltan Csaba Marton, Lucian Goron, Radu Bogdan Rusu, Michael Beetz. Reconstruc-

tion and Verification of 3D Object Models for Grasping. Proceedings of the 14th Inter-
national Symposium on Robotics Research (ISRR), Lucernce, Switzerland, August 31 -
September 3 2009.

• Radu Bogdan Rusu, Wim Meeussen, Sachin Chitta, M. Beetz. Laser-based Perception

for Door and Handle Identification. Proceedings of International Conference on Ad-
vanced Robotics (ICAR), Munich, Germany, June 22-26 2009. Best paper award.

• Radu Bogdan Rusu, Ioan Alexandru Sucan, Brian Gerkey, Sachin Chitta, Michael Beetz,
Lydia E. Kavraki. Real-time Perception-Guided Motion Planning for a Personal Robot.

Proceedings of IEEE/RSJ International Conference on Intelligent Robots and Systems
(IROS), St. Louis, MO, USA, October 11-15 2009.

• Zoltan Csaba Marton, Radu Bogdan Rusu, Dominik Jain, Uli Klank, Michael Beetz.
Probabilistic Categorization of Kitchen Objects in Table Settings with a Composite Sen-

sor. Proceedings of IEEE/RSJ International Conference on Intelligent Robots and Sys-
tems (IROS), St. Louis, MO, USA, October 11-15 2009.
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• Radu Bogdan Rusu, Zoltan Csaba Marton, Nico Blodow, Andreas Holzbach, Michael
Beetz. Model-based and Learned Semantic Object Labeling in 3D Point Cloud Maps

of Kitchen Environments. Proceedings of IEEE/RSJ International Conference on Intel-
ligent Robots and Systems (IROS), St. Louis, MO, USA, October 11-15 2009.

• Radu Bogdan Rusu, Nico Blodow, Zoltan Csaba Marton, Michael Beetz. Close-range

Scene Segmentation and Reconstruction of 3D Point Cloud Maps for Mobile Manipu-

lation in Human Environments. Proceedings of IEEE/RSJ International Conference on
Intelligent Robots and Systems (IROS), St. Louis, MO, USA, October 11-15 2009.

• Radu Bogdan Rusu, Andreas Holzbach, Nico Blodow, Michael Beetz. Fast Geomet-

ric Point Labeling using Conditional Random Fields. Proceedings of IEEE/RSJ Inter-
national Conference on Intelligent Robots and Systems (IROS), St. Louis, MO, USA,
October 11-15 2009.

• Radu Bogdan Rusu, Nico Blodow, Michael Beetz. Fast Point Feature Histograms (FPFH)

for 3D Registration. Proceedings of IEEE International Conference on Robotics and Au-
tomation (ICRA), Kobe, Japan, May 12-17 2009.

• Zoltan Csaba Marton, Radu Bogdan Rusu, Michael Beetz. On Fast Surface Reconstruc-

tion Methods for Large and Noisy Datasets. Proceedings of IEEE International Confer-
ence on Robotics and Automation (ICRA), Kobe, Japan, May 12-17 2009.

• Benoit Morisset, Radu Bogdan Rusu, Aravind Sundaresan, Kris Hauser, Motilal Agrawal,
Jean Claude Latombe, Michael Beetz. Leaving Flatland: Toward Real-Time 3D Nav-

igation. Proceedings of IEEE International Conference on Robotics and Automation
(ICRA), Kobe, Japan, May 12-17 2009.

• Michael Beetz, Freek Stulp, Bernd Radig, Jan Bandouch, Nico Blodow, Mihai E. Dolha,
Andreas Fedrizzi, Dominik Jain, Uli Klank, Ingo Kresse, Alexis Maldonado, Zoltan
Csaba Marton, Lorenz Moesenlechner, Federico Ruiz, Radu Bogdan Rusu, Moritz Tenorth.
Cognition, Control and Learning for Everyday Manipulation Tasks in Human Envi-

ronments. Proceedings of IEEE 17th International Symposium on Robot and Human
Interactive Communication (RO-MAN), Munich, Germany, August 1-3 2008. Invited
paper.

• Radu Bogdan Rusu, Aravind Sundaresan, Benoit Morisset, Motilal Agrawal, Michael
Beetz. Leaving Flatland: Realtime 3D Stereo Semantic Reconstruction. Proceedings
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of International Conference on Intelligent Robotics and Applications (ICIRA), Wuhan,
China, October 15-17 2008.

• Radu Bogdan Rusu, Zoltan Csaba Marton, Nico Blodow, Michael Beetz. Learning In-

formative Point Classes for the Acquisition of Object Model Maps. Proceedings of
10th International Conference on Control, Automation, Robotics and Vision (ICARCV),
Hanoi, Vietnam, December 17-20 2008.

• Radu Bogdan Rusu, Zoltan Csaba Marton, Nico Blodow, Mihai Dolha, Michael Beetz.
Functional Object Mapping of Kitchen Environments. Proceedings of 21st IEEE/RSJ In-
ternational Conference on Intelligent Robots and Systems (IROS), Nice, France, Septem-
ber 22-26 2008.

• Radu Bogdan Rusu, Nico Blodow, Zoltan Csaba Marton, Michael Beetz. Aligning Point

Cloud Views using Persistent Feature Histograms. Proceedings of 21st IEEE/RSJ Inter-
national Conference on Intelligent Robots and Systems (IROS), Nice, France, Septem-
ber 22-26 2008.

• Radu Bogdan Rusu, Zoltan Csaba Marton, Nico Blodow, Michael Beetz. Persistent

Point Feature Histograms for 3D Point Clouds. Proceedings of 10th International Con-
ference on Intelligent Autonomous Systems (IAS-10), Baden-Baden, Germany, July 23-
25 2008.

• Radu Bogdan Rusu, Jan Bandouch, Zoltan Csaba Marton, Nico Blodow, Michael Beetz.
Action Recognition in Intelligent Environments using Point Cloud Features Extracted

from Silhouette Sequences. Proceedings of 17th IEEE International Symposium on Robot
and Human Interactive Communication (RO-MAN), Munich, Germany, August 1-3
2008.

• Radu Bogdan Rusu, Nico Blodow, Zoltan Marton, Alina Soos, Michael Beetz. Towards

3D Object Maps for Autonomous Household Robots. Proceedings of the 20th IEEE
International Conference on Intelligent Robots and Systems (IROS), San Diego, CA,
USA, Oct 29 - 2 Nov 2007.

• Matthias Kranz, Alexis Maldonado, Radu Bogdan Rusu, Bernhard Hoernler, Gerhard
Rigoll, Michael Beetz, Albrecht Schmidt. Sensing Technologies and the Player Middle-

ware for Context-Awareness in Kitchen Environments. Proceedings of 4th International
Conference on Networked Sensing Systems, Braunschweig, Germany, June 6-8 2007.
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Workshops

• Michael Beetz, Nico Blodow, Ulrich Klank, Zoltan Csaba Marton, Dejan Pangercic,
Radu Bogdan Rusu. CoP-Man – Perception for Mobile Pick-and-Place in Human Liv-

ing Environments. Proceedings of the 22nd IEEE/RSJ International Conference on In-
telligent Robots and Systems (IROS), workshop on Semantic Perception for Mobile
Manipulation, St. Louis, USA, October 15, 2009. Invited paper.

• Radu Bogdan Rusu, Andreas Holzbach, Gary Bradski, Michael Beetz. Detecting and

Segmenting Objects for Mobile Manipulation. Proceedings of IEEE Workshop on Search
in 3D and Video (S3DV), held in conjunction with the 12th IEEE International Confer-
ence on Computer Vision (ICCV), Kyoto, Japan, 27 September, 2009.

• Zoltan Csaba Marton, Nico Blodow, Mihai Dolha, Moritz Tenorth, Radu Bogdan Rusu,
Michael Beetz. Autonomous Mapping of Kitchen Environments and Applications. Pro-
ceedings of 1st International Workshop on Cognition for Technical Systems, Munich,
Germany, October 6-8 2008.

• Radu Bogdan Rusu, Zoltan Csaba Marton, Nico Blodow, Michael Beetz. Interpretation

of Urban Scenes based on Geometric Features. Proceedings of 21st IEEE/RSJ Interna-
tional Conference on Intelligent Robots and Systems (IROS) Workshop on 3D Mapping,
Nice, France, September 26 2008. Invited paper.

• Radu Bogdan Rusu, Aravind Sundaresan, Benoit Morisset, Motilal Agrawal, Michael
Beetz, Kurt Konolige. Realtime Extended 3D Reconstruction from Stereo for Naviga-

tion. Proceedings of 21st IEEE/RSJ International Conference on Intelligent Robots and
Systems (IROS) Workshop on 3D Mapping, Nice, France, September 26 2008. Invited
paper.

• Radu Bogdan Rusu, Alexis Maldonado, Michael Beetz, Brian Gerkey. Extending Player

/ Stage / Gazebo towards Cognitive Robots Acting in Ubiquitous Sensor-equipped Envi-

ronments. Proceedings of IEEE International Conference on Robotics and Automation
(ICRA) Workshop for Network Robot Systems, Rome, Italy, April 14 2007.

• Michael Beetz, Jan Bandouch, Alexandra Kirsch, Alexis Maldonado, Armin Müller,
Radu Bogdan Rusu. The Assistive Kitchen - A Demonstration Scenario for Cognitive

Technical Systems. Proceedings of 4th COE Workshop on Human Adaptive Mechatron-
ics (HAM), 2007.
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1.4 Thesis Outline and Contributions

F
IGURE 1.5 presents a graphical roadmap depicting the organization of the thesis. The
contributions of this thesis consist in numerous theoretical formulations and practical

solutions to the problem of 3D semantic mapping with mobile robots. Divided into three dis-
tinct parts, the thesis starts by presenting important contributions to a set of algorithmic steps
comprising the kernel of a Semantic 3D Object Mapping system. This includes dedicated con-
ceptual architectures and their software implementations for 3D mapping systems, useful in
solving complex perception problems. Starting from point-based representations of the world
as preliminary data sources, an innovative solution for the characterization of the surface ge-
ometry around a point is given through the formulation of a Point Feature Histogram (PFH)
3D feature. The proposed feature space is extremely useful for the problem of finding point
correspondences in multiple overlapping datasets, as well as for learning classes of geometric
primitives that label point sampled surfaces. Other important contributions are presented in the
subsequent chapters, by addressing the problems of partial view point cloud registration under
geometric constraints, and surface segmentation and reconstruction from point cloud data for
static environments.

The second part of the thesis tackles the semantic scene interpretation of indoor environ-
ments, including both methods based on machine learning classifiers and parametric shape
model fitting, to decompose the environment into meaningful semantic objects useful for mo-
bile manipulation scenarios. The former is formulated in the context of supervised learning,
where multiple training examples are used to estimate the required optimal parameters for
the classification of 3D points based on the underlying surface that they represent. The lat-
ter includes hierarchical non-linear geometric shape fitting using robust estimators and spatial
decomposition techniques, capable of decomposing objects into primitive 3D geometries and
creating hybrid shape-surface object models. To obtain informative classes of complete ob-
jects, a novel global feature estimator which captures the geometry of the object using pairwise
relationships between its surface components is proposed and validated on datasets acquired
using active stereo cameras.

Finally, the third part of the thesis presents applications of comprehensive 3D perception
systems on complete robotic platforms. The first application relates to the problem of clean-
ing tables by moving the objects present on them in the context of dynamic environments
with personal robotic assistants. The proposed architecture constructs 3D dynamic collision
maps, annotates the surrounding world with semantic labels, and extracts object clusters sup-
ported by tables with real-time performance. The experiments are validated on the PR2 (Per-
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sonal Robotics 2) platform from Willow Garage, using the ROS (Robot Operating System)
paradigms. The second application uses the same mobile manipulation platform from Willow
Garage, and presents an architecture for door and handle identification from noisy 3D point
cloud maps. Experimental results show good robustness in the presence of large variations in
the data, without suffering from the classical under or over-fitting problems usually associated
with similar initiatives based on machine learning classifiers. The third and final complete
application example tackles the problem of real-time semantic mapping from stereo data for
navigation using the RHex (Robot Hexapod) mobile robot from Boston Dynamics.
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II. Mapping of Indoor Environments

I. Semantic 3D Object Mapping Kernel

Chapter 1.
Introduction

Chapter 2.
3D Map Representations

Chapter 3.
Mapping System Architectures

Chapter 5.
From Partial to Complete 

Models

Chapter 6.
Clustering and Segmentation

Chapter 7.
Static Scene Interpretation

Chapter 8.
Surface and Object Class Learning

Chapter 4.
3D Point Feature Representations

Chapter 9.
Parametric Shape Model Fitting

III. Applications

Chapter 10.
Table Cleaning in 

Dynamic Environments

Chapter 11.
Identifying and Opening Doors

Chapter 12.
Real-time Semantic Maps

from Stereo

Figure 1.5 A roadmap of the thesis. The source chapter of an arrow should be read before the
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2 3D Map Representations

“PICTURE, n. A representation in two

dimensions of something wearisome in

three.”

AMBROSE BIERCE (1842 - 1914?)

T
HE most primitive data representation unit in a three-dimensional Euclidean space is the
3D point itself, pi. This chapter gives a basic overview on acquisition techniques for 3D

points, as well as on representation formats for collections of points in the context of mapping
with mobile robots. Figure 2.1 presents examples of very accurate collections of 3D points
representing objects found in indoor environments.

2.1 Data Acquisition

B
Y definition, we will refer to a collection of 3D points as a point cloud structure P . Point
clouds represent the basic input data format for 3D perception systems, and provide dis-

crete, but meaningful representations of the surrounding world. Without any loss of generality,
the {xi, yi, zi} coordinates of any point pi ∈ P are given with respect to a fixed coordinate
system, usually having its origin at the sensing device used to acquire the data. This means that
each point pi represents the distance on the three defined coordinate axes from the acquisition
viewpoint to the surface that the point has been sampled on. Though there are many ways
of measuring distances and converting them to 3D points, in the context of mobile robotic
applications [Nue09], the two most used approaches are:
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• Time-of-Flight (TOF) systems, which measure the delay until an emitted signal hits a
surface and returns to the receiver, thus estimating the true distance from the sensor to
the surface;

• triangulation techniques, which estimate distances by means of connecting correspon-
dences seen by two different sensors at the same time. To compute the distance to a
surface, the two sensors need to be calibrated with respect to each other, that is, their
intrinsic and extrinsic properties must be known.

Figure 2.1 Example of very accurate point cloud datasets representing objects found in kitchen
environments, acquired using structured light sensing devices.

In addition, a special category of sensors use structured light to obtain high precision point
cloud datasets such as the ones presented in Figure 2.1. However, with few exceptions, these
sensing devices are not used in robotic applications in indoor environments, and their use is
mostly limited to 3D modeling applications in special constrained environments.

The first category of systems presented above involves sensing devices such as a Laser Mea-
surement System (LMS) or LIDAR, radars, Time-of-Flight (TOF) cameras, or sonar sensors,
which send “rays” of light (e.g. laser) or sound (e.g. sonar) in the world, which will reflect
and return to the sensor. Knowing the speed with which a ray propagates, and using precise
circuitry to measure the exact time when the ray was emitted and when the signal returned,
the distance d can be estimated as (simplified):

d =
ct
2

(2.1)
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2.1 Data Acquisition

where c represents the speed of the ray (e.g. speed of light for laser sensors), and t is the
amount of time spent from when the ray was emitted until it was received back. In contrast,
triangulation techniques usually estimate distances using the following equation (simplified):

d =
f T

‖x1 − x2‖
(2.2)

where f represents the focal distance of both sensors, T the distance between the sensors, and
x1 and x2 are the corresponding points in the two sensors. Though many different triangula-
tion systems exist, the most popular system used in mobile robotics applications is the stereo
camera. Figure 2.2 presents some of the sensing devices used for the acquisition of point cloud
data in this thesis.

Figure 2.2 Example of perception sources used to generate 3D point cloud datasets.

The laser measurement systems presented herein are inherently 2D, in the sense that they
combine a laser range finder with a rotating mirror to measure distances on a plane. To obtain
a 3D point cloud, they are placed on rotating units such as pan/tilt or robot arms as seen in the
left part of Figure 2.2. Using the kinematics of these units, we can obtain a multitude of such
2D measurement planes, which can then be converted into a consistent 3D representation. One
example of a point cloud P obtained using this principle is shown in Figure 2.3.

While the resultant point cloud is accurate enough to be used for modeling applications,
systems employing a rotating 2D laser are suffering from a few disadvantages, a main one
being the data acquisition speed. Though the work in this thesis makes use of one of the
fastest 2D laser systems to date, the SICK LMS 400, with acquisition frequencies of up to
500Hz, building a rotating unit that would move the entire laser unit with similar speeds in
order to obtain 3D point clouds is extremely hard and could pose real dangers in the context
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Figure 2.3 An example of a point cloud dataset acquired from a 2D laser moved with an
actuated tilting unit.

of robotic systems working in indoor environments where people are also present.

A solution that can be employed to obtain dense 3D data faster, is to use Time-of-Flight
camera systems, such as the SwissRanger 4000 (see Figure 2.2 right). These systems can pro-
vide 3D data representing a certain part of the world at frequencies up to 30Hz, thus enabling
their usage in applications with fast reactive constraints. The resultant data is however noisier
than the one acquired using laser sensors, not as dense (as the resolution of most TOF cameras
is very low), and can suffer from big veiling effects [MDH+08]. An example of such point
cloud data, acquired using a SR 4000 TOF camera is shown in Figure 2.4.

The second category of sensors used in this thesis comprises stereo cameras. Besides acqui-
sition speed, the major advantage of stereo cameras over systems working on a Time-of-Flight
principle, is that they are passive, in the sense that they do not need to project or send any
light or sound sources into the world in order to estimate distances. Instead, they just need
to find point correspondences in both cameras that match a certain criterion. Without going
into their working principle [HZ04] or implementation details [Kon97], it suffices to say that
due to the correspondence problem, it is impossible to estimate good depth measurements for
all data points (e.g. pixels) in the camera, especially in the absence of texture. Though in all
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2.1 Data Acquisition

Figure 2.4 An example of a point cloud dataset acquired using a Time-of-Flight camera.

fairness, better stereo matching techniques exist (see [NSG08] for a recent review), they are
not yet suitable for robotic applications demanding fast update rates. This means that the re-
sultant point cloud datasets acquired using passive stereo cameras are not always very dense,
or complete, and might contain holes for portions of the scene where texture is absent or point
correspondences are hard to estimate. Figure 2.5 shows two different datasets acquired using
a stereo system: a) in an environment where almost all surfaces are highly textured (left) and
b) in an environment where certain surfaces have texture-less regions.

Figure 2.5 Examples of point cloud datasets acquired using a stereo camera: in a textured en-
vironment (left); in an environment that lacks texture information in certain regions (right).
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A solution in this sense is to make sure that the world contains only objects which exhibit
good texture characteristics, or alternatively project random texture patterns onto the scene
in order to improve the correspondence problem. The latter falls into the category of trans-
forming the passive stereo approach into an active one, where intermittent flashes from texture
generators could be projected on objects using a structured light projector. An example of the
differences in the resultant depth images with and without such a projective texture approach
are presented in Figure 2.6.

Figure 2.6 An example of active stereo point cloud acquisition. Textured light in the right
column yields a denser disparity map for stereo.

The sensing devices presented in the right part of Figure 2.2 present an example of a com-
posite device that can potentially combine different data sources and fuse them together for the
purpose of using the strengths of each device [MRJ+09]. Figure 2.7 presents a few example
images acquired using the individual sensing devices which are part of the composite sensor
system.

Figure 2.7 Different images taken using the composite sensor device from Figure 2.2. From
left to right: stereo camera left and right images, TOF camera depth image, and finally a
thermal camera image.
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2.2 Data Representation

2.2 Data Representation

O
NCE a 3D point cloud dataset has been acquired using one of the methods presented in
the previous section, it needs to go through a series of geometric processing steps in

order to extract meaningful information that can help a robot in performing its tasks. It is the
role of a mapping system therefore to process and convert the raw input point cloud data into
different representations and formats based on the requirements imposed by each individual
processing step.

An important aspect when dealing with point cloud representations, is that they are able
to store much more information than just the 3D positions of points as acquired from the
input sensing device. For example, if the data has been acquired using a 2D laser sensor,
each measurement is usually accompanied by a surface remission value, which quantifies the
intensity of the reflected laser beam. Figure 2.8 presents an example of a point cloud dataset
acquired using a tilting 2D laser sensor, shown in remission scale using monochrome colors.
The artifacts in the figure can be ignored, as all data is unprocessed (raw) and presented as
acquired from the sensing device.

Figure 2.8 Point Cloud Dataset showed in surface remission (grayscale) spectrum.

Alternatively, during the acquisition process of a point cloud P , the distances from the
sensor to the surfaces in the world can be saved as properties for each resultant 3D point
pi ∈ P . Figure 2.9 represents the same point cloud dataset but this time colored in terms of
the distance of the objects with respect to the sensor acquisition origin.

Processing steps such as point cloud segmentation and clustering can work directly on the
raw point cloud data, and provide additional properties as outputs for each point. For example,
in the context of an application that requires that supporting table planes are segmented and
marked in the point cloud, and object clusters lying on these planes are clustered in an Eu-
clidean sense (see Chapter 6), each point pi ∈ P will receive an additional property that takes
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CHAPTER 2 3D Map Representations

Figure 2.9 Point Cloud Dataset showed in distance (red is close, blue is far away) spectrum.

the values of the new assigned class. Figure 2.10 presents an example of point annotations
and colors each point based on the class label received, such as tables with light green, object
clusters supported by them with a random color, and all remaining points are marked with
black.

Figure 2.10 Regions of interest in a point cloud dataset, represented using different class labels
and colors. The colors are chosen randomly in the two separate images for the purpose of
depicting the different object clusters and the table plane.

Giving the fact that all the above examples need point cloud representations which hold
multiple properties per point, the definition of a point pi = {xi, yi, zi} changes to that of
pi = { f1, f2, f3 · · · fn}, where fi defines a feature value in a given space (color, class label,
geometry, etc), thus changing the concept of a 3D point to a nD one. From these requirements,
we can deduce that an appropriate I/O data storage format for a point cloud P , would be to
save each point with all its attribute values on a new line in a file, and thus have a file with n
lines for the n total number of points in P . A fictitious example is shown bellow:
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2.2 Data Representation


x1 y1 z1 r1 g1 b1 l1 d1 · · ·
x2 y2 z2 r2 g2 b2 l2 d2 · · ·

· · ·
xn yn zn rn gn bn ln dn · · ·

where xi, yi, zi represent the 3D point coordinates, ri, gi, bi a color associated with each
point, li a class label, and di the distance from the sensor to the surface. From an imple-
mentation point of view, the data could be stored as ASCII files, or it could alternatively be
transformed into a binary representation, where each feature value has a fixed size (e.g. 32-
bits). The latter could provide significant advantages in terms of loading and saving large point
cloud datasets to disk, by making use of memory mapping mechanisms.

To understand the geometry around a query point pq, most geometric processing steps need
to discover a collection of neighboring points P k that represent the underlying scanned sur-
face through sampling approximations. The mapping system therefore needs to employ mech-
anisms for enabling the search of point neighbors in fast ways, without re-computing distances
between each other every time. A solution is to use spatial decomposition techniques such as
kd-trees or octrees, and partition the point cloud data P into chunks, such that queries with
respect to the location of the points inP can be answered fast. Though different from an imple-
mentation point of view, most spatial decomposition techniques can construct and give hints
of a volumetric representation for a cloud P , by enclosing all its points in boxes (also called
“voxels”) with different widths. An example of such representations is given in Figures 2.11
and 2.12 for octree data structures and box-decomposition (BD) trees respectively.

Figure 2.11 Volumetric representation using an octree structure, with a leaf size of 1.5cm.

Besides providing fast access to point locations and their corresponding neighbors, octree
representations are also popular in the context of collision detection applications, where in-
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Figure 2.12 Volumetric representation using a box decomposition tree (bd-tree) structure, with
a bucket size of 30 points.

stead of estimating distances to each point, we can perform raycasting to the voxels encom-
passing P to discover the portions of space which are free or occluded. A big advantage of
octree data structures is that they are easy to update and support point insertion and deletion
almost natively. Chapter 12 describes the implementation of a system that uses dynamic octree
structures for the purpose of real-time mapping with a mobile robot.

The other spatial decomposition technique mentioned above, the bd-tree, represents one
variant of a kd-tree structure optimized to provide a greater robustness for highly cluttered
point cloud datasets [AMN+98]. Its usage concerns mainly the fast search of approximate
nearest neighbors solutions, as shown in Chapter 4. However, in contrast to octree structures,
bd-trees or kd-trees are more difficult to update, and thus their usage is mostly limited to static
scenes for applications working with individual point cloud datasets.

Mobile manipulation and grasping applications also require data representations that can
approximate the surface better (i.e. in more detail) than the spatial decomposition represen-
tations shown above. When estimating grasping strategies or grasping points for a certain
object, the contact forces between the end effector (e.g. gripper, hand) of the mobile robot and
the object to be grasped have to be estimated.

In the context of this thesis we propose a series of surface reconstruction techniques, each
well suited for particular applications. Figure 2.13 presents the classical triangular surface
reconstruction approach for the same point cloud dataset presented above, using techniques
from our previous work [MRB09]. The triangle vertices are represented by the points pi ∈ P ,
while the edges can be stored in the following form:
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2.2 Data Representation


vi1 vj1 vk1

vi2 vj2 vk2

· · ·
vim vjm vkm

where vi, vj, vk represent point indices for pi ∈ P , and m represents the total number of
triangles created. This representation allows the combination of triangle meshes with other
point cloud data attributes stored per point as mentioned above.

Figure 2.13 Triangle meshes approximating the underlying sampled surface, showed in inten-
sity (red shades) spectrum.

One disadvantage of triangular mesh representations is that they are costly to update if
the scene changes. Taking for example the dataset in Figure 2.13, all objects located on the
table are connected to it to form a compact and uniform surface representation. If one of the
objects is removed from the table in a subsequent step however, the entire surface of the table
might need to be regenerated, depending on how many of the surface components are actually
connected with each other. Though clever implementations can be written to account for this
problem, a solution which gives good results in most cases is to model the surface using convex
planar polygons, such as the ones presented in Figure 2.14. Here, the system models the point
cloud dataset P first using an octree implementation with a small leaf width (see Chapter 12
for a comprehensive example), and then proceeds at estimating sets of planar patches that best
approximate the underlying surface model. The resultant models can be more inaccurate than
triangular surface meshes, but they provide important advantages in terms of the update speed
for applications with tight computational constraints.

Another interesting solution is to segment primitive geometric surfaces in P for the pur-
pose of providing smoother data approximations, using 3D shapes such as cylinders, planes,
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Figure 2.14 Convex planar patches approximating the underlying sampled surface.

spheres, cones, etc. For each object cluster such as the ones presented in Figure 2.10, the sys-
tem can first attempt to fit a primitive geometric shape, then use triangular meshes to model
the remaining points. The rest of the data in P can be left as points and labeled as such, thus
providing a true hybrid representation of the scene, using a multitude of formats presented so
far: points, geometric models, and triangular meshes.

Figure 2.15 Hybrid Point-Surface-Models representations, created by fitting 3D geometric
primitives to the point cloud dataset, and triangulating residual cluster points. The colors
are chosen randomly in the two separate images for the purpose of depicting the different
object clusters and the table plane.

2.3 Summary

T
HIS chapter presented basic acquisition schemes for 3D point cloud datasets in the context
of applications with mobile robots in indoor environments. Once an input point cloud

dataset is acquired, it needs to go through a series of processing steps, which require or store

28



2.3 Summary

the output in various different data representation formats. In general, point clouds represen-
tations are easy to work with, as they represent the raw scanned data. However, they require
large quantities of memory and their large size makes certain geometric processing operations
very difficult. Spatial decomposition structures alleviate both constraints, and provide simple
and fast access to the underlying points by the use of efficient tree structures.

Representations that approximate the underlying scanned surface with convex polygonal
patches, or triangular meshes, are useful for collision detection applications and in general
mobile grasping where the contact forces between the end effector (e.g. gripper, hand) of the
mobile robot and the object to be grasped have to be estimated.
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3 Mapping System
Architectures

“Each new situation requires a new

architecture.”

JEAN NOUVEL

T
O use a well known metaphor, designing the architecture of a 3D perception system can be
anything from a walk in the park to a day of fishing. This chapter takes on the challenge

of proposing a comprehensive system architecture for the Semantic 3D Object Mapping kernel
used in this thesis. Given the scenario laid out in the introduction, we are investigating the
following computational problem: from a set of point cloud representations, each resulting
from 3D laser scans acquired in an indoor environment, say a kitchen, automatically compute
an integrated semantic representation of the data, with cupboards and drawers represented
as cuboid containers with front doors and handles, tables and shelves as horizontal planes,
and objects of interest classified and categorized based on their properties and the underlying
geometric surface that they represent. Since this represents nothing else but the “holy grail” of
3D mapping systems from a data interpretation point of view (in the context of our application
scenario), the resultant system architecture would need to comprise a big list of geometric and
learning steps, where the output of a step requires the input of another, and so on.

Though designing a complex system architecture on paper is easy, implementing it on a
mobile manipulation platform with constrained resources is a different story. Thus before ad-
venturing at proposing any particular architecture at all, we need to first build a list of require-
ments that such a complex system needs to fulfill in order to function efficiently, robustly, and
for long periods of time without interruptions:
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CHAPTER 3 Mapping System Architectures

• modularity. Though the type of algorithmic steps could be set beforehand for general
purpose tasks such as: registration - align partial data together in the same frame, sur-
face reconstruction - create a surface representation from sampled point data, or region
segmentation - determine regions of interest in the data and mark them appropriately,
the architecture should allow the replacement of algorithms in one class of problems
with different or more efficient implementations when they become available.

• robustness. Assumptions referring to the results obtained from a particular algorithm
should not be absolute, in the sense that errors or mistakes should be tolerated and
dealt with accordingly. Though it becomes difficult to formulate this in a general sense,
one particular example is represented by segmentation results obtained from a planar
decomposition step for a dataset in a region growing framework (see Chapter 7). Though
in a first step not all regions are detected properly, the system falls back to a secondary
re-segmentation of the areas using the information acquired so far and a set of fixtures
(handles and knobs) detected in the vicinity of these planar areas.

• efficiency. All methods should be designed from the beginning to run on systems with
tight computational constraints (i.e. mobile manipulation platforms). While measuring
the efficiency of a particular algorithm, it must be noted that under realistic situations,
some of the computational resources usually available could be used by other subsys-
tems (e.g. motion planning, grasping, navigation).

• different levels of detail. Related to the previously mentioned step, in the context of
the availability of computational resources, the mapping architecture must be able to
provide intermediate but useful results to its consumers. For example, if a robot arm is
moving, there needs to be a perception mechanism in place that continuously provides
a dynamic obstacle map of the surrounding environment in order to prevent the robot
arm colliding with it. It doesn’t matter if the system cannot provide a fine triangular
mesh every couple of milliseconds because the surface reconstruction algorithms cannot
respect these computational constraints, but instead, a rougher representation using 3D
grids (voxels), or bounding spheres needs to be created and provided. Though not as
precise, it will keep the robot safe without crashing and thus prevent a catastrophe.
Additionally, different tasks require different levels of detail. While navigating to the
closest table needs only the rough position of the table, manipulating an object located
on it needs to model finer details with regards to the exact table bounds, table height, as
well as the object that is to be grasped.
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These are just a few of the theoretical requirements of the system architecture for a Semantic
3D Object Mapping kernel. What is obvious though, is that if the design of the architecture
adheres to these standards, it will be possible to construct particular mapping systems that
tackle and solve different applications in an efficient manner. Simply stated, there is no single
architecture that can be applied to all problems.

From the list of requirements presented above, we can formulate the definition of a map-

ping kernel. Since we cannot expect to have algorithms that perform perfectly in all possible
conditions, we would like to create a pool of methods that work very well for a particular situ-
ation instead, and use them in conjunction with each other whenever more complex problems
are to be solved. Because we already tackled the modularity issue above, we expect meth-
ods belonging to the same class to be swappable between each other and provide information
through a series of standard, well defined interfaces. For example, though there might be two
different ways to segment an object of interest from the planar surface it resides on, both meth-
ods should be instantiated and their results interpreted in the same way, so that a higher level
executive that controls the perception system can use one or the other without any changes
to the code. This collection of algorithms together with their respective interfaces forms what
we call the Semantic 3D Object Mapping kernel used for the remaining of this thesis. Based
on the application requirements, we will create and instantiate processing pipelines of such
algorithms, which will lead to unique architectures for every particular problem that we need
to solve. This does not imply that the proposed framework is not well defined, but rather that
we prefer flexible and efficient solutions for a given problem.

From the data acquisition point of view, an important aspect that has to be addressed at
the task executive level that is controlling the sensors and the mobile platform, concerns the
amount of overlap that individual data frames must have with respect to each other. Because
data acquisition routines are inherently 2D or 2.5D, it is impossible to obtain a complete 360◦

view representation for all the objects present in the world. Therefore, the system must assure
that the individually acquired frames are overlapping with a large degree, in order to ensure
that data registration algorithms will succeed in finding a correct solution every time.

An example of a complex system architecture that drives a good part of the work pre-
sented in this thesis is shown in Figure 3.1. Though applicable to data coming from indoor
environments (in particular kitchens) and to the problem of creating a semantic functional
representation of the world useful for mobile manipulation and grasping applications, most
of the concepts presented here have been shown to give good results for other problems
as well [RMCB09, RBM+09, RSG+09, MRJ+09], including outdoor datasets [RBMB08,
MRB09, BRBB09, RMBB08a].
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As seen from Figure 3.1, the input point cloud data is provided to the mapping system via a
point cloud acquisition module. The point cloud can be either generated by the sensing device
itself, or in the case where 2D laser sensors are used, converted into a consistent Euclidean rep-
resentation using specific software tools. The input data is then filtered using different methods
to remove spurious measurements and outliers, such as jump edges, in a sparse outlier removal
module. Based on the goals of the application, the data can then be resampled (downsampled
usually) so that the complexity of the problem is reduced, followed by a set of feature esti-
mation steps, including: normal and curvature estimation and consistent orientation, a feature
persistence analysis, and the estimation of complex features such as Point Feature Histogram
representations (see Chapter 4).

The next step in the proposed architecture consists in the registration of individual inter-
preted point cloud data views into an integrated and complete point cloud model of the world,
correcting the imprecise alignment caused by odometry. After registration, the complete model
could be resampled again to account for registration errors and point density variations.

In general, the above mentioned steps can be estimated for any input dataset, independent of
the problem that needs to be solved, and thus we call the collection of such steps as being part
of a Geometric Mapping framework. In contrast, the remaining methods are instantiated based
on various needs and particular application goals, as they tend to extract specific “functional”
information from the environment data.

As part of the Functional Mapping framework, the system can generate object hypotheses
and include them as individual entities in the map. In addition, rectangular planes and boxes
of specific size ranges can be assessed as candidates for specific parts of the world, such as
cupboards and tables. Their actual class designation can then be given either through a set of
heuristic common sense rules, or by learning models from sets of training data and using them
to classify new data instances. To compute this semantic object environment model, the robot
monitors acquired point cloud data views over time, and integrates them into the existing map.

All the above mentioned steps will be explained in detail in the next chapters.
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Figure 3.1 An example of a complex system architecture for a Semantic 3D Object Map-
ping system for the particular problem of mapping in indoor environments (in particular
kitchens) as presented in this thesis.
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4 3D Point Feature
Representations

“One new feature or fresh take can

change everything.”

NEIL YOUNG

I
N their native representation, points as defined in the concept of 3D mapping systems are
simply represented using their Cartesian coordinates x, y, z, with respect to a given origin.

Assuming that the origin of the coordinate system does not change over time, there could be
two points p1 and p2, acquired at t1 and t2, having the same coordinates. Comparing these
points however is an ill-posed problem, because even though they are equal with respect to
some distance measure (e.g. Euclidean metric), they could be sampled on completely different
surfaces, and thus represent totally different information when taken together with the other
surrounding points in their vicinity. That is because there are no guarantees that the world has
not changed between t1 and t2. Some acquisition devices might provide extra information for
a sampled point, such as an intensity or surface remission value, or even a color, however that
does not solve the problem completely and the comparison remains ambiguous.

Applications which need to compare points for various reasons require better characteristics
and metrics to be able to distinguish between geometric surfaces. The concept of a 3D point
as a singular entity with Cartesian coordinates therefore disappears, and a new concept, that
of local descriptor, takes its place. The literature is abundant of different naming schemes
describing the same conceptualization, such as shape descriptors, or geometric features, but
for the remaining of this thesis they will be referred to as point feature representations.
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Figure 4.1 Point feature representations for three pairs of corresponding points (pi, qi) on 2
different point cloud datasets.

The theoretical formulation of a feature representation for a given point pq is given as
follows. Let pq be the query point, and P k = {pk

1 · · · pk
2} a set of points located in the

neighboring vicinity of pq. The concept of a neighbor is given as:

‖pk
i − pq‖x

≤ dm (4.1)

where dm is a specified maximum allowed distance from the neighbor to the query point, and
‖ · ‖x is an example Lx Minkowski norm (though different other distance norms can be used).
Additionally, the number of neighbors in P k can be capped to a given value k. A point feature
representation can then be described as a vector function F, describing the local geometric
information captured by P k, around pq:

F(pq, P k) = {x1, x2, x3 · · · xn} (4.2)

where xi, i ∈ {1 · · · n} represents the dimension i of the resultant feature vector represen-
tation. Comparing two different points p1 and p2 then results in comparing the difference in
some space between their feature vectors F1 and F2. Let Γ be the similarity measure describing
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4.1 The “Neighborhood” Concept

the difference between p1 and p2, and d a distance metric, then:

Γ = d(F1, F2) (4.3)

As d tends to some minimum, say d → 0, the two points will be considered as being similar
with respect to their feature representations. If d is large, then the points are to be considered
distinct from each other – i.e., they represent different surface geometries.

By including the surrounding neighbors, the underlying sampled surface geometry can be
inferred and captured in the feature formulation, which contributes to solving the ambiguity
comparison problem. Ideally, the resultant features would be very similar (with respect to
some metric) for points residing on the same or similar surfaces, and different for points found
on different surfaces, as shown in Figure 4.1.

A “good” point feature representation distinguishes itself from a “bad” one, by being able
to capture the same local surface characteristics in the presence of:

• rigid transformations – that is, 3D rotations and 3D translations in the data should not
influence the resultant feature vector F estimation;

• varying sampling density – in principle, a local surface patch sampled more or less
densely should have the same feature vector signature;

• noise – the point feature representation must retain the same or very similar values in
its feature vector in the presence of mild noise in the data.

The next sections address the problem of feature estimation, and explain the process re-
quired in obtaining the set of neighbors P k for a given query point pq.

4.1 The “Neighborhood” Concept

C
ONCEPTUALLY, the problem of determining the point’s neighbors P k is closely related
to the specific metric space that needs to be used. In general, the definition given in

Equation 4.1 stands, with the Euclidean L2 norm being the most popular instantiation. This
means that in order to determine the k closest points of a query point pq ∈ P , all distances
from pq to all the other points in P must be estimated and ordered, with the first smallest k
ones corresponding to the closest set of points P k.

This brute-force process however is extremely costly and it makes little sense to use it for
applications where closest point queries are frequent. Additionally, because of the small errors
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present in the acquired data, the true nearest neighbor of a point might be different than the one
that has the smallest distance, especially if the input data is dense enough. This promotes the
use of approximate nearest neighbor solutions, and in particular, orthogonal decomposition
methods such as the ones presented in [AM93, AMN+98, ML09]. These approaches employ
a parameter ε ≥ 0 that describes the acceptable error bound for the solution to be found. For
any returned neighboring point pk

i , the ratio between the distance to it and the true nearest
neighbor qk is at most 1 + ε, that is:

‖pk
i − pq‖x

≤ (1 + ε)‖qk − pq‖x
(4.4)

There are many solutions that can speed up the computation even further and return ex-
tremely fast results using these error margins. From an implementation point of view, the es-
timated distances are usually squared such that slower square root calculus is avoided, values
can be cached as proposed in [And07] to speed up subsequent searches, or multiple random-
ized trees can be created at once to help split the dimensions on which the data has the greatest
variance [ML09, SAH08].

From an usage point of view, there are two specific application examples for the determina-
tion of P k for a query point pq, namely:

• determine the closest k neighbors of the query point (k search);

• determine all the k neighbors of the query point up to a radius r from it (radius search).

The latter is of particular interest for 3D feature estimation, because it attempts to capture
the data on the same surface patch, independently on the number of points sampled, distance,
or angle with respect to the sensor. An example is shown in Figure 4.2 where for a given query
point pq (marked with red), the set of P k neighbors in a specific given radius r is selected for
the purpose of estimating the normal to the surface sampled around pq (see Section 4.3 for the
mathematical details).

The specifics of the nearest-neighbor estimation problem raise the question of the right scale

factor: given a sampled point cloud dataset P , what are the correct k or r values that should be
used in determining the set of nearest neighbors P k of a point? This issue is of extreme im-
portance and constitutes a limiting factor in the automatic estimation (i.e., without user given
thresholds) of a point feature representation. To better illustrate this issue, Figures 4.3 and
4.4 present the effects of selecting a smaller scale (i.e., small r or k) versus a larger scale (i.e.,
large r or k). The left part of the figures depicts a reasonable well chosen scale factor, with esti-
mated surface normals approximatively perpendicular for the two planar surfaces (Figure 4.3),
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Figure 4.2 Example of a radius r search to determine the set of neighbors P k for the query
point (marked with red). P k is used to estimate an approximative surface normal at the
query point (blue arrow).

and small edges visible all across the table (Figure 4.4). If the scale factor however is too big
(right part), and thus the set of neighbors P k is larger covering points from adjacent surfaces,
the estimated point feature representations get distorted, with rotated surface normals at the
edges of the two planar surfaces (Figure 4.3), and smeared edges and suppressed fine details
(Figure 4.4).

Figure 4.3 Example of estimated surface normals for a subset of points in a given P using: a)
a small (good) scale factor (left); b) a large (bad) scale factor (right).

Some of these particularities have been investigated in initiatives such as [LUVH05] or
[MN03] in the context of surface normal estimation, where the authors attempt to automati-
cally estimate the correct scale by iteratively determining the patch density for increasing radii
r. These methods are slow however, and still rely on assumptions with regards to a somewhat
constant point density throughout the datasets. Moreover, they have been applied only to sur-
face normal estimation which is just one of the many feature representations. A comprehensive
analysis on multi-scale statistical approaches is also given in [Unn08]. Section 4.6 will present
a more in-depth discussion regarding the above points, but for now it suffices to assume that
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Figure 4.4 Example of estimated surface curvatures for a subset of points in a given P using:
a) a small (good) scale factor (left); b) a large (bad) scale factor (right). See Section 4.3 for
the mathematical details.

the scale for the determination of a point’s neighborhood has to be selected based on the level
of detail required by the application. Simply put, if the curvature at the edge between the han-
dle of a mug and the cylindrical part is important, the scale factor needs to be small enough to
capture those details, and large otherwise.

4.2 Filtering Outliers

B
EFORE attempting to estimate the characteristics of a point with respects to its surround-
ing neighbors, it is important to analyze if the surrounding neighbors are good represen-

tations of the underlying sampled surface. This analysis can range from simple thresholding
values that do not respect certain constraints, to performing a more detailed mathematical
analysis on the uncertainties in the measured position like in [BBL09]. In the interest of gen-
erality, the methods given here expect minimal assumptions about the underlying acquisition
device, and can thus be in general applied to any point cloud dataset P .

The majority of point feature representations require an absolute minimum of k ≥ kmin

neighbors in the vicinity of a query point pq in order to be computable. Due to the varying
data density present in 2.5D scans however, there will be several points which cannot respect
these constraints. These either reside on surfaces with high reflective properties such as shiny
metals, or appear as outliers at the transition between two surfaces due to occlusions. The latter
are also known as jump edges, depth discontinuities, or occlusion boundaries in the literature.
Removing these points from the point cloud leads to an overall faster processing time, due to
the reduced remaining number of points.
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4.2 Filtering Outliers

The literature is abundant in methods for the removal or marking of jump edges, either based
on segmentation principles [PRLLM08, Pet02], or by exploiting the properties of a particular
sensor [MDH+08], with an interesting overall comparison given in [THA07], to name a few.
From the feature estimation point of view however, a unified formulation able to remove all
points in sparse density areas, including jump edges, would solve the problem better.

The proposed solution is based on a statistical analysis of each point’s neighborhood P k as
we previously proposed in [RMB+08a]. For each point pq ∈ P , the mean distance d to its k
closest neighbors is first computed. Then, a distribution over the mean distance space for the
entire point cloud P is assembled and its mean µk and standard deviation σk are estimated.
The goal is to retain the points whose mean distance d to the closest k neighbors is similar to
the one for the rest of the points. As this describes a measure of the underlying point cloud
density surrounding a point, the remaining point cloud P∗ is simply estimated as follows:

P∗ = {p∗q ∈ P| (µk − α · σk) ≤ d
∗ ≤ (µk + α · σk)} (4.5)

where α is a desired density restrictiveness factor. An illustrative example for the effects of the
statistical analysis and filtering is shown in Figure 4.5. The left part of the figure presents a
point cloud dataset P containing several areas with lower point densities (marked with circles)
encapsulating either jump edges or spurious measurements. The middle part of the figure
presents the resultant point cloud P∗, after the removal of points residing in sparse density
areas. The value of α was set to 1 for the purpose of these experiments.

Figure 4.5 A point cloud dataset P containing many outliers (left). The resultant filtered
dataset P∗ after statistical analysis and filtering (middle), with number of points left:
728070 out of 730664, i.e. 99.64%. The mean distances to k = 30 neighbors before and
after removal using α = 1. Remission values are shown in grayscale in both scans.

An alternative method for removing bad data, this time in the context of gross erroneous
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measurements (i.e., resultant points where there is no surface), is to consider additional scans
taken from the same or a very close position, and infer the errors by fusing the information
between the scans. This is only possible of course, if the individually acquired point clouds Pi

can be transformed so that they lie in the same coordinate system.
Assuming that the world did not change between the first scan Pi and the subsequent Pi+1,

and that their acquisition viewpoints are identical, the simplest form of filtering outliers could
be employed as follows. For each point p ∈ Pi, search for its closest correspondent neighbor
q ∈ Pi+1. If the distance between p and q is larger than a user specified threshold, then p is
an outlier and can be safely removed from Pi. Additionally, all the remaining points could be
averaged between the two scans.

For non-identical acquisition points, a viable solution is to apply a raycasting based scheme
such as the one we previously proposed in [BRBB09]. Given a point cloud dataset Pi, an
octree representation Oi is created, such that all points pi ∈ Pi are associated with a voxel
vi ∈ Oi (see Figure 4.6).

Figure 4.6 Voxelizing a point cloud dataset for the purpose of raycasting-based filtering. The
resultant octree is shown in green.

Every new dataset Pi+1 is first transformed into the same coordinate system as Pi (see
Chapter 5), followed by the creation of a new Oi+1 octree representation. Given that the two
acquisition viewpoints for Pi and Pi+1, namely vpi and vpi+1 are now in the same coordinate
system as well, a ray (i.e., line) from vpi+1 to each of the voxels vi+1 ∈ Oi+1 is created. Due
to the volumetric octree representation, the line will intersect in its path: a) free empty voxels
of either Oi or Oi+1, or b) occupied voxels v∗i ∈ Oi. By making the same assumptions about
the world being unchanged between the time the two point cloud datasets were acquired, all
intersected voxels v∗i ∈ Oi can be uniformly assumed to be outliers and the points pi located
in them can be removed. Figure 4.7 presents the raycasting process for two subsequently
acquired datasets as described above. The points discovered to be outliers are marked with
red.
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Figure 4.7 Two subsequently acquired datasets (Pi and Pi+1) and their corresponding octrees
(Oi and Oi+1) shown in brown (i) and green respectively (i + 1). The blue lines represent
the rays casted from the acquisition viewpoint vpi+1 to the voxels vi+1 ∈ Oi+1. The fil-
tered points (outliers) are shown in red. The left part of the figure presents the wireframe
interpretation of the scene in the right.

4.3 Surface Normals and Curvature Estimates

O
NCE determined, the neighboring points P k of a query point pq can be used to estimate
a local feature representation that captures the geometry of the underlying sampled

surface around pq. An important problem in describing the geometry of the surface is to first
infer its orientation in a coordinate system, that is, estimate its normal. Surface normals are
important properties of a surface and are heavily used in many areas such as computer graphics
applications to apply the correct light sources that generate shadings and other visual effects.

Though many different normal estimation methods exist (see [KAWB09] for a recent com-
parison for normal estimation in 3D range data), the simplest method is based on the first order
3D plane fitting as proposed by [BC94]. The problem of determining the normal to a point on
the surface is approximated by the problem of estimating the normal of a plane tangent to the
surface, which in turn becomes a least-square plane fitting estimation problem in P k [Sha98].
The plane is represented as a point x and a normal vector ~n, and the distance from a point
pi ∈ P k to the plane is defined as di = (pi − x) ·~n. The values of x and~n are computed in a
least-square sense so that di = 0. By taking:

x = p =
1
k
·

k

∑
i=1

pi (4.6)

as the centroid of P k, the solution for~n is given by analyzing the eigenvalues and eigenvectors
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of the covariance matrix C ∈ R3×3 of P k, expressed as:

C =
1
k

k

∑
i=1

ξi · (pi − p) · (pi − p)T, C · ~vj = λj · ~vj, j ∈ {0, 1, 2} (4.7)

The term ξi represents a possible weight for pi, and usually equals 1. C is symmetric and
positive semi-definite, and its eigenvalues are real numbers λj ∈ R. The eigenvectors ~vj form
an orthogonal frame, corresponding to the principal components of P k. If 0 ≤ λ0 ≤ λ1 ≤ λ2,
the eigenvector ~v0 corresponding to the smallest eigenvalue λ0 is therefore the approximation
of +~n = {nx, ny, nz} or −~n. Alternatively,~n can be represented as a pair of angles (φ, θ) in
spherical coordinates [HLLS01], as:

φ = arctan
(

nz

ny

)
, θ = arctan

√
(n2

y + n2
z)

nx
(4.8)

In general, because there is no mathematical way to solve for the sign of~n, the orientation of
the normal computed via Principal Component Analysis (PCA) as shown above is ambiguous,
and not consistently oriented over a point cloud dataset P . Figure 4.8 presents these effects
on two sections of a larger dataset representing a part of a kitchen environment. The right part
of the figure presents the Extended Gaussian Image (EGI), also known as the normal sphere,
which describes the orientation of all normals ~ni from P . Since the datasets are 2.5D and have
thus been acquired from a single viewpoint vp, normals should be present only on half of the
sphere in the EGI. However, due to the orientation inconsistency, they are spread across the
entire sphere.

Figure 4.8 Left and middle: inconsistently oriented surface normals ~ni acquired using PCA in
a 2.5D dataset P . Right: the resultant EGI (normal sphere) for P .

The solution to this problem is trivial if the viewpoint vp is in fact known. To orient all
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normals ~ni consistently towards the viewpoint, they need to satisfy the equation:

~ni · (vp − pi) > 0 (4.9)

Figure 4.9 Left and middle: consistently re-oriented surface normals ~ni satisfying equation
4.9. Right: the resultant EGI (normal sphere) after re-orientation for P .

Figure 4.9 presents the results after all normals in the datasets from Figure 4.8 have been
consistently oriented towards the viewpoint. In situations where the viewpoint information
is not available, the problem is a bit more difficult to solve. One possible solution is given
by [HDD+92], and consists in modeling the consistency as a graph optimization problem.
The key idea is to consider that two data points pi and pj belonging to a smooth surface and
geometrically close, need to have their normals consistently oriented, that is:

~ni · ~nj ≈ 1 (4.10)

In general, this assumption holds true for densely sampled datasets representing smooth
surfaces. Each point pi ∈ P is therefore modeled as a node in a graph, with edge costs
being set to the Euclidean distances between the points. This graph formulation that tends to
connect neighbors is found to be the Euclidean Minimum Spanning Tree (EMST). Starting
from a random node encapsulating pi that is guaranteed to have a correct normal orientation
~ni, the orientation of its adjacent nodes is propagated by traversing the minimal spanning tree
of the graph and changing the sign of each normal which satisfies the equation:

~ni · ~nj < 0⇒ ~nj = −~nj (4.11)

As the authors note [HDD+92], setting the cost of graph edges to Euclidean distances can
sometimes lead to failures in the propagation orientation. A better edge cost eg is therefore
formulated as:
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eg = 1− |~ni · ~nj| (4.12)

The proposed cost is non-negative and has the property that its value is small for unoriented
nearly parallel normals, therefore enabling a better traversal of the minimal spanning tree for
a consistent normal propagation. Figure 4.10 presents the Riemannian graphs created with the
method proposed in [HDD+92] for the datasets presented in Figure 4.8. Due to the fact that the
surfaces sampled are non-smooth, the resultant graph is not perfect. Moreover, the algorithm
has a big computational complexity for large datasets like these.

Figure 4.10 Riemannian graphs for general sampled surfaces used for the purpose of consis-
tent normal orientation.

In addition to surface normal estimates, the eigenanalysis (PCA) presented earlier can also
be used to infer different measures of the surface curvature around pq. In general there are
many ways to define the curvature of a surface at a specific point, but they usually require the
surface to be already represented as a triangular mesh, and not just by points sampled on it.
The work of [DHKL01] defines the Gaussian K and mean H curvature of a smooth surface at
a certain vertex point as:

K = κ1κ2, H =
κ1 + κ2

2
, H2 ≥ K (4.13)

where κ1 and κ2 are the principal curvatures of the surface. The pair {K, H} however pro-
vides a poor representation since the estimated values are strongly correlated. A different
curvature formulation [KvD92] is given in the form of the shape index SI ∈ [0, 1]:

SI =
1
2
− 1

π
arctan

(
κ1 + κ2

κ1 − κ2

)
, κ1 ≥ κ2 (4.14)

Unfortunately, the above expressions are sensitive to noise [HLLS01] and cannot be esti-
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mated from a set of sampled points P k directly. A solution is to use the eigenvalues λj of the
covariance matrix C as approximations of the surface variation around p. If λ0 = min(λj),
the variation of a point p along the surface normal~n can be estimated as:

σp =
λ0

λ0 + λ1 + λ2
(4.15)

This ratio between the minimum eigenvalue and the sum of the eigenvalues approximates
the change of curvature in a neighborhood P k centered around p [PGK02], and is invariant
under rescaling. Small values of σp indicate that all points in P k are on the plane tangent to
the surface.

The estimated σpi
values are dependent on the choice of k and the estimation of C, and

can be highly influenced by noise. An alternative scheme that we proposed in [RMB+08a]
is to attempt to suppress noisy data by adapting the covariance matrix C based on the inlier
point distances to a best fit plane. This means that instead of estimating the tangent least-
squares plane to the surface, the algorithm attempts to find the best plane model fit in a sample
consensus framework, given a maximum distance deviation dmax from each point pi to the
plane. Once the model has been found, the points in P k can be classified as inliers if their
distance to the plane di ≤ dmax, and outliers otherwise. To influence the computation of the
covariance matrix C, the weight term ξi can be rewritten as follows:

ξi =

 exp(−
d2

i
µ2 ), pk

i outlier

1, pk
i inlier

(4.16)

where µ is the mean distance from the query point pq to all its neighbors pk
i ∈ P k, and di is

the distance from p to its pk
i neighbor.

Our method has the advantage that it takes into account the distance from every outlier
(found using the robust estimator above) to the query point, thus changing the model slightly.
This will guarantee that correct normals are estimated even in the proximity of sharp edges.
The search for planar models is performed using a RMSAC (Randomized M-Estimator SAm-
ple Consensus) estimation method, which adds a Td,d test as proposed in [CM02] to an MSAC
estimator [TZ00]. Figure 4.11 presents the effect of the k-neighborhood support selection in a
noisy point cloud for surface curvature estimation, using standard techniques (left), and using
our proposed method (right). Because in our method the surface curvature is estimated based
on a better k neighborhood support, edges are much sharper. This has a big influence on the
quality of point cloud segmentation in different regions of interest, as we will see in Chapter 6.
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Figure 4.11 Estimating surface curvatures for a noisy point cloud: using all k = 30 neigh-
bors as inliers (left), and selecting automatically the best k-neighborhood support using our
method (right). In both scans, curvature values are shown in grayscale: low curvatures are
darker.

4.4 Point Feature Histograms (PFH)

A
S point feature representations go, surface normals and curvature estimates are somewhat
basic in their representations of the geometry around a specific point. Though extremely

fast and easy to compute, they cannot capture too much detail, as they approximate the geom-
etry of P k with only a few values. As a direct consequence, most scenes will contain many
points with the same or very similar feature values, thus reducing their informative charac-
teristics. Even if the feature estimation would be able to cope with noisy datasets, it can still
be easily deduced that applications who rely on these minimal dimensional features will deal
with multiple and false correspondences and will be prone to failure.

To alleviate the above, several communities have proposed a multitude of different types
of point feature representations that would allow a better representation of the neighborhood
surface. Section 4.7 attempts to address some of these related initiatives and to explain the
differences between them and our proposed approach. In general though, it would be ideal to
have an informative label as a feature representation for a point, such as: point lying on an
edge, point lying on a sphere or a plane, and so on. Using such feature representations and sets
of geometric constraints between them, the probability of uniquely defining surface geometries
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would increase. Therefore one of the goals of our work is to identify a multi-dimensional
feature space with a high discriminative power, such that point feature representations for
data points sampled on the same surface can be grouped in the same class, while data points
on different surfaces must be assigned to different classes. The representation proposed in
this thesis is inspired by the global descriptor work on synthetic object recognition presented
in [WHH03].

To formulate the new feature space, the concept of a dual-ring neighborhood is first intro-
duced. Let P be a set of 3D points with {xi, yi, zi} geometric coordinates. A point pi ∈ P is
said to have a dual-ring neighborhood if:

(∃)r1, r2 ∈ R, r1 < r2, such that

{
r1 ⇒ P k1

r2 ⇒ P k2
, with 0 < k1 < k2 (4.17)

The two radii r1 and r2 are used to determine two distinct layers of feature representations
for pi. The first layer has already been described in the previous section and represents the
surface normal at the query point, obtained from the Principal Component Analysis of the
neighborhood patch P k1 . The second layer comprises the Point Feature Histogram (PFH)
representation, explained in this section.

The goal of the PFH formulation is to encode the P k2 neighborhood’s geometrical prop-
erties by generalizing the mean curvature around pi using a multi-dimensional histogram of
values. This highly dimensional hyperspace provides an informative signature for the feature
representation, is invariant to the 6D pose of the underlying surface, and copes very well with
different sampling densities or noise levels present in the neighborhood.

A Point Feature Histogram representation is based on the relationships between the points
in P k2 and their normals. Simply put, it attempts to capture as best as possible the sampled
surface variations by taking into account all the interactions between the directions of the
estimated normals. The resultant hyperspace is thus dependent on the quality of the surface
normal estimations at each point. The idea is somewhat similar to the Support Vector Machine
theory presented in Appendix C.1, where the input data is first transformed into a higher order
dimensional space through the usage of special functions called kernels.

In general, there could be many ways to capture the variations of surface normals in a local
patch. Since the purpose of our formulation is not to average values out, like other similar
representations (see Section 4.7), but to model the intrinsic properties of the surface in detail,
a measure of variation will be estimated for each pair of points pi and pj from P k2 . The first
step in estimating the PFH for a point pi is to therefore estimate all surface normals ~ni from
the points in P k2 . This can be computed either on demand, or done as a preliminary step for
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each pi ∈ P . Then, to compute the relative difference between two points pi and pj and their
associated normals ~ni and ~nj, we define a fixed Darboux coordinate frame at one of the points.
In order for the frame to be uniquely defined:

if: arccos(~ni · ~pji) ≤ arccos(nj, ~pij), pji = pj − pi, pij = pi − pj

then

{
ps =pi, ns = ni

pt =pj, nt = nj

else

 ps =pj, ns = nj

pt =pi, nt = ni

(4.18)

where ps is defined as the source point and pt as the target. The source point is chosen such
that the angle between its associated normal and the line connecting the two points is minimal.
The Darboux frame origin (see Figure 4.12) can then be defined at ps as:

u =ns

v =u× (pt − ps)
‖pt − ps‖2

w =u× v

(4.19)
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Figure 4.12 A graphical representation of the Darboux frame and the angular PFH features
for a pair of points ps and pt with their associated normals ns and nt.

Using the Darboux uvw frame, the difference between the two normals ns and nt can be
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expressed as a set of angular features as follows:

α = v · nt

φ = u · (pt − ps)
d

θ = arctan(w · nt, u · nt)

(4.20)

where d is the Euclidean distance between the two points ps and pt, d = ‖pt − ps‖2.
The quadruplet 〈α, φ, θ, d〉 is computed for each pair of two points in the P k2 neighborhood,
therefore reducing the 12 values (x, y, z, nx, ny, nz for each point) of the two points and their
normals to 4.

The number of quadruplets formed in a neighborhoodP k is k k−1
2 , with an overall theoretical

computational complexity of O(k2). That means that for a point cloud dataset P with n points,
the complexity is O(nk2).

Figure 4.13 presents an influence region diagram of the PFH computation for a query point
(pq), marked with red and placed in the middle of a circle (sphere in 3D) with radius r, and
all its k neighbors (points with distances smaller than the radius r) are fully interconnected in
a mesh.
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Figure 4.13 The influence region diagram for a Point Feature Histogram. The query point
(red) and its k-neighbors (blue) are fully interconnected in a mesh.

To create the final PFH representation for the query point pi, the set of all quadruplets
is binned into a histogram. The binning process divides each features’s value range into b
subdivisions, and counts the number of occurrences in each subinterval. Since three out of
the four features presented above are measure of the angles between normals, their values
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can easily be normalized to the same interval on the trigonometric circle. A binning example
is to divide each feature interval into the same number of equal parts, and therefore create a
histogram with b4 bins in a fully correlated space. In this space, a histogram bin increment
corresponds to a point having certain values for all its 4 features [RMBB08b]. Figure 4.14
presents examples of Point Feature Histograms representations for different points in a cloud.

Figure 4.14 Examples of Point Feature Histograms representations for two selected points in
a point cloud dataset.

In some cases, the fourth feature, d, does not present an extreme significance for 2.5D
datasets, usually acquired in robotics, as the distance between neighboring points increases
from the viewpoint. Therefore, omitting d for scans where the local point density influences
this feature dimension has proved to be beneficial.

To analyze the discriminating power of the PFH space, an analysis can be performed at how
features computed for different geometric surfaces resemble or differ from each other. Fig-
ure 4.15 presents the PFH signatures for points lying on 5 different convex surfaces, namely a
sphere and a cylinder with a radius of 5 cm, an edge, a corner, and finally a plane. To illustrate
that the features are discriminative, in the left part of the figure a confusion matrix is assem-
bled, with gray values representing the distances between the mean histograms of the different
shapes, obtained using the Histogram Intersection Kernel [BOV03]:

d(PFHµ1, PFHµ2) =
b3

∑
i=1

min(PFHi
µ1, PFHi

µ2) (4.21)

As shown, points lying on different geometric surfaces produce distinct signatures in the
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Figure 4.15 Example of Point Feature Histograms for points lying on primitive 3D geometric
surfaces.

PFH hyperspace.

An interesting aspect regarding the computational complexity of Point Feature Histograms
is given by analyzing the number of features that need to be recomputed in the neighborhoods
of two query points p and q if p and q are each other’s neighbors. In this case, many points
from the neighborhood of p will also be part of q’s neighborhood, so if their respective his-
tograms are being computed, the temporal locality of data accesses can be exploited using a
cache.

Though the theoretical runtime does not improve by using a cache, since all point pairs
within a neighborhood still need to be considered, the lookups are considerably faster than the
computations of the angular features. However, in order for the cache to be effective in the
estimation process, the feature values which have just been computed should be used before
they get replaced in the cache. This translates to a requirement that points should be ordered
in some manner in the dataset. To illustrate this, Figure 4.16 presents the effects of caching
vs standard computations for one unordered (randomized point indices) and one ordered (i.e.
points that are close in the point cloud should have similar indices) dataset containing the well
known Stanford bunny model [TL94].

The reordering is being performed using a growing algorithm in Euclidean distance space
using an octree to achieve similar results as minimal spanning trees in graph theory. The point
order is represented in color, ranging from red for low indices to blue for high indices. Note
how the cache impacts the PFH computation time considerably for the ordered dataset with a
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Figure 4.16 Complexity Analysis on Point Feature Histograms computations for the bunny00
dataset: unordered (top), and reordered (bottom).

reduced runtime of about 75% compared to the standard computation method. The speedup is
lower for the unordered dataset due to the random point order which renders the cache FIFO
replacement method suboptimal.

Because PFH signatures depend on the estimated surface normals, high degrees of noise can
lead to small variations in the results. If the difference between two similar values is small,
but they are on different sides of their respective threshold, the algorithm will place them in
different bins. This very interesting effect can easily be observed for planar structures, where
estimated surface normals can vary quite a bit in noisy datasets. A solution to this is to make
sure that the value intervals for the angular features do not get split in an even number of
subdivisions, because that would result in values being placed into two separate bins bi and
bi+1 for values ≈ 90◦ (based on whether the value is larger or smaller than 90◦). By selecting
an odd number of subdivisions, the resultant histograms become more robust in the presence
of additive noise for planes, without influencing the other types of surface primitives.

To illustrate the above, we show the computed feature histograms for a point located in the
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middle of a planar patch of 10cm× 10cm, first on synthetically generated data without noise,
and then on data with added zero-mean Gaussian noise with σ = 0.1 (see Figure 4.18). As
shown in Figure 4.17, the estimated histograms are similar even under noisy conditions. Note
that the histograms change only slightly as the noise level increases or the radius decreases,
thus retaining enough similarity to the generic plane histogram.
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Figure 4.17 Point Feature Histograms over different radii for a point on a 10cm× 10cm sized
plane without noise – left; and with zero-mean Gaussian noise (σ = 0.1) – right.

Figure 4.18 Point (marked with red) for which the PFH (see Figure 4.17) was computed on a
plane without noise – left; and with noise – right. Normals showed for 1/3 of the points,
computed for a radius of 1cm.

4.5 Fast Point Feature Histograms (FPFH)

T
HE theoretical computational complexity of the Point Feature Histogram for a given point
cloud P with n points is O(nk2), where k is the number of neighbors for each point p in

P . As previously shown, a straightforward optimization is to cache feature values and reorder
the point cloud dataset so that performing lookups in a data container becomes faster than
recomputing the values. For real-time or near real-time applications however, the computation
of Point Feature Histograms in dense point neighborhoods can represent one of the major
bottlenecks in the mapping framework.

This section proposes a simplification of the PFH formulation, called Fast Point Feature
Histograms (FPFH) [RBB09], that reduces the computational complexity of the algorithm to
O(nk), while still retaining most of the discriminative power of the PFH.

To simplify the histogram feature computation, we proceed as follows:
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• in a first step, for each query point pq a set of tuples 〈α, φ, θ〉 between itself and its
neighbors are computed as described in Equation 4.20 – this will be called the Simplified
Point Feature Histogram (SPFH);

• in a second step, for each point its k neighbors are re-determined, and the neighboring
SPFH values are used to weight the final histogram of pq (called FPFH) as follows:

FPFH(pq) = SPFH(pq) +
1
k

k

∑
i=1

1
ωk
· SPFH(pk) (4.22)

where the weight ωk represents a distance between the query point pq and a neighbor point
pk in some given metric space, thus scoring the (pq, pk) pair, but could just as well be selected
as a different measure if necessary. To understand the importance of this weighting scheme,
Figure 4.19 presents the influence region diagram for a P k set centered at pq.
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Figure 4.19 The influence region diagram for a Fast Point Feature Histogram. Each query
point (red) is connected only to its direct k-neighbors (enclosed by the gray circle). Each
direct neighbor is connected to its own neighbors and the resulted histograms are weighted
together with the histogram of the query point to form the FPFH. The thicker connections
contribute to the FPFH twice.

Thus, for a given query point pq, the algorithm first estimates its SPFH values by creating
pairs between itself and its neighbors (illustrated using red lines). This is repeated for all
the points in the dataset, followed by a re-weighting of the SPFH values of pq using the
SPFH values of its pk neighbors, thus creating the FPFH for pq. The extra FPFH connections,
resultant due to the additional weighting scheme, are shown with black lines. As the diagram
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shows, some of the value pairs will be counted twice (marked with thicker lines in the figure).
The main differences between the PFH and FPFH formulations are summarized below:

1. the FPFH does not fully interconnect all neighbors of pq as it can be seen from Fig-
ures 4.13 and 4.19, and is thus missing some value pairs which might contribute to
capture the geometry around pq;

2. the PFH models a precisely determined surface around pq, while the FPFH includes
additional point pairs outside the r radius sphere (though at most 2r away);

3. finally, because of the re-weighting scheme, the FPFH combines SPFH values and re-
captures some of the point neighboring value pairs.

A further PFH optimization can be pursued if we tackle the correlation problem in the fea-
ture histogram space. So far, the resulting number of histogram bins was given by bd, where
b is the number of quantum bins (i.e. subdivision intervals in a feature’s value range) and d
the number of features selected (e.g. if d = 3 and b = 5 then 53 = 125 bins). This can be
described as a subdivided 5× 5× 5 cube in 3 dimensions, where one subdivision cell corre-
sponds to a point having certain values for its 3 features, hence leading to a fully correlated
feature space. Because of this however, the resulting histogram will contain a lot of zero values

Figure 4.20 The estimation of a FPFH feature for a 3D point. From left to right: a point p
(green) is selected from a dataset, and a set of Pk neighbors (black) enclosed in a sphere
(green) with radius r are selected. For each pair of points 〈p, pk〉, pk ∈ Pk (connec-
tions showed with green lines), three angular features are computed as presented in Equa-
tion 4.20. These steps are repeated for each neighbor as shown in the right part of the figure,
and the FPFH of p will be weighted with the estimated features of all its pk neighbors, as
presented in Equation 4.22.
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(see Figures 4.14 and 4.15), and can thus contribute to a certain degree of information redun-
dancy in the histogram space, as some of the subdivision cells of the cube will never contain
any values. A simplification of the above is to decorrelate the values, that is to simply create
d separate feature histograms, one for each feature dimension, and concatenate them together.
Figure 4.20 presents a graphical description of the FPFH estimation process.

Similar to Figure 4.15, Figure 4.21 presents the FPFH signatures for points lying on the
same primitive geometric surfaces. The assembled confusion matrix using the formulation
in Equation 4.21 shows that the FPFH signatures are still discriminative with regards to the
underlying surface they characterize.
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Figure 4.21 Example of decorrelated Fast Point Feature Histograms for points lying on prim-
itive 3D geometric surfaces.

The same analysis presented in Figure 4.21 can be performed for different distance metrics.
Figure 4.22 presents the confusion matrices obtained for several points lying on geometric sur-
face primitives, with the following metrics: Manhattan (L1), Euclidean (L2), Bhattacharyya,
Kullback-Leibler divergence, Chi-Square, and finally the Histogram Intersection Kernel (see
Appendix A.2 for their equations). The discriminative properties of each metric can be ex-
tracted from the respective confusion matrix as follows:

Ac = 100∑N
i=1 1− |ti − pi|

∑N
i=1 pi

(%) (4.23)

where Ac represents the accuracy of the confusion matrix, pi represents the actual prediction
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Figure 4.22 Resultant confusion matrices for the same FPFH representations in Figure 4.21
using various different distance metrics.

made, and ti the true target. Table 4.1 presents the resultant accuracy values for each distance
metric used.

Table 4.1 Accuracy values for the resultant confusion matrices for FPFH analysis with differ-
ent distance metrics.
Manhattan Euclidean Bhattacharyya Kullback-Leibler Chi-Square HIK

42.10 % 37.51 % 37.15 % 30.78 % 35.90 % 42.11 %

4.6 Feature Persistence

W
HEN using features as characteristics for a point cloud P , it’s important to find a com-
pact subset of points P f that best represents the point cloud. The lesser the number of

feature points and the better they characterize the data, the more efficient are the subsequent
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data interpretation steps. However, choosing the subset P f is not easy, as it relies on a double
dependency: both the number of neighbors k and the point cloud density ϕ.

The theory of feature persistence or saliency is also connected to the discussion presented
in Section 4.1 regarding the right scale factor. Given a certain feature representation space and
a point pq ∈ P , how many neighbors pk ∈ P k should be selected in order to characterize pq

as best as possible?

One of the solutions adopted by the computer graphics research community [PKG03] is
to compute several feature values over multiple scales, and then look for jumps in the feature
value curve. In the case of surface normals for example, one can search for jumps in the surface
curvature estimation σp, as that indicates strong deviations in the normal direction. The critical
size of the neighborhood can thus be determined by examining this variation-scale curve.

Unfortunately this assumption only holds true for smooth surfaces, where the value of a
certain feature changes monotonically with the neighborhood size. Any point cloud datasets
acquired using the techniques mentioned in Section 2.1 are non-smooth and present exacer-
bated noise levels that lead to large and unforeseen variations in a feature space, when points
are being added or removed from P k.

A solution that we previously proposed in [RMBB08c, RBMB08] for the problem of de-
termining persistent features in a dataset P , is to estimate P f based on an analysis of the so
called µ-histogram of P . In the following, we will show the implementation details of this
algorithm and demonstrate that the results obtained are applicable to non-smooth unorganized
point cloud datasets.

The purpose of the persistence analysis is to find the most salient points in the data. This
is a useful preprocessing step for applications such as point cloud registration. Large datasets
having a big number of points with the same or similar feature characteristics could lead to
the so called “sliding” problem, where points on certain surfaces contribute negatively to the
global distance metric due to ambiguous correspondences [GIRL03]. A solution would be to
either segment out these surfaces at an a priori step, or to neglect all points with features which
are considerably dominant in the dataset and thus concentrate on more prominent (salient)
points.

To select the best set of neighbors P k for a query point pq, the proposed method varies
the size of the neighborhood by enclosing pq in a sphere of radius ri having pq as its center.
The sphere radius takes multiple values between some rmin and rmax values, depending on
the point cloud size and density. Given that the feature representation of choice is a Fast Point
Feature Histogram, for each neighborhood P k

i , a local FPFH is estimated for pq. Then, all the
points in P are selected and their feature representations are used to estimate the µ-histogram
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of P as the mean of the feature distribution across all Fast Point Feature Histograms.

The FPFH selection criterion at a given scale is motivated by the fact that in a given metric
space, one can compute the distances from the mean FPFH (µ-histogram) of a dataset to all
the features of that dataset. The resultant distances can be used to build a distribution that can
be approximated with a Gaussian having a mean µd and a standard deviation σd. As shown
in [RBMB08], by performing a statistical analysis over this distance distribution, features
whose values are outside the µd ± β · σd interval can be selected as less common (therefore
unique). The parameter β controls the width of the interval and acts as a band-stop filter cut-off
parameter.

To account for density variations but also different scales, the above is repeated over each
ri, and unique points over the entire interval are marked as persistent. In particular, a point pi

is persistent if: i) its FPFH is selected as unique with respect to a given radius; and ii) its FPFH
is selected in both ri and ri+1, that is:

P f =
n−1⋃
i=1

[P fi ∩ P fi+1
] (4.24)

where P fi represents the set of points which are selected as unique for a given radius ri, and
n is the number of radii subdivisions chosen.

The values of the ri radii set are selected based on the size of the features that need to be
detected. Based on the sensor’s resolution, the neighborhood can contain anything from a few
points to thousands or even more. For most datasets, fixing the value of β between [1; 2] will
give satisfactory results.

Because the FPFH space is hyper-dimensional, selecting the most appropriate distance met-
ric can have a big influence on the creation of the distance distribution. Though a certain
distance metric is only relevant for one particular point feature representation, it is impor-
tant to discover this metric through an offline analysis. For the purpose of evaluating the
persistence of FPFH representations, we evaluated the following metrics: Manhattan (L1),
Euclidean (L2), Jeffries-Matusita (JM), Bhattacharyya (B), Chi-Square (CS), and Kullback-
Leibler (KL) [RMBB08c] (see Appendix A.2 for their equations). An example for a dataset
acquired in a kitchen environment is given in Figures 4.24. The resultant unique points are se-
lected using the statistical principle described above, where their distance to the µ-histogram

of the dataset is computed in a given metric space. Figure 4.23 shows them with different
colors for four different selected radii. Notice that some metrics such as the Euclidean dis-
tance also select the points near the edges of the dataset as unique, which is undesirable for
correspondence analysis.
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Manhattan Euclidean Jeffries-Matusita

Bhattacharyya Chi-Square Kullback-Leibler

Figure 4.23 Analyzing the persistence of PFH features in a point cloud for four different radii
(r1 - red, r2 - green, r3 - blue, r4 - black, with r1 < r2 < r3 < r4) using different distance
metrics.

Using the persistence analysis algorithm, the most unique points over the FPFH space can
be selected for an interval of radii, here using the Kullback-Leibler divergence, as shown in the
middle part of Figure 4.24. The right part presents the overall persistent points in the dataset
in blue color, selected using Equation 4.24. Similar examples for different datasets are given
in our previous work [RBMB08, RBB09].

The left part of Figure 4.25 illustrates the differences between query points located on var-
ious geometric surfaces, in a PFH 16D feature hyperspace. The surfaces were synthetically
generated to have similar scales, densities, and noise levels as our real-world datasets. For
each of the mentioned surfaces, a point was selected such that it lies: (i) on a plane, (ii) on
the middle of an edge of a cube (normals pointing both inside and outside), (iii) on the lateral
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Figure 4.24 From left to right: raw data shown in monochrome intensity scale (left); uniquely
selected points for four different radii (middle); overall persistent points shown with blue
color (right).

surface of a cylinder at half the height, and (iv) on a sphere. The PFH representations were
generated using all the P k neighbors inside a sphere with radius r of 2cm. The right part of
the figure shows the µ-histogram of the kitchen dataset presented in Figure 4.24. As shown,
the µ-histogram of the dataset resembles a lot the one of a planar surface. This proves an
important assumption about the planarity of datasets acquired in indoor environments.
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Figure 4.25 PFH for query points located on different geometric surfaces (left). Mean PFH
over different radii for the kitchen scene from Figure 4.24 (right).

4.7 Related Work

I
N general, the consensus is that while some feature representations are better than others for
a particular problem, there is no clear “winner takes it all” representation that surpasses all

the other similar approaches. In this section we tackle some of the related research initiatives
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used in similar applications such as ours.

The local (3D point level) feature estimation problem has been under investigation for a
long time in various research fields, such as computer graphics, robotics, and pattern matching,
see [TV04, JD00, BP06] for comprehensive reviews. Two basic geometric point features are
represented by the underlying surface’s estimated curvature and normal [AA04], which have
been also investigated for noisier point datasets [MN03]. Other proposals for simple point
features include moment invariants [SH80], and integral volume descriptors [GMGP05]. They
have been successfully used in applications such as point cloud registration, and are known to
be translation and rotation invariant, but they are not discriminative enough for determining the
underlying surface type. Specialized point features that detect peaks, pits and saddle regions
from Gaussian curvature thresholding for the problem of face detection and pose estimation
are presented in [AU07].

In general, descriptors that characterize points with a single value are not expressive enough
to make the necessary distinctions for point-surface classification or for correspondence search.
As a direct consequence, most scenes will contain many points with the same or very similar
feature values, thus reducing their informative characteristics.

Some of the more complex 3D point feature extraction approaches include: spherical har-
monic invariants [BH95], spin images [JH99], curvature maps [GGGZ05], or more recently,
conformal factors [MC08]. Spherical harmonic invariants and spin images have been success-
fully used for the problem of object recognition for densely sampled datasets, though their
performance seem to degrade for noisier and sparser datasets [BP06]. Conformal factors are
based on conformal geometry, which is invariant to isometric transformations, and thus ob-
tains good results on databases of watertight models. Its main drawback is that it can only be
applied to manifold meshes. Curvature maps have only been studied in the context of local
shape comparisons for data registration. A different point fingerprint representation using the
projections of geodesic circles onto the tangent plane at a point pi was proposed in [SA01]
for the problem of surface registration. As the authors note, geodesic distances are more sen-
sitive to surface sampling noise, and thus are unsuitable for real sensed data without a priori
smoothing and reconstruction. A decomposition of objects into parts learned using spin im-
ages is presented in [HKDH04] for the problem of vehicle identification. However, most of the
initiatives presented here require densely sampled data and are not always able to deal with
the amount of noise usually present in 2.5D scans.

Following the work done by the computer vision community which developed reliable 2D
feature descriptors, some preliminary work has been done recently in extending these de-
scriptors to the 3D domain. In [AAvd07], a keypoint detector called THRIFT, based on 3D

66



4.7 Related Work

extensions of SURF [BETG08] and SIFT [Low04b], is used to detect repeated 3D structures
in range data of building facades, however the authors do not address computational or scala-
bility issues, and fail to compare their results with the state-of-the art. A 3D descriptor based
on SIFT is used in [PSM07] to capture spatio-temporal shapes, for the purpose of action recog-
nition from video sequences. The classification of a sequence is obtained by randomly picking
200 points and the results are encouraging, but it is unclear whether they can be extended to
work reliably for large and noisy point cloud datasets. In [SS07], the authors propose RIFT, a
rotation invariant 3D feature descriptor utilizing techniques from SIFT, and perform a compar-
ison of their work with spin images, showing promising results for the problem of identifying
corresponding points in 3D datasets.

In general it is not clear how one should select the optimal k support for a point when com-
puting most of the above mentioned features. If the data is highly contaminated with noise,
selecting a small k will lead to large errors in the feature estimation. However, if k is too big,
small details will be suppressed. Recently, work has been done on automatic computation of
good k values (i.e. scale) for normal estimation on 3D point cloud data [MN03, LUVH05] as
well as principal curvatures [PKG03, YLHP06, KSNS07] on multiple scales. Unfortunately,
some of the above mentioned methods for computing an optimal scale require additional
thresholds, such as d1 and d2 which are determined empirically in [MN03], and estimated
using linear least-squares in [LUVH05] when knowledge about ground truth normals exists.
In [PKG03] the neighborhood is grown incrementally until a jump occurs in the variation-scale
curve, but the method cannot be successfully applied to noisy point clouds, as the variations
in the surface curvature are not modified smoothly with k. The selection of the Tc threshold
in [YLHP06] is not intuitive, and the authors do not explain properly if the resulted persistent
features are obtained using solely the intersection of features computed over different radii.
The statistical estimation of curvatures in [KSNS07] uses a M-estimation framework to reject
noise and outliers in the data and samples normal variations in an adaptively reweighted neigh-
borhood, but it is unfortunately slow for large datasets, requiring approximately 20 minutes
for about 106 points.

Methods relying on global features include descriptors such as Extended Gaussian Images
(EGI) [Hor84], eigen shapes [CF], or shape distributions [OFCD02]. The latter samples statis-
tics of the entire object and represents them as distributions of shape properties, however they
do not take into account how the features are distributed over the surface of the object. Eigen
shapes show promising results but they are viewpoint dependent and cannot generalize to
complete 3D object classes. EGIs describe objects based on the unit normal sphere, but have
problems handling arbitrarily curved objects.
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4.8 Summary

T
HIS chapter presented novel contributions to the problem of informative 3D point feature
representations from noisy datasets. Both PFH and FPFH are shown to be discriminative

3D feature descriptors, useful for the problem of correspondence search and point classifica-
tion with respect to the underlying geometric surface primitive the point is lying on. The
persistence of selected unique histograms has been analyzed using different distance metrics
over multiple scales, and a subset characterizing the input dataset has been selected as repre-
sentative for a given point cloud dataset.
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5 From Partial to Complete
Models

‘The person who can combine frames of

reference and draw connections between

ostensibly unrelated points of view is

likely to be the one who makes the

creative breakthrough.”

DENISE SHEKERJIAN

T
HIS chapter presents mechanisms for the integration of partial datasets acquired from dif-
ferent views into a consistent global model. In particular, we will address the problems

of: i) point cloud registration, to transform and align scans into the same coordinate system,
and ii) data resampling, to create smooth datasets and filter low frequency point outliers.

5.1 Point Cloud Registration

T
HE problem of consistently aligning various 3D point cloud data views into a complete
model is known as registration. Its goal is to find the relative positions and orientations

of the separately acquired views in a global coordinate framework, such that the intersecting
areas between them overlap perfectly. For every set of point cloud datasets acquired from dif-
ferent views, we therefore need a system that is able to align them together into a single point
cloud model, so that subsequent processing steps such as segmentation and object reconstruc-
tion can be applied. The work presented herein is motivated by finding correct point-to-point
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correspondences in real-world noisy data scans, and estimating rigid transformations that can
rotate and translate each individual scan into a consistent global coordinate framework.

A motivation example in this sense is given in Figure 5.1, where a set of six individual
datasets has been acquired using a tilting 2D laser unit. Since each individual scan represents
only a small part of the surrounding world, it is imperative to find ways to register them
together, thus creating the complete point cloud model shown in the left part of Figure 5.2.
Once this model is obtained, we can make use of segmentation and model fitting techniques
to construct representations such as the ones shown in right part of the figure.

Figure 5.1 Six individual point cloud datasets acquired from different views.

Figure 5.2 Left: The registration of the six datasets from Figure 5.1 into a consistent and
complete point cloud model. Right: a segmentation example describing furniture candidates
identified in the data.

The registration problem becomes easily solvable if point to point correspondences are per-
fectly known in the input datasets. This means that a selected list of points pi ∈ P1 have to
“coincide” from a feature representation point of view with another list of points qj ∈ P2,
where P1 and P2 represent two partial view datasets. Differently said, the sets of pi and qj

have been sampled on the same real world surfaces, but from different acquisition poses. This
means however, that in the complete point cloud model that needs to be created, they could be
merged together, especially if their coordinates are equal pi = qj, and thus reduce the number
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of points overall. Because the quality of the datasets is influenced by sensor noise and other
perturbing factors, the coordinates of the points will almost never be equal unfortunately, and
the above simplification will not hold.

One of the most popular registration methods for unorganized point cloud datasets to date
is the Iterative Closest Point (ICP) algorithm [BM92, Zha], an iterative descend method which
tries to find the optimal transformation between two datasets by minimizing the Euclidean
distance error metric between their overlapping areas. ICP uses pairs of nearest 3D points in
the source and model set as correspondences, and assumes that every point has a corresponding
match. Since for the application presented herein, it would be impossible to presume that every
point pi scanned in P1 has a known correspondence in qj ∈ P2, it becomes essential to create
mechanisms that can robustly estimate good correspondences.

Unfortunately, ICP has other additional drawbacks, such as being susceptible to local min-
ima, having a small convergence basin, and in general needing a high number of iteration steps
until convergence can be reached. Though there have been a lot of efforts into improving the
correspondence and registration problem (see Section 5.3 for a discussion on similar related
initiatives), there is no single approach that can solve all these problems for any particular set
of input point clouds used.

The contributions presented in this chapter tackle the point correspondence problem, for
which we propose the use of our feature representations as presented in Sections 4.4 and 4.5.
Additionally, we will construct geometric constraints between correspondent representations
in different datasets, that will help avoid the algorithm being trapped into local minima solu-
tions.

Thus, the first step of our proposed registration module is to compute a good initial align-
ment, and return a set of m correspondences that can be used to directly transform the source
point cloud into the convergence area of the target. Figure 5.3 presents an example for two
partial views of the kitchen dataset from the list presented in Figure 5.1, where a set of good
point correspondences has been estimated and a simple rigid transformation has been com-
puted so that the two datasets can be aligned in the same coordinate system. Notice that based
on the quality of the correspondences found, the overlapping areas of the two input datasets
are almost coincidental after this transformation, which can serve as a good initial guess for
fine tuning the registration using algorithms such as ICP.

To improve the chances of point feature representations being similar in datasets acquired
from different poses, the proposed registration algorithm first performs an analysis of the per-
sistence of a feature using techniques similar to the ones presented in Section 4.6. Then, we
proceed at estimating sets of geometric constraints between corresponding feature represen-
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Figure 5.3 Aligning two scans of a kitchen dataset using a set of good PFH correspondences.
The persistent PFH representations selected as interesting points for registration are shown
at the top.

tations (here, PFH) in two different datasets. The estimated correspondences must rely on the
intrinsic, rotation and position invariant properties of the point cloud. Point to point distances
within the point clouds are a good candidate since they are easy to compute and fulfill this
requirement, so the algorithm identifies a set of m points pi that have the same distances to
each other than their corresponding points qj.

In a more general sense, the goal is to create a formulation which:

• can transform the source dataset from an arbitrary initial position with respect to the
model, to a “close enough” solution (we will call this an Initial Alignment method);

• can refine the solution found by the Initial Alignment algorithm from “close enough” to
a global optimum.

The above formulation represents a coarse to fine registration mechanism. Since the latter
step is well known (see Section 5.3) and can be parameterized correctly in many ways, the
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contributions presented in this chapter employs methods that help the first step, namely a
greedy Initial Alignment similar to the one presented in [GMGP05], and a sample consensus
based Initial Alignment algorithm, as published in our previous work [RBB09].

In the first step of the greedy Initial Alignment method, the algorithm searches for a set
of corresponding points in the target point cloud for the persistent features of the source. To
measure the similarity of two point feature representations, we compute the distance between
the PFH using an appropriate distance metric as described in detail in [RBMB08, RMBB08c].
To do this efficiently, a n-dimensional kD-tree is created in the PFH feature histograms space,
where n represents the number of PFH bins used, and for each persistent feature point in the
source dataset, a k-nearest neighbor search is performed in the target. Hence, we look at the k
points with the most similar histograms and keep them as correspondence candidates for pi.
We call this set of correspondence candidates:

C = {ci‖ci = 〈pi, qi1, ..., qik〉, 0 < i < m} (5.1)

In the second phase of the greedy Initial Alignment, the best entries 〈ci, cj〉 from C are
merged into a set of 2-point correspondences E2. For every combination of pi and pj, the goal
is to find two points qir and qjs that minimize the quantity:

||pi − pj| − |qir − qjs|| (5.2)

and add them to E2, in increasing order. The method then proceeds at merging pairs of
entries 〈e2,i, e2,j〉 from E2 if e2,i is the next entry that is not merged yet. If:

P∗ = {p∗i ∈ e2,i ∪ e2,j} (5.3)

and
Q∗ = {q∗i ∈ e2,i ∪ e2,j} (5.4)

then e2,j minimizes dRMS(P∗,Q∗), where:

dRMS2(P∗,Q∗) =
1
n2

n

∑
i=1

n

∑
j=1

(‖p∗i − p∗j ‖ − ‖q
∗
i − q∗j ‖)

2, (5.5)

analog to the construction of E2. The system continues merging entries from E2k into E2k+1

in this manner, until there are not enough correspondences left in Ek(k = kmax) to generate 2k-
point correspondences. The result is a set of 2kmax points in the source point cloud, each with
a corresponding point in the target model such that the point-to-point distances within each
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of the two sets differ minimally. This 2kmax-point correspondence can be used to construct
a transformation (translation and rotation) that aligns these points and is then applied to the
source point cloud to roughly align it onto the target.

In the second stage of registration, our variant of ICP using instantaneous kinematics, con-
verges faster to the correct solution than regular ICP. This is mostly due to the point-to-surface
error metric which doesn’t restrict tangential movement, thus accelerating convergence when
the point clouds are already close to each other. This has no closed-form solution, but its ap-
proximation has better convergence properties than regular ICP [PLH04] (quadratic vs linear
convergence).

Thus after an initial alignment has been obtained from this last set of correspondences, in
order to improve convergence speed, the algorithm uses a different method to estimate the
optimal transform than classical ICP. We are using an alternative error function that instead of
minimizing the sum of squares of distances between corresponding points:

min
n

∑
i=1

dist(R · pi + T, qi) (5.6)

uses an approximate measure of point-to-surface distances [PLH04].

Using the new distance measure, the classical ICP error function:

n

∑
i=1
‖R · pi + T − qi‖

2 (5.7)

changes to:
n

∑
i=1
‖(R · pi + T − qi) · ~nqi

‖ (5.8)

where ~nqi
is the normal to the surface in point qi. This means we try to minimize the

distance between a point pi and the surface of its corresponding point qi, or the distance along
the normal of qi.

Several experiments have been conducted to evaluate the proposed registration method.
Computing the initial alignment using PFH representations proved to be far superior to us-
ing other features such as Integral Volume Descriptors (IVD) [GMGP05] or moment invari-
ants [SH80], since it was able to robustly bring the point clouds close to the correct position
independent of their original poses (see Figure 5.4). We could only achieve this using IVD
when we considered at least k = 150 similar points in the target point cloud for every selected
feature point in the source, and even then there were cases where it failed. Also, runtime
increases exponentially in k, which also renders the IVD method inferior. We empirically dis-
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Figure 5.4 Left: two datasets before registration (remission values shown in grayscale). Mid-
dle and right: Initial Alignment results using PFH representations and using IVD.

covered that k = 10 is a good value for the number of correspondent candidates, as increasing
it further did not improve the results.

The greedy Initial Alignment method described above is very robust since it uses point cloud
intrinsic, rotation invariant features. However, the computational complexity is relatively high
since the merging step requires to look at all possible correspondence pairs. Also, since it is a
greedy method, there are situations where it might get trapped in a local minimum. Therefore,
we propose another Initial Alignment method in the following, based on a sample consensus
formulation that tries to maintain the same geometric relations of the correspondences without
having to try all combinations of a limited set [RBB09]. Instead, we sample large numbers of
correspondence candidates and rank each of them very quickly by employing the following
scheme:

1. select s sample points from P while making sure that their pairwise distances are greater
than a user-defined minimum distance dmin;

2. for each of the sample points, find a list of points in Q whose histograms are similar to
the sample points histograms. From these, select one randomly which will be considered
that sample points’ correspondence;

3. compute the rigid transformation defined by the sample points and their correspon-
dences and compute an error metric for the point cloud that computes the quality of
the transformation.

The random selection of the correspondences in the second step might seem suboptimal.
However, it is a decision that can be made very quickly, where as a more complicated strategy
that tries to maximize histogram similarity and distance similarities might very likely require
multiple passes over the lists of correspondence candidates.
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We conducted several experiments to determine a good error metric for the third step. The
simplest approach is to count the number of points from P that fall within an ε-band of Q. A
slightly more complicated penalty measure applies the Huber loss function Lh:

Lh(ei) =

1
2 e2

i ||ei|| ≤ te

1
2 te(2||ei|| − te) ||ei|| > te

(5.9)

These three steps are repeated, and the transformation that yielded the best error metric is
stored and used to roughly align the partial views. Finally, a non-linear local optimization is
applied using a Levenberg-Marquardt algorithm similar to [Fit01]. Figure 5.5 presents results
obtained using the sample consensus Initial Alignment algorithm for two datasets acquired
in an indoor office environment. The combinatorial nature of the greedy Initial Alignment
method makes it extremely slow for large datasets such as these, and the only possible solu-
tion to speed it up is to downsample the input data. However this results in “averaged” feature
representations which lose the fine details of the sampled surface geometry. The sample con-
sensus Initial Alignment does not suffer from these shortcomings, and outperforms the greedy
version in almost every way [RBB09].

Figure 5.5 Left: two datasets before registration, middle: sample consensus Initial Alignment
correspondences, right: results after registration.

The left part of Figure 5.2 presents the six successfully aligned point cloud datasets using
the proposed registration approach. The validation of the methods presented herein on differ-
ent outdoor or synthetic datasets have already been presented in [RMB+08b, RBB09]. The
proposed registration methods can also be applied to datasets acquired at different time in-
tervals from similar positions. Figure 5.6 shows a snapshot of the alignment process for two
point clouds taken at different instances in time, together with the registration results. Here
the robot observed the changes in the region of a cuboid, detecting the difference produced by
a cupboard door being opened. This information can also be used to verify some assumptions
about the cupboard’s location and opening direction.
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5.2 Data Resampling

Figure 5.6 From top to bottom and left to right: two scans of the kitchen scene depicting two
states of a cupboard (closed and open), the highlighted temporal differences in both scans
and the segmented container.

5.2 Data Resampling

A
NOTHER form of noise filtering and surface smoothing is represented by the resampling
category of techniques. In contrast to the previously presented filtering approaches from

Section 4.2, where the overall density of the resultant filtered point cloud data setP∗ is approx-
imatively similar, if not equal, to the one of the input cloud P , resampling methods usually
attempt to suppress outliers through averaging or interpolation.

To motivate the need for resampling, the left part of Figure 5.7 presents the resultant com-
plete point cloud model P12 after the registration of the two kitchen datasets P1 and P2 from
Figure 5.3. Because the overlapping area O of P1 and P2 is almost coincident, the density of
the points in that area is approximatively two times higher than the rest of the dataset. This
variable point density will have a negative effect on the estimation of surface curvatures or
normals at each point pi ∈ O. The left part of the figure thus shows an attempt to estimate
surface curvatures and normals before resampling, while the right part presents the resultant
values after resampling for a small planar patch selected from the overlapping area O.

The classical resampling methods made their way into robotics applications from the com-
puter graphics research community [Lev03], and are usually formulated as Moving Least
Squares (MLS) solutions. A MLS surface provides an interpolating surface for a given set
of points P by fitting higher order bivariate polynomials to each point neighborhood locally.
In contrast to other interpolation or resampling techniques, MLS has the advantage that the
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Figure 5.7 Surface curvatures and normals before and after resampling for two registered
kitchen datasets. The estimated values are shown in logarithmic scale for: the global point
cloud model after registration (left); the resampled point cloud model (right). Notice the
large errors in the surface normal estimates. The plots below depict the estimated surface
curvatures before and after resampling.

resultant fitted surface passes through the original data points.

Besides variable point densities, a complete point cloud model could have regions which
are “doubled” in overlapping areas, due to small registration errors, and holes resulted due to
scanning surfaces which did not return any distance measurements (e.g. shiny, metallic ob-
jects). These issues are of extreme importance with respect to the quality of the subsequent
geometric processing steps, such as segmentation or surface classification, and need to be alle-
viated where possible. To illustrate some of these artifacts, the left part of Figure 5.8 presents
a smaller dataset representing a mug, while the middle and right parts of the figure present the
downsampling and upsampling results using the algorithm presented in this section.

To smooth out these anomalies, we proceed as follows. Given a point cloud dataset P , we
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5.2 Data Resampling

Figure 5.8 Examples of point cloud data downsampling (middle) and upsampling (right) for
a given complete point cloud dataset with errors (left), such as: measurement errors (red),
registration errors (purple), holes (brown), and outliers (blue).

want to reproduce the complete smooth surface it represents, by resampling (either upsampling
or downsampling) and discarding unwanted data. The first step normalizes the coordinates of
P using the diagonal of the point cloud’s bounding box, ensuring a unity maximal distance
between points. The weight factor is estimated as:

h = µd + k · σd (5.10)

where µd is the mean and σd the standard deviation of the distribution of mean distances
between points, and k is a user chosen factor. Then, an initial guess is computed by approx-
imating the point cloud with a set of points Q, sampled in the vicinity of the original points
P . To resample the surface as evenly as possible, Q is represented as a set of equidistant grid
points, generated in the proximity of the original dataset.

To fill small holes in P , extra points are added to areas where a hole is detected. The hole
detection algorithm performs an analysis of the angles a certain point forms with respect to
its neighbors. If Θ = {θ1 · · · θn} is the list of sorted angles between the lines formed by two
points pk1

and pk2
in the neighborhood P k with the query point pq, then pq is a point located

on the boundary of a hole, given:

max(α = θi+1 − θi) ≥ αth (5.11)

where αth representing a maximum given threshold angle. To ensure that the checked point
is close to the surface, its height above the reference plane should be limited with the step
size. As our hole-filling strategy we are using the ideas presented in [WO03], with the added
automation that we fill every hole that is smaller than a given radius. Figure 5.9 presents the
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results of the proposed resampling algorithm with hole filling for a part of the kitchen dataset.

Figure 5.9 A resampling with hole
filling example for a part of the
kitchen dataset. The points in P
are shown with black, while Q is
depicted in green.

These points will be projected onto a local reference
plane fitted through their k nearest neighbors P k from
the cloud, thus bringing them in the proximity of the
surface. Then, each point q from the projected initial
guess Q is fitted to the surface which approximates
the original data using a bivariate polynomial height
function in a local Darboux frame. The frame consists
of vectors ~U~V~N, with ~U ⊥ ~V ⊥ ~N, ~V being parallel to
the fitted plane’s normal.

Because P does not necessarily represent a smooth
surface and contains measurement and registration
errors, in the first fitting step of our method we
apply robust plane fitting using sample consensus
methods [MRB09] instead of the usual iterative ap-
proaches [ABCO+03] in order to preserve sharp edges
in the cloud.

In the bivariate polynomial fitting step, for each
point q ∈ Q, a set of weights wi=1...k is computed
for the k nearest neighbors of q as:

wi = exp(−‖q− pi‖2

h
) (5.12)

where h defines the Gaussian parameter that corresponds to the sample spacing step, and
influences the proportion of the weights of neighboring points. If u, v and n are coordinates
along the~U,~V and~N axes of the Darboux frame, we can define a number of x height functions
f j
(u,v), j = 1...x selected as members of bivariate polynomials, whose sum, when multiplied

with the coefficients cj, approximates the surface in the proximity of q’s neighbors as:

n(u,v) =
x

∑
j=1

cj · f j
(u,v) (5.13)

To compute the vector of coefficients, we minimize the error function as in [ABCO+03,
WO03]. Since the reference plane was computed robustly, the height function n(u,v) defined
on it preserves the edges sharper than in regular MLS [RBM+07]. After resampling, surface
normals have to be re-computed as the normals of the fitted polynomial at each point. Usually
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2nd order polynomials are good enough to approximate the surface because most of the areas
are either planar or curved in only one direction. Higher order bivariate polynomials can be
fitted where necessary.

Figure 5.10 presents the resampling results for a noisy dataset representing object clusters
located on horizontal table planes. Notice that due to the increased noise present in the raw
data (left part), it is almost impossible to recognize the surface of the small jar in the middle of
the dataset. The resampled dataset shown on the right side exhibits better geometric properties.

Figure 5.10 A resampling example (right) for noisy point clusters (left) representing objects
located on horizontal table planes.

A complete noise filtering and resampling process for the mug presented in Figure 5.8 is
shown in Figure 5.11. The results in the left part present the reconstructed mug surface and
the superimposed resampledQ dataset. From middle to right, the remaining images present: i)
the raw point cloud data (top) and its erroneous surface reconstruction (bottom); ii) the filtered
dataset using the statistical analysis presented in Section 4.2 (top) and the respective surface
reconstruction (bottom); and finally iii) the resampled point cloud data with a fixed density
(top) and the final surface reconstruction results (bottom).

5.3 Related Work

S
INCE the input data leading to the creation of the object map has to be acquired in stages,
an algorithm for automatically aligning (registering) the separate views into the same

model is needed. One of the most popular registration methods to date is the Iterative Clos-
est Point (ICP) algorithm [BM92, Zha]. The original version uses pairs of nearest 3D points
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Figure 5.11 Surface reconstruction examples for a raw (middle), filtered (middle right), and
resampled (right) dataset representing a mug.

in the source and model set as correspondences, and assumes that every point has a corre-
sponding match. Obviously this is rarely the case with most applications, so a simple dis-
tance threshold can be used to discard correspondences in order to deal with partially overlap-
ping scenes. Additionally, to further improve the quality of correspondences, a lot of efforts
have been made into the area of feature selection [GMGP05, SLW02], as well as includ-
ing extra information such as colors [JK97] or normals [BL04] that could improve the cor-
respondence problem. Since ICP requires an exhaustive search through the correspondence
space, several variants that address the problem of its computational complexity have been
proposed [RL01, And07]. Furthermore, methods for generating initial approximate align-
ments [GMGP05, SLW02, MPD06], as well as choosing alternate optimization methods [GA05,
Fit01], improved the results of the registration process. [NWL+05] presents a system for 3D
laser scan registration using ICP based on semantic information (e.g. walls, floors, ceilings),
which decreases the computation time by up to 30%.

A system able to compute a rough initial guess for the ICP algorithm, using Extended Gaus-
sian Images (EGI) and the rotational Fourier transform is presented in [MPD06]. Extended
Gaussian Images are useful for representing the shapes of surfaces and can be approximated
using the spherical histogram of surface orientations. While this can provide good transfor-
mations which might align two datasets closely for watertight objects, it does not produce
satisfactory results for the environment models presented in this thesis, as the normals alone
do not provide enough information about the geometry of the cloud. Our work is based on the
idea that relationships between persistent PFH representations in a scene can lead to poten-
tially better alignment candidates.

Once a complete PCD model is obtained, further segmentation and geometrical reason-
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ing algorithms need to be applied, to extract useful information from it. MLS (Moving Least
Squares) is a widely used technique for approximating scattered data using smooth functions.
[ABCO+03] describes a method to fit polynomials to a point cloud based only on coordi-
nate data and estimated surface normals. To counteract the effects of noise, our approach
uses sample consensus like methods and other robust estimators in order to calculate the best
reference plane before fitting a high order polynomial [RBM+07]. Another Robust Moving
Least Squares algorithm is described in [FCOS05], which differs from ours in that it uses
LMedS instead of our sample consensus (SAC) based model fitting approach. To obtain a
polygonal model of the world, further surface reconstruction methods can be applied such
as [HDD+92, GKS00].

5.4 Summary

T
HIS chapter presented two coarse registration methods using Point Feature Histogram
representations that can bring datasets acquired from different arbitrary poses into the

same coordinate system, creating a consistent global point cloud model. To smooth out the
overlapping areas in the resultant point cloud, but also to remove noise and fill holes in the data,
we presented a Robust Moving Least Squares algorithm that can resample data and preserve
fine details even for noisy datasets such as the ones acquired using our sensing devices.
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6 Clustering and
Segmentation

“Nothing is particularly hard if you

divide it into small jobs.”

HENRY FORD (1863 - 1947)

S
TORING and processing large point cloud datasets represents one of the main bottlenecks
of a 3D perception system. Though algorithms that can process individual data frames

with low computational resources can be written, their capabilities are hindered as larger quan-
tities of data accumulate. A simple example in this direction can be given by the problem of
estimating the best planar model that represents a set of points P . Without going into the
mathematical details, it suffices to say that the best model can be estimated by computing the
distances of all the points pi ∈ P to it, and comparing them with the values obtained from
other planar models. It therefore becomes obvious that a smaller dataset P1 having N1 points
would be processed faster than another dataset P2 with N2 points, where N2 � N1.

The key idea then is to create and use mechanisms that would allow big quantities of data to
be split up into chunks for faster processing, without essential changes to the expected results,
whatever these might be. These resultant data chunks would have a twofold role: i) they would
enable data to be interpreted faster; and ii) they would allow the grouping of elements (e.g.
points) with the same properties (e.g. curvature, color) together. The latter has a significant
importance for the development of 3D processing algorithms, as in most situations it greatly
simplifies their structure and the overall number of steps or iterations that they normally need.
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This chapter presents innovative solutions that can be used for the processing of larger 3D
point cloud datasets, in the context of point clustering and segmentation. The concepts are
somewhat similar and in some situations they can be used interchangeably. In the context of
the work presented here, their main purpose is to group similar structures together, in order to
lower the computational resources needed by other subsequent algorithmic steps. In addition,
through segmentation, we also tackle the problem of fitting a simplified model to some data,
such that the model’s properties approximate the original data within some error bounds, and
provide substantial advantages in terms of the amount of information stored. With a few ex-
ceptions only, all the problems tackled in this chapter will be formulated in the context of the
kitchen dataset presented in Figure 6.1.

Figure 6.1 Left: a kitchen scene, right: the resultant point cloud dataset representing the
kitchen.

6.1 Fitting Simplified Geometric Models

A
flavor of data segmentation in itself, the search of certain structures or patterns in a point
cloud dataset provides results with an expected quality dependent on two parameters:

i) the complexity of the expected structure that is to be searched for; and ii) the noise levels
present in the data. Both parameters influence the computational properties of the search. To
save time, these model fitting algorithms are embedded with heuristic hypotheses generators
such as RANSAC [FB81], which provide upper bounds on the number of iterations that need
to be run to achieve a certain required probability of success.

In an ideal world, there would be databases of simplified models (e.g. CAD) for all objects
present in the world, which would therefore lead to a replacement of most of the points in P
sampled on objects with their underlying models. Supposing that the algorithms that would

86



6.1 Fitting Simplified Geometric Models

search and fit these models would work very well, the problem of segmenting surfaces and
simplifying the acquired datasets would be solved. Unfortunately, this is rarely the case, and
therefore one of the most popular techniques of data simplification is to replace points with
3D geometric primitives. In this context, we refer of a geometric primitive to any basic surface
model that is easy to compute, and can approximate the sensed data well enough within some
error bounds. Examples include planes, cylinders, spheres, cones, tori, but also higher order
bivariate polynomials, or splines, etc.

The reasons why this segmentation and simplification of data has an extreme importance
can be better understood in the context of the final goals of an application. Say for example
there is a mobile robot that is to move around the world and check for collisions between its
body parts and the surrounding environment. If the environment is represented with points or
triangular meshes, it would need to estimate a lot of distances from all its body parts to all
the points/triangles in the world so that it can compute whether its state is in collision or not.
Replacing the points belonging to flat surfaces with large 2D bounding polygons would reduce
the number of such computations significantly, as instead of estimating the distances to all the
points belonging to that surface, the system would just need to estimate one distance, that to
the plane of the polygon.

Another simple application example concerns the problem of grasping objects with a mobile
manipulation platform. Say the robot is to pick up a glass or a can of spray (or any cylindri-
cal object for that matter). Estimating the correct grasping points or strategies from a noisy
dataset would render the complexity of this problem higher than needed, as the forces be-
tween the gripper/hand of the robot and the noisy triangulated surface mesh representing the
object would need to be computed all over the surface. Replacing the object with a cylinder
instead would simplify the problem, because all grasps along the cylindrical surface could be
performed similarly and thus do not need to be computed.

In the context of the applications presented in this thesis, we are interested in segmenting
out such surfaces, with a big emphasis on planar structures which represent a big part of the
points in P . To illustrate a few such segmentation examples, we will make use of the kitchen
dataset presented in Figure 6.1.

The first problem that is to be solved is to find the area of the kitchen dataset where ob-
jects could be placed for pick and place manipulation operations. Making use of contextual
knowledge, the system knows that planar horizontal areas (i.e. the kitchen counter) can sup-
port objects, and will proceed in searching for them. To speed up the search, the algorithm will
make use of a Random Sample Consensus (RANSAC) method to generate model hypotheses.

Since the model to be found represents a plane, and since three unique non-collinear points
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define a plane, the algorithm uses the following steps:

1. randomly select three non-collinear unique points {pi, pj, pk} from P ;

2. compute the model coefficients from the three points (ax + by + cz + d = 0);

3. compute the distances from all p ∈ P to the plane model (a, b, c, d);

4. count the number of points p∗ ∈ P whose distance d to the plane model falls between
0 ≤ |d| ≤ |dt|, where dt represents a user specified threshold.

The last step represents one of the many ways of “scoring” a specific model. Every set
of points p∗ is stored, and the above steps are repeated for k iterations, where k could be
estimated using Equation B.1 for example. After the algorithm is terminated, the set with the
largest number of points (inliers) is selected as the support for the best planar model found.
From all p∗ ∈ P , the planar model coefficients are estimated in a least-squares formulation,
and a bounding 2D polygon (e.g. 2D convex hull) can be estimated as the best approximation
given the input data of the supporting horizontal plane. Figure 6.2 presents the set of p∗ ∈ P
and the resultant polygon determined as the representation of the kitchen counter from the
dataset presented in Figure 6.1.

Figure 6.2 Left: the resultant inliers p∗ ∈ P that support the best planar model, right: the
bounding convex 2D polygon representing the kitchen counter.

The above presented computational steps have been simplified to illustrate the basic the-
oretical process required to fit the geometric plane model. In reality, if we were to find the
horizontal support from P , we would need to impose additional constraints, such as the nor-
mal of the plane having to be parallel to some global world~z axis which gives the “horizontal”
orientation. A complete and more comprehensive example in given in Chapter 7.

6.2 Basic Clustering Techniques

A
CCORDING to the goals presented earlier, a clustering method needs to divide an unorga-
nized point cloud model P into smaller parts so that the overall processing time for P is
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significantly reduced. Most of the simpler methods in this category rely on spatial decomposi-
tion techniques that find subdivisions and boundaries to allow the data to be grouped together
based on a given measure of “proximity”. This measure is usually represented as a Minkowski
norm, with the most popular instantiations being the Manhattan (L1) and Euclidean (L2) dis-
tance metrics.

A simple data clustering approach in an Euclidean sense can be implemented by making
use of a 3D grid subdivision of the space using fixed width boxes, or more generally, an octree
data structure. This particular representation is very fast to build and is useful for situations
where either a volumetric representation of the occupied space is needed, or the data in each
resultant 3D box (or octree leaf) can be approximated with a different structure.

The 3D grid method however makes sense only for applications requiring equal spatial
subdivisions. For situations where clusters can have different sizes, we need a more complex
algorithm. To better explain its theoretical steps, let us assume the following application ex-
ample. Given some input dataset P as shown in the right part of Figure 6.1 representing an
indoor kitchen environment, and a geometric model representing the supporting plane (i.e.
kitchen counter) that can hold objects for pick and place manipulation tasks (see Figure 6.2),
find and segment the individual object point clusters lying on the plane.

To achieve this goal, the system needs to understand what is an object point cluster first
and what differentiates it from another point cluster. In a more mathematical sense, a cluster
is defined as follows. Let Oi = {pi ∈ P} be a distinct point cluster from Oj = {pj ∈ P} if:

min ‖pi − pj‖2
≥ dth (6.1)

where dth is a maximum imposed distance threshold. The above equation states that if the
minimum distance between a set of points pi ∈ P and another set pj ∈ P is larger than
a given distance value, then the points in pi are set to belong to a point cluster Oi and the
ones in pj to another distinct point cluster Oj. From an implementation point of view, it is
therefore important to have a notion on how this minimal distance between the two sets can
be estimated. A solution is to make use of approximate nearest neighbors queries via kd-tree
representations as explained in Section 4.1. Therefore the algorithmic steps that need to be
taken could look as follows:

1. create a kd-tree representation for the input point cloud dataset P ;

2. set up an empty list of clusters C, and a queue of the points that need to be checked Q;

3. then for every point pi ∈ P , perform the following steps:
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• add pi to the current queue Q;

• for every point pi ∈ Q do:

– search for the set P k
i of point neighbors of pi in a sphere with radius r < dth;

– for every neighbor pk
i ∈ P k

i , check if the point has already been processed,
and if not add it to Q;

• when the list of all points in Q has been processed, add Q to the list of clusters C,
and reset Q to an empty list

4. the algorithm terminates when all points pi ∈ P have been processed and are now part
of the list of point clusters C.

Applied on the remaining point cloud dataset supported by the planar model from Fig-
ure 6.2, the proposed algorithm constructs a set of separated Euclidean object clusters as seen
in Figure 6.3.

Figure 6.3 Euclidean clustering results for the remaining points supported by the horizontal
planar model presented in Figure 6.2. Each separate cluster is represented with a different
color.

6.3 Finding Edges in 3D Data

T
OGETHER with other feature representations for 3D points as presented in Chapter 4,
surface curvature estimates have an interesting characteristic that makes them suitable

for data segmentation purposes. Because they approximate the geometry of the underlying
sampled surface around a point p, they are useful for determining those points with extremely
high curvature values which represent the geometric edges of the point cloud dataset P . While
the concept of an edge in 2D image processing is defined using the gradient of the image, in
3D we can define them as places where the geometry of the scene changes abruptly or sharply.

The thresholding of points having high curvature values can be performed by analyzing the
distribution of curvatures in a given point cloud P . The surface curvatures can be estimated

90



6.4 Segmentation via Region Growing

by performing an eigenanalysis on the covariance matrix of a patch centered around a query
point pq using Equation 4.15. A graphical representation of the curvatures estimated at each
point for the dataset in Figure 6.1, is shown in the left part of Figure 6.4. The right part of the
figure presents the distribution of curvatures as a histogram plot. A point can be considered as
part of an “edge” either based on a fixed given threshold or by imposing a statistical operator
on the previously presented distribution of values (e.g. trimean).
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Figure 6.4 Left: estimated surface curvatures for the kitchen scene from Figure 6.1; right: a
plot of the distribution of curvatures.

In addition to points with high surface curvature estimates, points located on the geometric
boundary of a surface should also appear as edges. The definition of a boundary point can be
given by analyzing the angles it forms with respect to its neighbors. Let Θ = {θ1 · · · θn} be
the list of sorted angles between the lines formed by two points pk1

and pk2
in the neighbor-

hood P k with the query point pq. Then pq is a point located on the boundary of a surface,
if:

max(α = θi+1 − θi) ≥ αth (6.2)

where αth is a maximum given threshold angle, with a value of αth = π
2 giving good results

in most cases. Figure 6.5 presents the resultant 3D edges of two point cloud datasets acquired
in the same kitchen environment.

6.4 Segmentation via Region Growing

T
HE natural extension of the Euclidean clustering algorithm proposed in Section 6.2 for the
problem of segmenting points with similar properties together, is to include additional

information in the checks performed at step 3, such as the point’s color, or an information
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Figure 6.5 Example of resultant edge representations for two different datasets. Left: the orig-
inal point cloud datasets, middle: the estimated surface curvatures with low curvatures rep-
resented with the red color, and finally right: the points representing the geometric 3D
edges.

regarding its surrounding geometry, etc.

An example would be to find and segment connected regions in P with smooth surfaces that
are separated by edges, i.e. sudden changes in curvature and normal orientation. The algorithm
would start by adding a point p ∈ P with a low curvature value to a queue (initially empty),
and verify each of its pk neighbors to see whether it could belong to the same region as p. The
criteria based on which a neighbor pk is said to belong to the same region is:

arccos(〈~n, ~nk〉) ≤ αth, (6.3)

where ~n and ~nk are the surface normals at the points p and pk. Therefore, if the angle
formed by their normals does not exceed a given threshold αth, the point pk can be added
to the current region started from p. An additional check can be performed on its estimated
surface curvature, which needs to be bound by a predefined σth curvature. If pk fulfills the
extra check as well, it will be added to the queue list, and the procedure is restarted.

This method is similar to a region growing approach, with the difference that it propagates
the growth along directions of lower curvature first. Points will stop being added to the current
region if none of their neighbors fulfills the angle criteria and the queue of points is empty
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(meaning that all points with a small curvature have already been considered). The algorithm
can be extended to automatically estimate a good value for σth as we have shown in our
previous work [RMB+08b].

By applying the proposed method to the dataset presented in Figure 6.4, we can obtain
solutions such as the ones presented in the left part of Figure 6.6. The right part of the fig-
ure presents the resultant remaining point clusters after running the segmentation algorithm,
grouped into Euclidean cluster using the method presented in Section 6.2.

Figure 6.6 Segmentation results for the kitchen: accepted regions (left) and remaining points
(right). Each region cluster is marked with a different color. All remaining points from the
right side are marked with gray in the left part of the figure.

Figure 6.7 presents the points located on the boundaries of each segmented region, using
the boundary point detection algorithm presented earlier.

6.5 Application Specific Model Fitting

F
OLLOWING the method presented in Section 6.1, the model to be searched for can be
replaced with different geometric shapes, depending on the goals of a particular applica-

tion. For example, once a set of planar regions has been identified in P , they could be replaced
with 2D polygons that describe the regions using fewer points, thus leading to a more compact
representation of the world.

Additionally, from the set of polygons that replace 2D planar surfaces, a subset could be
replaced by 3D cuboids (rectangular parallelepipeds), given the fact that we are working on a
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Figure 6.7 Left: the segmented regions from Figure 6.6 together with their respective bound-
ary points; right: the boundary points of each segmented region.

very specific application example involving pieces of furniture and kitchen appliances. These
cuboids could be selected from the set of candidates which respect constraints with respect to
their orientation (vertical and horizontal), and satisfy a certain size criterion. Their final shape
could then be obtained by projecting the vertical bounding 2D polygons onto the walls.

In a general case, the bounding 2D polygonal surface of the planar regions from Figure 6.7
could be obtained from a convex hull representation of the plane inliers, similar to the approach
presented in Section 6.1. Here however, the system could make use of an even simpler model,
and specialize its routines to use that, since the approximations of the planar regions refer to
the frontal faces of furniture candidates.

A solution is to model 2D quads from the list of boundary points of each planar region, by
fitting the best four lines to it [RMB+08b, RMB+08a]. Pairs of lines close to perpendicular
are therefore accepted as candidates if their four intersection points form a 2D quad with
reasonable dimensions. Let~z be a global coordinate axis pointing up, such that the resultant
planar faces of the furniture candidates have their normals perpendicular to it. The algorithm
presented in Section 6.1 could then be modified as follows:

1. randomly select two unique points pi, pj ∈ P∗, where P∗ represents the set of points
located on the boundary of a segmented planar region;

2. compute the line model coefficients from the two points (pi,~di), where di = pj − pi;

3. check if the line model is parallel or perpendicular to~z, and go back to step 1 if not;
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4. compute the distances from all p ∈ P to the line model;

5. count the number of points p∗ ∈ P∗ whose distance d to the line model falls between
0 ≤ |d| ≤ |dt|, where dt represents a user specified threshold.

Once the four perpendicular lines representing the frontal face are obtained, we can take the
closest wall parallel to the 2D quad formed, and simply project the quad along its plane normal
to the wall. Figure 6.8 depicts the resultant 2D quads represented by the set of lines fitted to
the boundary points and their four intersection points on the left part, and the projected 3D
rectangular parallelepipeds representing the kitchen furniture containers on the right.

Figure 6.8 Furniture candidates representations using 2D quads (left) and 3D cuboids (right)
projected on the closest parallel wall.

Another specific model fitting application can be tackled in the context of finding the fixtures
(handles and knobs) of the previously detected furniture candidates, such that they could be
used by a mobile manipulation platform in its tasks to open and close them. Looking at the
right part of Figure 6.6, we can observe that many of the remaining point clusters represent
the set of handles and knobs located on the frontal doors of the cupboards, the oven, etc.

For finding out their exact location, we need to look at clusters of points which did not get
assigned to one of the segmented planar regions, but whose set of neighbors are inside a planar
region. These can then be selected for an analysis if they are at a distance di from the surface,
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in between some predefined thresholds:

dmin ≤ di ≤ dmax (6.4)

where a fixture (e.g. handle) could be located and operated by the robot’s end effectors.
An implementation example would be to project the candidate cluster representing a possi-

ble fixture onto the door plane of the respective region, and extract its boundary points. Since
the application is limited to the segmentation of handles and knobs, these can be approximated
with lines and circles in a two-dimensional space, as seen in Figure 6.9.

Figure 6.9 The remaining clusters of points projected on their associated cuboids (left); Esti-
mated boundary points of each cluster (middle); Handles and knobs segmentation via line
and circle fitting (right).

6.6 Summary

T
HIS chapter presented a set of mechanisms that allow big quantities of data to be split into
chunks for faster processing, through the use of clustering and segmentation techniques.

Besides lowering the computational constraints of processing algorithms, the individual data
chunks allow the grouping of points with the same geometric or texture properties together,
which leads to significant simplifications of the resultant models.
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7 Static Scene Interpretation

“All science is static in the sense that it

describes the unchanging aspects of

things.”

FRANK KNIGHT (1885 - 1972)

T
HIS chapter reports on experiences regarding the acquisition of hybrid Semantic 3D Ob-
ject Maps for indoor household environments, in particular kitchens, out of sensed 3D

point cloud data. The proposed approach includes a comprehensive pipeline, with geometric
mapping and learning mechanisms, for processing large input datasets and for extracting rel-
evant objects useful for a personal robotic assistant to perform complex manipulation tasks.
The type of objects modeled are those which perform utilitarian functions in the environment
such as kitchen appliances, cupboards, tables, and drawers. The resultant model is accurate
enough to use it in physics-based simulations, where doors of 3D containers can be opened
based on their hinge position. The resultant map is represented as a hybrid concept and is com-
prised of hierarchically classified objects and triangular meshes used for collision avoidance
in manipulation routines.

The proposed Semantic 3D Object Maps interpretations are motivated by the fact that au-
tonomous personal robots performing everyday manipulation tasks such as setting the table
and cleaning up in human living environments must know the objects in their environments:
the cupboards, tables, drawers, the fridge, the dishwasher, the oven, and so on. The knowledge
about these objects must include detailed information about the objects geometry, and struc-
tural knowledge as: a cupboard consists of a container box, a door with hinges and a handle.
Additionally, there is a need for acquiring functional knowledge that enables the robot to infer
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from the position of a handle on a door the side to which the door opens.

To this end, the computational problem can be formulated as follows: given a 3D point
cloud model of an environment as depicted in the left part of Figure 7.1, segment the point
cloud into subsegments that correspond to relevant objects and label the segments with the
respective category label (see Figure 7.1 right).

Figure 7.1 Left: a snapshot of the kitchen dataset: 16 registered scans shown in intensity
(grayscale), comprising roughly 15 millions of points. The world coordinate system de-
picted on the bottom left shows~x with the red color,~y with green, and~z with blue. Right: a
Semantic 3D Object Map representation of the same kitchen environment. The representa-
tive planar areas are shown in different colors (tables - orange, floor - dark purple, walls -
green and red, ceiling - cyan), and 3D cuboid containers are marked with their appropriated
labels (cupboard, drawer, oven, etc). The remaining unclassified points are shown in gray.

The resultant labeled object model is meant to represent the environment as best as possible
given the geometry present in the input data, but its accuracy does not have to be absolute with
respect to the true world model. Instead, the object model is considered as an intermediate
representation that provides candidate objects which are to be validated through subsequent
processing steps. These steps include vision based object recognition, active exploration like
for example opening the drawers and doors that were suggested, and classifications based
on the role that an object has in a certain activity (i.e. activity recognition). For this reason,
the main objective of the proposed mapping system is to compute the model as quickly as
possible using solely the geometric information contained in the point cloud, and have results
that approximate the true world model.

The term hybrid mapping refers to the combination of different data structures in the map,
such as: points, triangle meshes, geometric shape coefficients, and 2D polygons. Different
tasks require different data structures from this map. For example, 3D collision detection usu-
ally requires either a triangle mesh representation or a voxelization of the underlying surface,
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while object classification might use the geometric shape coefficients. The hybrid Semantic
3D Object Map in the proposed implementation is therefore comprised of two different types
of maps:

• a Static Semantic Map containing the relevant parts of the environment including walls,
floor, ceiling, and all the objects which have utilitarian functions in the environment,
such as fixed kitchen appliances, cupboards, tables, and shelves, which have a very low
probability of having their position in the environment changed (see the right part of
Figure 7.1);

• a Triangulated Surface Map, used for 3D path planning, and collision avoidance for
navigation and manipulation, using the techniques presented in [MRB09].

The former can be created in two different ways: either by using a set of heuristic rules,
or by learning classification models that can label the segmented regions with the appropriate
object class.

7.1 Heuristic Rule-based Functional Reasoning

T
HE Static Functional Map includes semantically annotated parts of the environment,
which provide useful information for a mobile personal assistant robot in fulfilling its

tasks. These parts are thought of as being unmovable or static, that, is with a very low proba-
bility of having their position changed in the environment (though this is not a hard constraint
for the system presented herein, in the sense that model updates are possible). A separation of
the objects based on their functions is given as follows:

• box-like containers which can contain other objects and have states such as open and
closed: cupboards, drawers, and kitchen appliances;

• structural components of the environment: walls, floor, ceiling, and doors;

• supporting planar areas: tables, tops of sideboards, shelves, counters, etc.

The first category is comprised of kitchen appliances, cupboards, and drawers – all thought
of as being central actors for a robot task, as they contain objects of interest that can be manip-
ulated. In the second category we place those parts of the environment which support objects
in the first category and also help the robot navigate around, like the walls in the room, the
floor and the ceiling. Finally, the third category is comprised of horizontal (with respect to a
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fixed world~z axis) planes on which objects that can be manipulated in pick and place scenarios
are located.

The left part of Figure 7.1 presents a 360◦ view, comprised of 16 registered scans of the
kitchen lab used for the experiments presented in this chapter. Note that the attached coordinate
system presented on the left side of the figure is shown for orientation purposes only, that is to
depict the general~x~y~z directions (~x - red,~y - green,~z - blue).

Figure 7.2 An overview of the proposed Semantic 3D Object Mapping system architecture.

To obtain Semantic 3D Object Maps from individual raw scans, a complete and compact
representation of the world has to be constructed first, that is, the separate views have to be
registered together and transformed into a global coordinate framework. Since the topic of this
chapter focuses more on the functional mapping aspects (see the proposed system architecture
in Figure 7.2), the modules which fall outside its scope will not be re-addressed here, as they
have already been covered in Chapters 4, and 5. After a complete point cloud model has been
obtained, it will go through the following processing steps:

• a region segmentation step for extracting planar regions, based on estimated surface
normals and curvatures (see Section 6.4);

• a model fitting step for identifying object candidates (cupboards, tables, etc.), represent
them using cuboids, and search for connected handles and knobs (see Section 6.5);
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• a functional reasoning step where object candidates are verified and their functionality
is deduced from the geometry data.

Figure 7.3 Static Functional
Map processing pipeline.

Figure 7.3 presents the individual steps in the processing
pipeline that leads to the creation of the Static Functional
Map. The coordinate system of each individual scan (be-
fore registration) is identical to the local coordinate system
of the robot from the data acquisition position. By assum-
ing that the~z axis of this local coordinate system remains
constant (pointing upwards) throughout the acquisition of
all datasets, the mapping system performs a search for the
bottommost and topmost planar areas in each scan. Once
found, these areas will constitute the floor and the ceiling
of the room in that scan, and will be marked appropriately
in the cloud. The search constraints are simple common-
sense heuristic rules that impose that the floor should be

roughly at a distance d f on~z from the origin of the robot coordinate system, equal with the
robot height, while the ceiling should be higher than a given threshold. From an implemen-
tation point of view, dc can be chosen as dc ≥ (2.5m− d f ). To achieve near real-time per-
formance, every dataset is downsampled using a fixed width octree structure and a search for
planar areas respecting the above mentioned constraints is performed in a sample consensus
formulation. Once determined, the plane equations will be refined by including the original
points in the scan and refitting the model. After the floor has been identified and labeled as
such, the coordinate system of the dataset will be snapped to the floor by imposing that its~z
axis should be perfectly perpendicular to the floor.

After performing global registration on all scans, the coordinate system of the resultant
dataset might be changed. However, a straightforward transformation can be estimated be-
tween any of the individual scans and the 360◦ one, and thus the~z axis of the 360◦ dataset can
be re-aligned with the~z axis of the robot to simplify subsequent processing steps.

The next step in the mapping pipeline is to detect large planar areas perpendicular to the
floor and the ceiling which could represent the walls of the room. The assumption is that for
the initial Static Functional Map (at its creation), scans can be acquired in such a way that
large vertical portions of the room are covered, and therefore it is most likely that at least one
wall is observed in each scan. This means that the system does not need to process multiple
scans or the 360◦ dataset to get the walls of the room (though that is possible as well), but
rather incrementally detect and grow them as new scans come in.
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To detect these areas efficiently, we first look into the Extended Gaussian Image (EGI) of the
point cloud (see Figure 7.4) and take all the estimated point normals which are perpendicular to
the~z axis. Then a sample consensus search is performed in the normal space in order to obtain
the other two principal directions ~x and ~y. If only one direction is found, the other will be
computed directly using a cross product operation. Once the three major axis are determined,
the coordinate system of the dataset will be re-aligned to match the newly determined ~x~y~z

coordinate system.

Having the principal directions of the scan aligned with a defined~x~y~z coordinate system,
makes searching for planar regions highly efficient, as only points whose normals are approxi-
mately perpendicular to the plane we try to determine will be considered. Therefore, the search
on all three major directions is highly parallelized in order to discover the planar supports for
walls, cupboard doors, tables, etc. Figure 7.5 presents the major planar decomposition results
for the input kitchen dataset, while the right part of Figure 7.4 presents the remaining points
after all segmented planar areas have been removed.

Figure 7.4 Left: the Extended Gaussian Image (EGI) of the point cloud dataset. As seen, most
of the estimated point normals are found around the principal~x~y~z directions, accounting
for approximately 85% of the entire dataset. Right: the remaining points after major planar
area segmentation.

The next step is to verify which of the vertical planar regions could possibly be a wall and
separate it from the rest. Since the planar equations of the ceiling and the floor are already
known, they can be used to determine the height of a vertical region with respect to them.
The goal here is to differentiate between walls and other types of vertical planes which will
be considered unanimously as possible furniture candidates. Therefore, the vertical regions
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Figure 7.5 Major planar area segmentation in the kitchen dataset. Each area is shown in a
different (random) color, while the remaining unsegmented points are shown in gray.

which contain points higher than a distance dw f from the floor or lower than a distance dwc

from the ceiling, will be marked as walls. For the purpose of the application presented herein,
it is not extremely important if these are actual walls or not, as dw f will be selected to be high
enough (≥ 2.5m) so that those regions are unreachable by the robot anyway. The left part of
Figure 7.6 presents the vertical planar candidates which satisfied the above mentioned criteria
and were marked as walls. Notice that the regions do not have to be continuous, as all the
points which have the same plane equation will be marked as walls (e.g. the part of the wall on
which the kitchen cupboards are installed has points above the cupboards satisfying the wall
criteria, and therefore will be marked as wall too).

After finding and marking all the walls, the remaining vertical planar areas are marked as
possible furniture faces. However some of them are too small, and must not be considered
at this stage by the system. To prune these regions from the list, their area is first estimated
and only the ones which are large enough to sustain the smallest piece of furniture that is to
be considered, will be retained. The right part of Figure 7.6 shows the remaining furniture
candidates.

A further refinement will be done based on whether these candidates have some sort of a
fixture (handle or knob) for operating or opening/closing them. This means that any planar
area that is a furniture candidate, but does not contain a fixture, cannot be manipulated by the
robot in any way, and thus should not be considered either. To do this however, the furniture
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Figure 7.6 Left: planar areas segmented as walls (based on the ceiling closeness criterion);
right: planar areas segmented out as possible furniture faces.

candidates must first be broken into minimally connected planar regions, and a search for fix-
tures for each of these regions needs to be performed independently. To do this, the boundary
points of each individual furniture candidate are first estimated, followed by a segmentation
step using a region growing approach. All under-segmentation cases will be solved through
the use of heuristic rules as shown below.

The region segmentation method is similar to the algorithm presented in Section 6.4, with
two differences. First of all, the regions are grown until we hit boundary points instead of
looking at the estimated surface curvature at each point. This has the advantage that the system
does not need to estimate any additional curvature thresholds. Secondly, to speed up region
growing, the algorithm makes use of an octree decomposition, that is, if no boundary points
are found within an octree leaf, all points are automatically added to the current region. The
segmentation results are shown in Figure 7.7.

Figure 7.7 Left: furniture candidate faces shown with their respective boundary points
(marked with red). Right: refined planar furniture candidates after segmentation. Due to
under-segmentation, certain candidates were not split correctly (e.g. large cabinet on the
left of the kitchen).

For each of the segmented furniture faces candidates, a search is performed for points lying
in their vicinity, which could contain fixtures such as handles and knobs. The algorithm for
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extracting fixtures is similar to the one already presented in Section 6.5 and consists of the
following steps:

• compute the boundary points of each furniture face candidate;

• obtain the two directions perpendicular to the normal of the planar area, and find the
best (i.e. highest numbers of inliers) four oriented lines, two in one direction and two in
the other direction in a sample consensus formulation;

• get the four points which form the 3D rectangle approximating the planar region;

• get all points in the vicinity of this rectangle at a distance 0cm ≤ di ≤ dt (in our
implementation we selected dt = 5cm) and compute their boundary points;

• fit 3D lines and 3D circles to these boundary points in a sample consensus formulation,
score the candidates, and select the ones which minimize the Euclidean distance error
metric.

To refine the final fit, a non-linear optimization is applied using a Levenberg-Marquardt
algorithm. Figure 7.8 presents the segmentation and classification of all handles and knobs
found on candidate furniture faces for the input kitchen dataset.

The proposed mapping approach relies on a set of heuristic rules imposed on the entry data.
These rules decide whether and how areas of the map will be considered in a certain geometric
processing step. To achieve an overall consistency in the results, these rules are strict, in the
sense that: if a certain area does not fulfill a single criterion, the system simply leaves it out,
and re-processes it when more data is available.

For example, planar regions with an area smaller than 0.0625sqm (≈ 0.25m × 0.25m)
are not considered for further interpretation until more data is available in that region. These
rules represent sensible thresholds for the segmentation methods presented here, and could be
relaxed even further if the quality of the acquired point cloud dataset would be higher (i.e. by
using a better sensing device).

A different category of rules altogether are represented by the presence or absence of cer-
tain conditions for a given object candidate. In this respect, the fixtures (handles and knobs)
detected as lying near furniture surface candidates are used to decide:

• what class of furniture could the candidate belong to;

• where is the hinge of the door located;
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Figure 7.8 Segmentation and classification of fixtures (handles and knobs) on furniture faces
(see Figure 7.7). Handles are drawn with blue lines over their inlier points (in magenta),
knobs with orange circles, and each planar area is bounded by 4 corners (in black) and 4
perpendicular lines (in cyan). The red dotted-lines represent the convex boundaries of each
point region.

• whether the candidate is a composition of candidates due to under-segmentation.

The latter refers to the presence of multiple handles for a furniture candidate. From an
implementation point of view, we impose that one piece of furniture should contain only one
handle (drawers and cupboards are treated as individual units and not just as part of a cabinet),
and thus multiple handles indicate that under-segmentation occurred in that area. Therefore,
the presence of multiple fixtures triggers an internal re-segmentation process for an area, by
looking to fit lines that might split the candidate into multiple parts which have not been
detected previously because they were either incomplete, or had a low number of inliers.

In detail, the algorithm selects each region which contains multiple handles attached to it,
and proceeds to split the region into N smaller regions, where N is the total number of handles
found. The region re-segmentation is based on 3D line fitting in a sample consensus formu-
lation in the space of boundary points located inside the region. Since there is no guarantee
that there are enough boundary points so that a line segment can split the region completely,
the resulting segments are grown until they hit the borders of the region. After all lines are
found, the points in the region together with the handles are re-associated to the newly created
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Figure 7.9 Refining furniture candidate faces based on the presence or absence of multiple
fixtures.

smaller regions. The results before and after this functional segmentation step are presented in
Figure 7.9.

After re-segmentation, the location of the door’s hinge is inferred as follows: a) if the handle
associated with a frontal face of a furniture unit is located near one of the edges of the unit,
then the hinge of the door is located on the opposite edge; and b) if however, its position is
roughly in the middle of the unit’s geometric center, then the unit is most likely a drawer so it
doesn’t contain a hinge.

Another commonsense assumption that can be made is that a furniture unit with one or sev-
eral knobs close to each other can in fact be a kitchen appliance, like an oven or a dishwasher.
This comes from the simple fact that knobs are usually used to change settings and influence
the functioning of a device instead of just opening doors, for which handles are more appropri-
ate. Most kitchen designs depict a kitchen oven as a cupboard-like unit with one large handle
for the oven door, and several knobs above it for operating the burners.

By taking all the above rules into consideration, and applying them to the list of detected
furniture candidates, a simple hierarchical object model such as the one presented in Fig-
ure 7.10 can be created. This hierarchical model will annotate (as best as possible given the
input data) different class object labels for each candidate. Therefore, a cuboid-like container
with a fixture (handle or knob) present near its frontal face, can be labeled as:

• a cupboard – if it has only one handle or knob, and a fairly big surface area (note that
very large cupboards are considered as closets);
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• a drawer – if it has one handle located near the geometric center of its frontal face, and
a smaller surface area;

• a kitchen appliance – if several knobs and at most one handle are present. A further
decomposition into ovens and dishwashers, or washing machines can be done, based on
the assumptions mentioned above (e.g. an oven’s design).

CuboidCuboid

ContainerContainer KitchenKitchen
ApplianceAppliance

CupboardCupboard DrawerDrawer OvenOven DishwasherDishwasher

countHandles()==0countHandles()==0
countKnobs() > 1countKnobs() > 1

&&&&
countHandles()==1countHandles()==1

hasKnobs()hasKnobs()~hasKnobs()~hasKnobs()

countHandles() == 1 countHandles() == 1 
&&&&

handleLocation() == 'center'handleLocation() == 'center'

countHandles() == 1 countHandles() == 1 
&& && 

handleLocation() != 'center'handleLocation() != 'center'

Figure 7.10 A Hierarchical Object Model scheme using heuristic commonsense rules.

The first two labels represent simple containers for smaller types of objects. Please note that
kitchen appliances like a refrigerator which are usually built to resemble cupboards in modern
kitchen designs cannot be differentiated solely based on their appearance. This however is not
a major drawback as a refrigerator is indeed a cupboard-like container, with the difference that
only specific types of items are stored inside.

From an implementation point of view, the input datasets are spatially decomposed using
fixed-leaf dynamic octrees (see Figure 7.11), to achieve fast computation times for each in-
dividual processing step in the proposed mapping pipeline. This allows the system to use
different levels of detail, depending on the goals of the application. Each individual new scan
that is acquired stores a couple of millions of points, and working directly on it would not only
render some of the geometric methods slow, but also increase the necessary memory require-
ments. The workaround is to build the octree structure as early as possible and then grow it
incrementally when new registered data comes in.

The room shape assumptions presented at the beginning of the section do not represent hard
constraints for the system, and their usage only leads to a significant performance increase in
our processing pipeline. Without any generality loss, if the search for principal directions and
re-orientation steps would be left out, the algorithms would fall back to the default behavior
where planar areas would be searched for within the entire occupied octree cells, leading to
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Figure 7.11 Two different levels of detail representing approximately 1% (level 8), respec-
tively 0.2% (level 7) of the total number of points from the original dataset, created using
an octree.

the same results with the only drawback being that the entire procedure would just take longer.
Also, the system’s operation is not hindered in any way if multiple rooms are present in the
scans, as it does not assume four bounding walls.

The set of commonsense heuristic rules that the proposed mapping approach bases its func-
tionality on will be extended in the next section through the usage of a comprehensive clas-
sification scheme. This way, the system will learn parameters from a set of labeled training
data and thus substitute the need for a user defined rule, like for example: a wall needs to have
some points higher than a certain distance height dwall from the floor, etc.

7.2 Learning the Scene Structure

T
HE map learning can be approached by designing a multi-layered geometric feature set
that can extract meaningful information from training examples and help create a good

machine learning classifier model. The model could then be used to generate labeled object
hypotheses using just the geometric data contained in the acquired point clouds.

The architecture of the system depicted in Figure 7.12 is similar to the one from the previous
chapter as proposed in Figure 7.2. In particular, the Semantic Mapping pipeline includes:

• a highly optimized major planar decomposition step, using multiple levels of detail
(LOD);

• a region growing step for splitting the planar components into separate regions;

• a model fitting step for fixture decomposition;

• finally a 2-layers feature extraction and classification step.
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Figure 7.12 The architecture of the proposed mapping system, and the 2 different types of
maps produced. The input data is provided from the laser sensors installed on the robot’s
arms via the Point Cloud Data Acquisition module, and is processed through a Geometric
Mapping pipeline resulting in a PCD world model. This model constitutes the input for the
separate components of the Semantic Mapping module.

Figure 7.14 describes the 2-layers feature extraction and classification framework employed
in the proposed Semantic Mapping system. Instead of learning a single global model, the
system makes use of proven geometric techniques for splitting the data into clusters first, and
computes separate features and a separate model for each of these clusters. The two defined
layer-1 clusters are composed of the horizontal planes, and the vertical planes respectively.
By treating them separately, the features that need to be computed are greatly simplified, false
positives are removed, and in general the classification results are improved. Additionally,
once a set of furniture faces labels are obtained from the classifier for vertical planes, the
system proceeds at extracting object fixtures (e.g. handles and knobs) and estimates a set of
layer-2 features which will help at separating furniture object types into drawers, cupboards,
kitchen appliances, and vertical side faces respectively. A final advantage of this scheme is that
there is no need to estimate all possible features for all planar candidates, but the architecture
allows for a flexible scheme, where the segmentation and estimation of features is done as

needed, starting with simple ones first (i.e. horizontal planes). Therefore, the overall system
will benefit from a reduced computational complexity.

Since the world coordinate frame is defined with the~z axis pointing upwards, the planar
models to be searched for are divided into two categories:

• horizontal planes, i.e. those whose normal is parallel with the~z axis;
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• vertical planes, i.e. those whose normal is perpendicular to the~z axis.

The first category will include structural components of the environment such as the floor
and the ceiling, as well as planar areas which can support movable objects, such as tables,
shelves, or counters (see Figure 7.13 left). The second category will devise the walls of the
room, and all the faces of the furniture and kitchen appliances in the room (see Figure 7.13
right). For each segmented planar area, the system then estimates its boundary points, and a
region growing approach similar to the one presented in Section 7.1 is performed in order to
determine the set of planar regions. These constitute the input to the feature extraction modules
as presented in Tables 7.1, 7.2 and 7.3.

Figure 7.13 Left: all horizontal planes found in the scene; right: all vertical planes found in
the scene.
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Figure 7.14 The 2-layered feature extraction and object classification framework used in the
proposed mapping system. The light red boxes represent the output classification labels.

The description of the layer-1 features is given in Tables 7.1 and 7.2. The first set of features
will be computed only for horizontal planes. Once a model that can separate horizontal planes
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into the object classes mentioned in Figure 7.14 is learned, the resultant ceiling and floor object
models will be used to generate the layer-1 features for vertical planes.

Table 7.1 Layer-1 features for horizontal planes.

Feature Notation Description

Height Hh the height of the planar model on~z with respect to the world coordi-
nate frame

Length Lh the length along the first principal component

Width Wh the length along the second principal component

The vertical planar classification separates walls from furniture candidates. Since the planar
equations of the ceiling and the floor are already known from the horizontal planar classifica-
tion, they are used to determine the height of the vertical region with respect to them. The goal
is to differentiate between walls and other types of vertical planes which will be considered
unanimously as possible furniture candidates. Therefore, the vertical regions which contain
points close to the ceiling might be classified as walls. For the purposes of the experiments
presented herein, it is not extremely important if these are actual walls or not – what matters
is that those regions are high enough that they are unreachable by the robot anyway.

Table 7.2 Layer-1 features for vertical planes.

Feature Notation Description

Height Hv the actual length along the~z axis (i.e. |Mz −mz| where Mz
and mz are the points with the maximum respectively mini-
mum~z values)

Floor distance D f
v the distance to the floor model (i.e. |mz − p f |z where mz is

the point with the minimum~z value, and p f is a point on the
floor)

Ceiling distance Dc
v the distance to the ceiling model (i.e. |mz − pc|z where mz

is the point with the maximum~z value, and pc is a point on
the ceiling)

Width Wv the length along the biggest principal component, excluding
~z

Since the feature spaces are relatively simple, the choice of using the right machine learning
classifier is greatly simplified.
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To differentiate between various possible furniture types, the proposed mapping architec-
ture implements a secondary type of features which are to be computed only for the vertical
planar regions classified as furniture candidates. This set of features (see Table 7.3) take into
considerations constraints such as the number of handles and knobs present as lying on the
planar region, as well as the distance between the center of the fixture and the center of the
region.

Table 7.3 Level-2 features for furniture candidates.

Feature Notation Description

Height H f the height of the furniture candidate

Width W f the width of the furniture candidate

Nr. handles Nh the number of handles present on the furniture candidate

Nr. knobs Nk the number of knobs present on the furniture candidate

Min distance Dm the minimum distance between the center of the planar face and
the closest fixture (handle or knob)

Following the classification results for object types which employ fixtures towards one of
the edges of the planar face supporting them (e.g. cupboards), the system will estimate the
door opening hinge as being on the opposite edge.

Given the proposed multi-layered feature space, the choice of selecting a good machine
learning classifier is greatly simplified, as most methods would return favorable results, given
good training data. Though the goal of these experiments is to find the classes of each indi-
vidual planar region separately, an interesting aspect would be however to lay the basis for a
further integration between adjacent planar regions into the model. This can be done by mak-
ing use of a probabilistic undirected graphical method, such as Conditional Random Fields
(CRF) for example, which exploits the existing contextual information.

Figure 7.15 shows the Conditional Random Fields for the three different models. Each of
the models’ features is used as an input variable. The variable nodes are named after the
corresponding notations in Tables 7.1, 7.2, and 7.3.

An important factor in the classification accuracy of the CRF model, is the amount and type
of training data used for learning. Due to physical constraints in moving our mobile robot to
a different kitchen environment, or changing the kitchen furniture to obtain multiple datasets,
the amount of training data available from real world scenes is extremely limited. To circum-
vent this problem, we proceeded as follows: we created realistic kitchen models in the Gazebo
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Figure 7.15 From left to right: CRF for model 1 (Horizontal L-1 Features), 2 (Vertical L-1
Features), and 3 (L-2 Features). The classification output labels yi are shown in Figure 7.14.

3D simulator, and used virtual scanning techniques, followed by synthetic data noisification
to acquire additional point clouds representing kitchen environments (see Figure 7.16). Af-
ter acquiring a few of these datasets, we processed them through the proposed pipeline and
extracted the 2-layered features for training the CRF model. Figure 7.17 presents the planar
segmentation results for such a dataset, while in Table 7.5 we show more examples of virtually
scanned kitchen environments (left) and their respective fixtures on furniture candidate faces
segmentation (right).

Figure 7.16 An illustration of the simulated 3D environments and the process of acquiring
training datasets, using the Gazebo 3D simulator.

The classification results of the trained CRF model for the kitchen dataset presented in
Figure 7.1 are shown in Table 7.4. The table shows the recall, precision and F1-measure values
of all labels and the macro-averaged statistic of each model. The item accuracy is based on the
overall correct classified items against the wrong classified items in the test data set.

The labels for the models given in the above table represent (in order): floor, tables, and
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Table 7.4 Performance results for the Conditional Random Field models.

Horizontal planes Vertical planes Furniture candidates

Label Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1

1 1.00 0.50 0.67 1.00 0.91 0.95 0.94 1.00 0.97

2 1.00 1.00 1.00 0.97 1.00 0.98 0.97 0.89 0.93

3 0.96 1.00 0.98 0.50 0.75 0.60

Macro accuracy 0.99 0.83 0.88 0.99 0.95 0.97 0.80 0.88 0.83

Item accuracy 0.97 0.98 0.91

ceiling (horizontal planes); walls, and furniture candidates (vertical planes); respectively cup-
boards, drawers, and kitchen appliances (furniture candidates). As it can be seen, the lowest
accuracy of the classification results is represented by the kitchen appliances. The variety in
the models we trained the model with is simply too large, and the proposed layer-2 features
cannot capture the modeling process correctly.

Figure 7.17 Planar segmentation results for a virtually scanned dataset using the Gazebo 3D
simulator.

7.3 Exporting and Using the Models

W
ITH regards to time constraints, we view the acquisition of a Semantic 3D Object Map
as part of the deployment of a robot in a new environment, thus it only has to be done

once before the robot starts performing its job. Once an initial model is built, changes in the
map are easier to incorporate and require less time to compute.

The system stores the final object map model into a hierarchical XML-like format. This
simplifies model queries and allows the map to be automatically imported into a 3D simulation
environment (Gazebo in this case), as seen in Figure 7.18. In our previous work, we have used
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Table 7.5 Virtually scanned training datasets.

Virtually scanned environment Segmentation and model fitting

such models of kitchens for task planning and optimization simulations [BBK+07].

To support mobile manipulation and 3D collision avoidance, the proposed mapping pipeline
creates a second type of map comprised of triangular meshes: the Triangulated Surface Map
[MRB09]. By using the acquired object classes, the surface reconstruction methods can be ap-
plied in parallel on each object separately, leading to the creation of a decoupled triangle mesh
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Figure 7.18 Left: automatic environment reconstruction of the real world dataset from Fig-
ure 7.1 in the Gazebo 3D simulator; right: the estimation and evaluation of door hinges
from geometry data.

map. The straightforward advantages of such a representation (see Figure 7.19 for an exam-
ple) are that: a) changes in the world can be now be modeled separately on a subset of objects
without loading or working with the rest; and b) it supports environment dynamics natively, as
picking up an object from a table simply means moving the triangular mesh representing the
object from the table into space, without the need to recreate it.

Figure 7.19 Surface reconstruction example with mesh decoupling for all furniture candidates
and objects supported by planar areas.

Using the sets of fixtures determined from the segmentation of point clusters lying on the
vertical faces of furniture candidates, we can create representations such as the ones presented
in Figure 7.20. The estimated positions of the handles can then be validated using the mobile
manipulation platform. Figure 7.21 presents an example where a higher level task executive
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gives the robot a command to search for a particular object in a drawer. The robot navigates
towards the estimated position of the handle, and attempts to open the drawer by grasping on
the handle and pulling backwards. Though for the purpose of these experiments the trajectory
of the robot arm was fixed a priori, the system can easily incorporate more complex motion
planners to achieve a smoother path.

Figure 7.20 Over imposing the resultant furniture candidates on the original point cloud data.

Figure 7.21 Examples from the execution of a plan involving the opening of a drawer with
the mobile manipulation platform, using the Semantic 3D Object Map.

7.4 Summary

T
HIS chapter presented a comprehensive system for the acquisition of hybrid Semantic 3D
Object Maps for kitchen environments. The proposed mapping system includes 2 com-
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ponents, namely: i) a Static Functional Map which contains those parts of the environment
with fixed positions and utilitarian functions (walls, floor, kitchen appliances, cupboards, ta-
bles, etc); and ii) a Triangulated Surface Map created using decoupled triangular meshes. The
former is built either by employing a set of commonsense heuristic rules on the data or by
classifying a set of planar regions using simple 3D geometric features, and serves as a se-
mantic resource for an assistant mobile personal robot, while the latter supports 3D collision
detection and path planning routines for safe navigation and manipulation.
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8 Surface and Object Class
Learning

“Objects can be classified scientifically

into three major categories: those that

don’t work, those that break down and

those that get lost.”

RUSSELL BAKER

S
EGMENTING and interpreting the surrounding environment that a personal robot operates
in from sensed 3D data is an important research topic. Besides recognizing a certain

location on the map for localization or map refinement purposes, obtaining accurate and in-
formative object models is essential for precise manipulation and grasping. Although the ac-
quired data is discrete and represents only a few samples of the underlying scanned surfaces,
it quickly becomes expensive to store and work with. It is therefore imperative to find ways to
address this dimensionality problem and group clusters of points sampled from surfaces with
similar geometrical properties together, or in some sense try to “classify the world”. Achieving
the latter annotates sensed 3D points and geometric structures with higher level semantics and
greatly simplifies research in the aforementioned topics (e.g. manipulation and grasping).

In general, at the 3D point level, there are two basic alternatives for acquiring these annota-
tions:

1. use a powerful, discriminative 3D point feature descriptor, and learn different classes
of surface or object types, and then use the resultant models to classify newly acquired
data;
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2. use geometric reasoning techniques such as point cloud segmentation and region grow-
ing, in combination with robust estimators and non-linear optimization techniques to fit
geometric primitive shapes to the data. Examples include linear (e.g. planes, lines) and
non-linear (e.g. cylinders, spheres) shapes but also higher order bivariate polynomials,
etc.

Both approaches have their advantages and disadvantages, but in most situations machine
learning techniques – and thus the first approach, will outperform techniques purely based
on geometric reasoning. The reason is that while simple linear models such as planes can
be successfully found, fitting more complicated geometric primitives like cones for example
becomes very difficult, due to noise, occlusions, and irregular density, but also due to the
higher number of shape parameters that need to be found (increased complexity). To deal with
such large solution spaces, heuristic hypotheses generators, while being unable to provide
guarantees regarding the global optimum, can provide candidates which drastically reduce the
number of models that need to be verified.

Figure 8.1 An ideal 3D point based classification system providing two different point labels:
the geometry (L1) and the object class (L2) that a point belongs to.

Additionally, we define a system able to provide two different hierarchical point annotation
levels as an ideal point classification system. Because labeling objects lying on a table just with
a class label, say mug versus cereal box, is not enough for manipulation and grasping (because
different mugs have different shapes and sizes and need to be approached differently by the
grasp planner), we require the classification system to annotate the local geometry around each
point with classes of 3D geometric primitive shapes. This ensures that besides the object class,
we are able to reconstruct the original object geometry and also plan better grasping points at
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the same time. Figure 8.1 presents the two required classification levels for 3 points sampled
on separate objects with different local geometry.

The following sections describe applications based on the first technique, that of learning
surface classes using point feature representations. In particular, Section 8.1 presents work
on surface labeling with Point Feature Histograms representations, followed by an optimized
FPFH-based classification in Section 8.2, while in Section 8.3 we tackle the problem of ob-
ject class learning using a new global descriptor, the Global Fast Point Feature Histogram
(GFPFH).

8.1 Learning Local Surface Classes

T
HIS section investigates the usage of Point Feature Histogram representations for the
characterization of the surface geometry on which sampled points lie, and presents an

in-depth analysis on their usage for efficient point cloud classification. These classifiers can be
used as accurate and reliable labeling procedures which segment point clouds into candidate
regions for parameterized geometric primitive fitting. Using point labels like: point on cylin-

der, point on torus, etc. and the geometric relationships between them, the recognition and
segmentation of objects in real world scenes can be greatly sped up and improved.

Such classification examples are given in Figures 8.2 and 8.3, where two distinct datasets
acquired in an indoor kitchen environment have been processed and labeled according to four
major geometric primitive surface classes. Notice how points on the two cups are labeled as
cylinders (body) and edge (handle), and the surface they are lying on (table top) as planar.
Making use of the resultant point classes can provide obvious advantages for applications
which require good point correspondences.

Once the feature space is fixed, a set of classes for point labeling can be defined. One exam-
ple is to define this set as representations for points lying on various 3D geometric surfaces,
such as: planes, spheres, cylinders, cones, tori, edges and corners. The last two classes make
sense for data acquired in indoor environments, which contains a high number of such geo-
metric shapes instances.

The next step is to generate training data for all possible classes. In general, using train-
ing data from real world scans has been proven to be cumbersome, because it involves a lot
of manual labor into segmenting the appropriate surfaces for each class. Moreover, for non-
linear shapes (cones, tori, etc) this manual segmentation is prone to errors. A viable solution
is to generate synthetic data that represents the desired primitive surfaces, and apply the same
noise levels found in the real-world datasets to it. The classification results can be then tested
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Figure 8.2 Classification results for a dataset acquired in a kitchen environment. In and out
represent concave and convex surface types.

using marked (ground truth) point clouds but also visually on real-world datasets where this
information is missing.

In the context of the chosen application, the selection of r2 for the computation of PFH
representations (see Section 4.4) should be adjusted to the size of the shapes that need to be
detected and to the level of noise that is expected from the sensor. The value of r1 should be
big enough to balance the effect of noise, but small enough to preserve the local nature of the
estimated surface normal. Similarly, the value of r2 should be big enough to capture enough
information about the shape, but small enough to avoid the overlapping effects of multiple
surface types in the same neighborhood.

In indoor scenes containing objects of every day use (e.g. cups, bottles, cereal boxes, etc),
the shape primitives used for training can be generated to have appropriate dimensions with
respect to these objects, with examples including r1=1.5cm and r2=2.5cm for dense laser
scans. These values are required for an accurate surface representation for a cup’s handle for
example, which constitutes the smallest shape (torus) that is to be detected given the noise
level found in the input dataset [RMBB08b].
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Figure 8.3 Example of point classification for two distinct (red and green) indoor kitchen
datasets registered in the same coordinate system (overlapping area shown in gray). The
color legend for the classified point labels is given in Figure 8.2.

8.1.1 Generating Training Data

Since the chosen PFH hyperspace requires consistently oriented normal information and bases
its computational model on that, there are two types of situations that need to be accounted
for:

• when the estimated surface normals of a shape are oriented towards the concave (inner)
part of the surface (Figure 8.4 left);

• when the estimated surface normals are oriented towards the convex (outer) part of the
surface (Figure 8.4 right).

The above does not imply that the PFH feature space is pose variant, but that it identifies
the way an object is oriented to some degree with respect to the viewpoint (e.g. a corner of the
room will be marked differently than a corner of a piece of furniture in the room – inner and
outer corner respectively). Figure 8.4 presents the normal information for a cylinder in both
the above mentioned cases.
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Figure 8.4 Estimated and oriented surface normals for a cylinder pointing towards the concave
(left) and convex (right) part of the surface.

Therefore, the number of surface classes has to be multiplied by two, with the exception
of the plane. Figure 8.5 presents Point Feature Histograms for points lying on the selected
geometric shapes, when the surface normals are oriented towards the concave (left) and convex
(right) parts of the shape.

Figure 8.5 Point Feature Histograms for points lying on several 3D geometric primitives:
normals oriented towards the concave (left) and the convex (right) parts of the shape.

The presented histograms were computed for shape primitives that were generated synthet-
ically and are noiseless. The results show that the different geometrical properties of each
surface produce unique signatures in the Point Feature Histograms space. It is important to
mention that the point density on the surface does not influence the features significantly, how-
ever the points on the edges of the generated shape primitives have small differences compared
to those in the middle of the surface, producing the variations that can be seen in Figure 8.5.

An important requirement of the selected feature space is that it has to be able to cope with
noisy datasets, acquired using real hardware sensors. To see whether the point histograms will
be discriminating enough, we will analyze the level of noise in a scanned point cloud, add
the same level of noise to our synthetic datasets, and compare the resultant histograms. The
particular datasets presented here have been acquired using a SICK LMS laser sensor in an
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Figure 8.6 Planar and cylindrical surface patches used for noise analysis.

indoor kitchen environment (see Section 2.1).
For determining accurate noise models, two portions of a scan (see Figure 8.6) have been

manually segmented to represent both linear shapes (e.g. planes) and non-linear (e.g. cylin-
ders). To compute the noise parameters for the underlying shape model, the following steps
have been taken:

1. using a Sample-Consensus based method (MSAC [TZ00]), a search for the best shape
support (plane or cylinder) is performed;

2. a linear least-squares fit for the plane and a non-linear Levenberg-Marquardt optimiza-
tion for the cylinder is used to refine the obtained model, and compute the shape param-
eters;

3. the distances from all the points in the dataset to the estimated shape model are estimated
and used to build a Gaussian distribution of distances with a mean µ and a standard
deviation σ.

By analyzing the statistics of the distribution and comparing the results with the noiseless
case, we can deduct, with some precision, the actual noise levels present in the input scanned
data. The left part of Figure 8.7 presents the distance distributions of the cylinder’s points from
the computed underlying shape model for the cylinder shape. The resulted distance distribution
for the planar patch has practically the same mean and standard deviation values as the ones
for the cylinder. In the figure, µraw and σraw represent the noise mean and standard deviation
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for the raw (scanned) dataset. By adding the same level of noise to the synthetically generated
datasets and repeating the above computational steps, a new distance distribution with similar
mean and standard deviation values, µsyn and σsyn (see the right part of Figure 8.7) can be
obtained. The fitted Gaussian distribution is shown in black, the ±σ standard deviation in red,
and the mean µ in blue. The “noisification” procedure can be applied on all three dimensions
or alternatively only on the~z (i.e. depth) axis.
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Figure 8.7 Point to surface distance distributions for a point cloud representing a cylinder:
raw scan (left), synthetic dataset with added noise (right).

Figures 8.8 and 8.9 show the Point Feature Histograms for points lying on planar and cylin-
drical surfaces: synthetically noiseless generated data on top, the noisy raw dataset in the
middle, and the synthetic dataset with added noise on the bottom.

This analysis allows for fine refinements of the estimated PFH representations such that
they resemble the raw scanned data as much as possible. As shown, the resultant noisified
synthetic data captures the underlying geometry in good detail, thus reducing the need for a
manual segmentation for the generation of training data in the model learning process.

8.1.2 Most Discriminative Feature Selection

After obtaining enough datasets representing the geometric primitives of choice, and after
their appropriate features have been computed and extracted, a selection of the most relevant

features has to be performed. The selection is motivated by the fact that for a given shape,
there could be tens of thousands to millions of such training instances, which, if used directly,
would render the learning problem costlier than needed. Therefore, a subset of features which
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Figure 8.8 Point Feature Histograms for points on a plane for synthetic noiseless data (top),
raw point cloud data (middle) and synthetic noisy data (bottom).
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Figure 8.9 Point Feature Histograms for points on a cylinder for synthetic noiseless data (top),
raw point cloud data (middle) and synthetic noisy data (bottom).

reduces the number of training examples but still preserves the same information with respect
to the shape signature, has to be identified and extracted.

This can be viewed as a clustering problem, in the sense that the goal is to find the most
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relevant k clusters in the hyper-dimensional PFH space, which taken together resemble the
overall shape representation without losing or modifying its discriminative properties. A solu-
tion to this problem is to treat the clustering in an unsupervised learning formulation, and thus
apply an algorithm such as K-Means, where k (the number of clusters) could be determined
empirically.

However, since the proposed feature space is hyper-dimensional, it is very likely that the
iterative clustering method will be trapped in local minima, and the optimal cluster centers
will not be found. A solution is to reduce the dimensionality of the space and perform the
clustering there. However, even in a lower dimensional space, the risk of converging to a false
solution is directly related to the initial starting position of the clusters.

The solution proposed here consists in computing the mean µ-histogram of the geometric
shape, then creating a distance distribution from all the point feature histograms to it, divide it
into equally distributed parts, and select a representative from each part as a starting solution
for the k cluster centroids. In detail, the procedure for determining the most discriminating
features is represented by the following computational steps:

1. for each shape candidate, compute the mean µ-histogram of the shape;

2. for each point in the shape, compute a distance metric Dm between the point’s feature
histogram and the mean µ-histogram of the shape;

3. arrange all the distance values in a distribution, divide it into k intervals, and uniformly
sample an index value from each interval;

4. use the sampled distances as initializers for the k center clusters, and search for an
optimal solution using a K-Means formulation.

The proposed method gives similar results to the one proposed in [Vas03]. For determining
the optimal Dm, we have performed an in-depth analysis using multiple distance metrics and
norms (such as L1-Manhattan, L2-Euclidean, Bhattacharyya, Chi-Square, Jeffries-Matusita,
Kullback-Leibler), similar to the ones presented in Section 4.5. The empirical evaluation indi-
cated good results using the L1-Manhattan metric.

Figure 8.10 presents the results of the selection process for a conic shape with 10815 feature
histograms. For the purpose of these experiments, the number of k clusters was set to 40.
In practice, we require the same number of training examples for each candidate shape. To
achieve this, we first compute the feature histograms for all shape primitives, and then we
select:

k = min(α, ns
i), i ≤ N (8.1)
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Figure 8.10 Most discriminating 40 feature histograms for points lying on a concave conic
surface. All 10815 feature histograms are shown at the top of the figure, and the resultant
40 feature histograms at the bottom.

where ns is the number of feature histograms for shape s, N is the total number of primitive
shape classes, and α is a maximum tolerated number of clusters set by the user.

Selecting the most discriminating features using the proposed K-Means clustering approach
has the advantage that the learning time will be drastically reduced while the discriminating
feature information will be preserved for training the machine learning classifier.

8.1.3 Supervised Class Learning using Support Vector
Machines

The goal of the application presented herein is to learn models for 3D geometric primitives (see
Figure 8.5) and then apply these models to classify scanned data coming from laser sensors.
The separation of the PFH hyperspace into distinct classes can be reformulated as a Support
Vector Machine classification problem. Given a set of training examples, the SVM learner
attempts to find optimally separating hyperplanes which group sets of training examples be-
longing to the same class and separate those from different classes. The support vectors are
usually found in a higher dimensional feature space where the data is mapped by making use
of a kernel function. Choosing or designing a new kernel function is an important decision, as
selecting the wrong kernel can lead to inadequate results.
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By applying the most discriminating feature selection algorithm as presented in Section 8.1.2,
the training datasets become less voluminous. Trying out different kernels and optimally de-
termining their best coefficients in a large parameter space therefore becomes possible by
training different models in parallel and selecting the best one. Besides the classical linear,
sigmoid, and polynomial kernels, and motivated by the results in [CHV99], we have selected
the family of Radial Basis Functions kernels:

KRBF(x, y) = e−γ·dist(x,y) (8.2)

By changing the distance metric, the kernel can take the form of a Laplacian, Gaussian
or sublinear kernel (see Appendix C.1). Both the Laplacian and the sublinear kernels have
shown great results for histogram matching [JNY07, CHV99], outperforming the Gaussian
kernel. Supervised learning techniques such as SVM have the advantage that while the model
learning is slow (solved here through the use of the most discriminating feature selection), the
classification of new unseen instances is performed very fast.

The problem of classifying new point features can also be formulated in a different man-
ner, that is without directly specifying the target output classes. This falls into the context of
semi-supervised or unsupervised learning techniques, and its main advantage is that the learn-
ing process does not require sets of labeled data to be used for training the model. A rather
effective and simple histogram classification method can be obtained by looking at different
distance spaces and performing a K-Nearest Neighbor (KNN) search for the closest match,
where k = 1. That is, for every shape training set, compute the mean µ-histogram, and assign
the shape class to a point p, if the point’s histogram p f

i has the closest distance to it than to
any other mean shape histogram. In the context of the application presented in this chapter,
we evaluated the following distance metrics: Manhattan (L1), Euclidean (L2), Bhattacharyya,
and Chi-Square (χ2) (see Appendix A.2 for their equations).

A similar method for classification is K-Means clustering, where instead of assigning the
shape class directly as KNN does, an iterative search for the optimal k clusters is performed.
Given a good metric space histograms belonging to the same class tend to be grouped together
in the same cluster.

Table 8.1 presents the results obtained using the above classification methods and differ-
ent distance metrics for a synthetically generated scene containing various geometric shapes
(see Table 8.2). The best classification support for both noiseless and noisy data with Sup-
port Vector Machines was obtained using the RBF sublinear kernel, confirming the findings
in [CHV99]. The RBF Laplacian kernel gave similar results, albeit the RBF Gaussian ker-
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8.1 Learning Local Surface Classes

Table 8.1 Classification results (in %).

Method used Noiseless Noisy Method used Noiseless Noisy

SVM Linear 95.17 87.66 KNN L1 78.08 78.03

SVM Polynomial 94.39 88.88 KNN L2 67.22 71.94

SVM Sigmoid 86.15 83.44 KNN Bhattacharyya 87.11 83.53

SVM RBF Gaussian 94.55 88.83 KNN Chi-Square 83.64 82.84

SVM RBF Laplacian 95.18 88.14 K-Means L1 73.63 68.58

SVM RBF Sublinear 95.26 89.55 K-Means L2 61.30 68.58

K-Means Bhattacharyya 73.63 70.74 K-Means Chi-Square 73.63 68.58

nel provided better results for noisy data. An interesting result was obtained using the linear
kernel, which had the second best results for noiseless data. This means that when a lower
computational cost is desired with small acceptable penalty losses in performance, a linear
SVM model could be used instead. Note that the numbers presented in the table are directly
related to the synthetic dataset used – if ground truth would be available for real datasets, the
outcome of the classification might result in bigger differences between the kernels.

Table 8.2 presents the classification results using the best parameters with each of the three
methods (SVM, KNN, and KMeans) for the synthetic noiseless scene (left) and for the scene
with added noise (right). In the legend presented at the bottom of the table, two types of tori
were included for detecting cups handles: an ideal torus (rounded) type, and another type more
flat. Instantiations of the two different types of handles can be seen in Figure 8.11.

The KNN based classification gave very promising results, especially when using the Bhat-
tacharyya distance metric. This is due to the fact that the discriminating power of the PFH
representations is high enough so that in certain distance spaces they can be easily separated.
The presented results make the KNN method very attractive, especially for situations where a
model does not have to be learned a priori. The K-Means clustering algorithm had the worst
results of the three methods. Even though the k cluster centroids were initialized as close as
possible to the true solution, the final solution diverged from the true class, due to the iterative
nature of the algorithm and the metric space used.

Another aspect that needs to be verified is how the PFH classification copes with partial
scans taken from different positions and angles. Figure 8.11 presents the classification results
for 4 types of cups scanned from 3 different poses. In the first row, the acquired scans contain
the cup handles as seen from a 45◦ angle and slightly from above; in the second row, the

135



CHAPTER 8 Surface and Object Class Learning

Table 8.2 Classification results for the synthetic scene. From left to right: noiseless and noisy
synthetic scenes. From top to bottom: SVM sublinear kernel, KNN with Bhattacharyya
distance, and K-Means with Bhattacharyya distance.
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handles are precisely in the middle of the scan and are perpendicular to the viewpoint, while
the position is above the cup almost looking down at the inside bottom of the cup; and finally,
in the third row, the handles are exactly at a 90◦ angle with the viewing direction, allowing
them and the cup to be seen from the side. The results obtained indicate the following findings:

• all scans could identify the concave and convex cylindrical components of the cups
within a reasonable error margin;

• the handles for the first 3 cups were identified as flat tori in situations where more than
half of the handle was visible, and as rounded tori when seen from the side (e.g. the
bottom row of the figure);

• the third cup had an unusual shape (i.e. not perfectly cylindrical) and has been classified
as a composition between a normal concave cylinder (bottom), a convex cylinder (mid-
dle) and a convex torus (top), showing that the classification of more complex objects is
possible, but has to be interpreted differently.

Figure 8.11 Classification results for 4 types of cups scanned from different positions and
angles.

To verify the robustness of the PFH representations on a more complex dataset where ob-
jects are grouped closer and occluding each another, we analyzed the scene presented in Fig-
ure 8.12 and obtained 90.26% classification results using a sublinear SVM kernel. Notice that
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our ground truth labels were expecting edges at the intersection of shape candidates, such as
cylinder with plane, or sphere with plane, as well as torus with cylinder. Due to the r2 value
used, the torus representing the handle of the smaller cup was not classified as a torus, but as
an edge. This leads to the conclusion that the overall classification accuracy could be improved
if different levels of details are used (i.e. different radii r1 and r2).

Figure 8.12 Complex noisy synthetic scene with 90.26% classification results using a sublin-
ear SVM kernel.

Figure 8.13 Point Feature Histogram classification results for a table scene with kitchen ob-
jects shown as an intensity image (left) and the results after classification (right).

The results obtained by applying the same SVM model to a real-world scene are shown in
Figure 8.13. The left part of the figure presents the point cloud in intensity scale, while the
right shows the classification results. Similar other datasets have already been presented in
Figures 8.2 and 8.3.

8.2 Fast Geometric Point Labeling

T
HE results presented in Section 8.1 have shown a good separation of points based on the
underlying properties of the geometric surface they are sampled on, captured by their

138



8.2 Fast Geometric Point Labeling

respective Point Feature Histogram representations. Their major disadvantage is connected to
the estimation complexity of the PFH features, which for a point cloud dataset P with n points
is O(nk2), with k being the number of neighbors of each pi ∈ P that we need to estimate the
representations for. This makes the PFH based classification system unsuitable for application
with tighter computational constraints.

In the following, we devise a similar classification scheme based on the less demanding
FPFH representations (see Section 4.5) and probabilistic graphical methods. The switch from
Support Vector Machines to probabilistic graphical methods such as Conditional Random
Fields is justified by the incapability of SVM representations to enforce the same class labels
to the surrounding neighbors of a point. As it can be seen in most of the figures from Sec-
tion 8.1, there are tiny groups of points in several areas of an object or surface which appear
as being labeled with a totally different class than the rest of the points in that area. In con-
trast, discriminative undirected graphical models can make use of contextual information and
enforce the labeling of adjacent points to the same class label, as presented in Appendix C.2.

As an application scenario, we want to demonstrate the parameterization and usage of a
FPFH-based system for the purpose of point classification for objects lying on tables in indoor
environments using Conditional Random Fields [RHBB09]. Figure 8.14 presents a classifica-
tion snapshot for a scanned dataset representing a table with objects in a kitchen environment.
The system outputs point labels for all objects found in the scene.

Figure 8.14 Left: raw point cloud dataset acquired using the platform in Figure 8.16 contain-
ing approximatively 22000 points; right: classification results for points representing the
table and the objects on it. The color legend is: dark green for planar, mid green for convex
cylinders, yellow for concave cylinders, light green for corners, pink for convex edges and
brown for convex tori.

The given problem of labeling neighboring points motivates the exploitation of the graphical
structure of Conditional Random Fields. In our work, each conditioned node represents a 3D
point and each observation node a calculated feature. Figure 8.15 shows a simplified version
of the model, with the output nodes connected to their observation nodes and the observation
nodes of their surrounding neighbors.
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Figure 8.15 A simplified Conditional Random Field model for FPFH based classification.

The validation of the FPFH based framework was done using the mobile manipulation plat-
form presented in Figure 8.16. By mounting a SICK LMS 400 laser scanner on the robot arm,
and sweeping the scenes with a frequency of 1Hz, we acquired a large number of datasets
representing table setting scenes. Each point cloud dataset comprises around 70000− 80000
points.

Figure 8.16 Left: the mobile manipulation platform used in our experiments; right: an example
of one of the scanned table setting scenes.

Since we are only interested in classifying the points belonging to the objects on the table,
the raw point clouds are prefiltered and the table surface is segmented together with the in-
dividual point clusters supported by it. To do this, we assume that the objects of interest we
are interested in are lying on the largest horizontal planar components in front of the robot.
The estimation of these horizontal planes is done in a MSAC [TZ00] framework, as presented
in Chapter 6. Once the model is obtained, the algorithm estimates the boundaries of the table
as a 3D polygon and segments all object clusters supported by it (see Figure 8.17). Together
with the table inliers, this constitutes the input to the FPFH feature estimation and surface
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Figure 8.17 Left: raw point cloud dataset; right: the segmentation of the table (green) and the
objects supported by it (random colors) from the rest of the dataset (black).

classification experiments, and accounts for approximatively 22000-23000 points (≈ 30% of
the original point cloud data).

To learn a good model, object clusters from three different data sets have been segmented
and manually labeled. This is in contrast to the previous formulation from Section 8.1, where
the classifiers were trained with synthetically noisified data. The training set was built by
choosing primitive geometric surfaces out of the data sets, such as: corners, cylinders, edges,
planes, or tori, both concave and convex. The initial estimate is that these primitives account
for over 95% data in table setting scenes similar to the ones used for the purpose of these
experiments.

To compare against the results in Section 8.1, both the PFH and FPFH representations have
been estimated for each point in the dataset, and then used to train two separate Support Vector
Machine and Conditional Random Fields models.

Since ground truth was unavailable during the data acquisition stage, we manually labeled
the scenes to test the individual accuracy of the separate machine learning models obtained.
The results with respect to computational performance and classification accuracy are pre-
sented in Table 8.3.

As shown, the FPFH algorithm easily outperforms the PFH algorithm in computation per-
formance. The estimation of the FPFH representations is over 20 times faster for the particular
datasets used in these experiments. An important observation is that the CRF model based on
the decorrelated FPFH representations provided better results than the PFH based model. This
can be explained by the lesser influence of neighboring points for the feature representation of
the query point in the FPFH formulation.

The training error curves for the CRF models for both PFH and FPFH are shown in Fig-
ure 8.18. Since the error norm becomes very small after approximatively 50 iterations, the
model training can be stopped there. Table 8.4 presents visual examples of some of the classi-
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Table 8.3 Feature estimation, model learning, and testing results for the dataset in Figure 8.14.
The method indices represent the type of features used: PFH (1) and FPFH (2). All compu-
tations were performed on a Core2Duo @ 2 GHz with 4 GB RAM.

Method Feature estimation (pts/s) Model training (s) Model testing (pts/s) Accuracy

CRF1 331.2 0.32 18926.17 89.58%

SVM1 331.2 1.88 1807.11 90.13%

CRF2 8173.4 0.091 76996.59 97.36%

SVM2 8173.4 1.98 4704.90 89.67%

fied table scenes with both the SVM and CRF models.
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Figure 8.18 Test accuracy and training er-
ror curves for the two Conditional Random
Field models for PFH and FPFH represen-
tations.

The number of FPFH representations per
second that the system can estimate as given
in Table 8.3, has been obtained using a
single-threaded implementation. For appli-
cations with timing constraints, the algo-
rithm can be extended to spawn multiple
threads and estimate several FPFH features
at once. Additionally, if the scanning data
is acquired in a sweeping manner, an algo-
rithm that can estimate the FPFH representa-
tion online while the scan is being performed
can be implemented as proposed in our pre-
vious work [RBB09].

8.3 Global Fast Point Feature Histograms for Object

Classification

I
N contrast to the two application scenarios mentioned in Sections 8.1 and 8.2, this section
deals with a more complex problem in the context of learning surface and object models

for mobile manipulation and grasping applications from noisy stereo data. The approach pre-
sented here makes use of dense 3D point cloud data acquired using stereo vision cameras by
projecting textured light onto the scene (active stereo). To create models suitable for grasping,
the supporting planes are first extracted in a manner similar to the methods presented in Sec-
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Table 8.4 A subset of 4 different datasets used to test the learned models. The images (left
to right) represent: grayscale intensity values, classification results obtained with the SVM
model, and classification results obtained with the CRF model. The color legend is similar
to the one given in Figure 8.14.

tion 6.4, followed by the segmentation of object clusters supported by them. All point clusters
are first labeled with different surface geometric primitives using a FPFH representation at a
local level. Then, a novel global descriptor (Global Fast Point Feature Histogram) is used to
categorize the individual clusters into object classes using the previously estimated labels at
each point. To create models useful for grasping applications, all resultant decoupled primitive
point clusters are reconstructed as smooth triangular mesh surfaces.

The focus of the application presented in this section is on modeling the immediate area
that a robot’s arms can reach, which is called the robot’s workspace. Because the robot is
mobile, it is impossible to instrument the environment with sensing devices such as active
vision systems for example, but these could be easily installed on the robot. As previously
described in Section 2.1, active stereo sensors can produce dense 3D depth maps by projecting
random texture patterns onto the scene. In comparison with panning 2D laser based systems,
the data can be acquired at higher frame rates, usually in the order of 30-60Hz, but at the cost
of more noise.
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Figure 8.19 The architecture of the proposed mapping system, with the major processing
steps highlighted with light blue color. The two classification layers produce local point
annotations (CRF - layer-1), and global object annotations (SVM - layer-2) respectively.
The outputs of each step are represented with yellow dotted boxes.

A proposed system architecture able to learn point and object classes and reconstruct the
scanned surfaces as triangular meshes from noisy active stereo data is presented in Figure 8.19.

For every point cloud P acquired from the stereo system, the processing pipeline first es-
timates the underlying surface normal estimates ~ni at every point pi ∈ P , by approximating
them with the normals of least-squares planes fit to local k-nearest neighbors patches centered
around each pi. By transforming the input data into the robot coordinate system (~z pointing
upwards), and using the previously estimated surface normals, a parallelized segmentation
scheme for all horizontal planar surfaces ti ∈ T sampled in P is devised using robust MSAC
(M-Estimator Sample Consensus) estimators [TZ00]. Then, the closest ti candidates to the
robot are selected and all Euclidean point clusters supported by them (i.e. sitting on it) are
extracted from the data. Since these clusters are independent with respect to each other, the
next step is to estimate local Fast Point Feature Histograms at every point in a cluster, for each
cluster in parallel. Using a previously learned Conditional Random Fields model, the system
outputs local point classes. These local point annotations are then used for computing a global
representation for each cluster using GFPFH descriptors, which in turn are used to train a Sup-
port Vector Machine model that classifies clusters into object classes. Additionally, using the
same local point labels, a surface reconstruction step is applied to generate smooth triangular
surface meshes useful for grasping applications. The grasping analysis is performed offline
by estimating the force closure and other grasp stability metrics between the reconstructed
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surfaces and the robot grippers using approaches such as [MA04, DK08]. An example of the
intermediate outputs of the proposed architecture is shown in Figure 8.20.

Figure 8.20 From left to right: raw point cloud dataset, planar and cluster segmentation, la-
beling of the point cluster using local FPFH representations, and finally the reconstruction
of the scene surface using smooth triangular meshes.

In principle, the local point classification using Conditional Random Fields follows the
structure presented in Section 8.2. The CRF model is used for predicting the point labels. The
feature nodes xi are connected to the output variable y representing the geometric classes.
Since all y nodes are connected amongst each other, the same output label is enforced locally,
and neighboring points will be labelled with the same geometric class. The point features
are calculated using a slightly modified FPFH variant, by selecting the weight proposed in
Equation 4.22 as:

ωk
j =

√
exp ‖p− pk

j ‖ (8.3)

The new weight is not penalizing the neighboring points on the surface too much and leads
to a larger influence of the neighboring points pk SPFH features on the resultant FPFH for the
query point p.

To validate the proposed framework, we have performed several experiments of point anno-
tation using the CRF classification approach. In particular, over 500 datasets of table setting
scenes have been gathered, containing objects such as the ones presented in Figure 8.21. Each
dataset was first segmented using the methods described above. The remaining point clusters
had on average approximatively 600 points in a radius of 3 cm.

Due to the nature of the objects selected for these experiments, four major surface primitive
classes have been defined: planar, cylindrical concave, cylindrical convex, and stem or handle
(represented by thin and slightly planar patches). Though a few glasses in the dataset include
conical parts, the levels of noise in the point cloud datasets made distinguishing conical from
cylindrical too unreliable.

For the sake of completeness, for each point pi ∈ P , three different feature representations
have been estimated, namely: the PFH and FPFH representations as described in Sections 4.4
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Figure 8.21 The complete collection of IKEA objects used for the active stereo experiments
presented in this section.

Table 8.5 Feature estimation, model learning, and overall testing results for the Conditional
Random Fields model. FPFHm represents the modified weight FPFH variant.

Method Feature estimation (pts/s) Model training (s) Model testing (pts/s) Accuracy

PFH 13.33 10.43 3936 57.51 %

FPFH 1128.22 4.84 1699 90.49 %

FPFHm 1203.39 0.65 10087 98.27 %

and 4.5, and the modified weight FPFH variant presented in this section (see Equation 8.3).
The overall classification results are presented in Table 8.5, together with the total computation
time required for feature estimation, model learning and testing, on a standard Intel Centrino
1.2Ghz notebook, while the training error curves are given in Figure 8.24. Figure 8.22 presents
several classification examples using the trained CRF model.

Once the point labels are obtained, we proceed at reconstructing the original surfaces us-
ing a decoupled surface mesh triangulation [MRB09], followed by a simple mesh relax-
ation [TZG96, Lin00] to obtain smoother surfaces and normals. Figure 8.23 presents several
results of the surface reconstruction step for different objects located on planar surfaces. The
resolution of the triangular mesh is directly dictated by the requirements of the grasping anal-
ysis step.
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Figure 8.22 Examples of FPFH based classification for active stereo data representing scenes
with multiple objects. The color legend indicates the following labels: cylindrical convex
(green), cylindrical concave (red), stem and handle (blue).
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Figure 8.24 Classification accuracy and train-
ing error curves for the 3 different feature
estimation methods: PFH, FPFH, and the
modified weight FPFH variant.

Figure 8.25 presents the geometric pro-
cessing steps for a more complex scene, with
objects (e.g. glasses) placed on top of other
planar objects (e.g. books). To resolve ambi-
guities such as objects stacked on other pla-
nar objects (such as books), the previously
mentioned segmentation steps are repeated
by treating each additional horizontal pla-
nar structure on top of the ti table as a ta-
ble itself. This leads to the correct segmenta-
tion of any hierarchically arranged support-
ing planes, such as books or boxes already
located on tables, etc. The top row of the fig-

ure presents: the raw acquired point cloud data from the stereo camera (left), the estimation of
surface curvatures with low-high represented as red-yellow (middle), and finally the resultant
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Figure 8.23 Examples of the resultant triangular surface meshes using our reconstruction
pipeline. Note that each object is individually reconstructed, thus allowing the surface re-
construction algorithms to be run in parallel.

surface normals at the points in the cloud (right). The bottom row shows the segmentation
results (left), the classification of the object clusters using the CRF model and FPFH features
(middle), and the triangular surface meshes used as input for the grasping analysis.

Besides annotating points with a local geometric class and reconstructing surfaces, the sys-
tem should be able to differentiate between various objects as well. To do this, we extend the
FPFH idea to a Global Fast Point Feature Histogram (GFPFH) descriptor representation.

The GFPFH computational steps are presented in Algorithm 8.1. The method assumes that
for a set of input given points pi ∈ P , a class label ci ∈ C has already been assigned through
an a priori point based classification step using FPFH descriptors.

The algorithm begins by building an octree representation that spatially decomposes P into
a set of leaves L. Each leaf l j ∈ L contains a set of points P l

j inside it, and due to the octree
representation, each leaf is encapsulated into a parent leaf. This allows us to quickly create a
multi-lod (multiple levels of detail) representation for the resultant GFPFH scheme.

A set of class probabilities Pli(cj) are created for each leaf, where Pli represents the proba-
bility of leaf li of being of class cj, and is estimated as:

Pli(cj) =
nj

n
· 100, (8.4)

where n represents the total number of points in P l
i , and nj represents the number of points

having been estimated a class label j using the FPFH CRF model.
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8.3 Global Fast Point Feature Histograms for Object Classification

Figure 8.25 An example of segmentation, classification, and surface reconstruction of com-
plex scenes containing multiple objects located on top of other planar objects.

Then, for each pair of two leaves 〈li, l j〉, a line segment rij is created, and a set of leaves Lij

intersecting with rij is obtained. Each leaf in Lij is checked whether it is occupied or not (i.e.
it contains points in it), and a histogramH is created for the pair, where:

H = hij =

{
0, lij unoccupied

Plij , lij occupied
(8.5)

This results in (nl+1)·nl/2 histogramsH of variable length for L, one for each pair of leaves,
where nl is the number of leaves in L. An example of such histogram is shown in Figure 8.26.
For simplicity, instead of computing a probability for each class label in the leaf, we take the
most dominant point class label as the leaf representative in the figure. The starting leaf li is
represented with S, and its class is 4, and the goal leaf l j (represented with G) has class 3 as
the most dominant one. Along the ray rij, three occupied leaves are intersected, with classes
4, 3, and 3, followed by three unoccupied leaves.

Then, for each Hij histogram, we estimate a fixed length histogram representation H fij .
H f consists of each possible combination of class neighbors, including the empty leaves,
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CHAPTER 8 Surface and Object Class Learning

Algorithm 8.1 The main computational steps for the Global Fast Point Feature Histogram
descriptor

1: P = {p1 · · · pn} // set of 3D points
2: L = {l1 · · · lm} // set of octree leaves encapsulating P
3: C = {c1 · · · co} // set of point classes (generated from FPFH)
4: for all li ∈ L
5: Pli(cj) // compute a list of probabilities Pli of li being of class cj

6: for all li ∈ L
7: // histogram holding the class probabilities of each leaf pair started from li

8: H = {hk|hk = 0}
9: for all l j ∈ L

10: rij ← (li, l j) // create a line segment rij between li and l j

11: Lij = {lij|lij = L ∩ rij} // get intersected leaves Lij along the ray
12: if lij unoccupied // is lij a free, unoccupied leaf in L
13: hij = 0
14: else
15: hij = Plij
16: // count the class changes for neighboring leaves inH and store inH f
17: H f ← H
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Figure 8.26 An example of a resultant leaf class pair histogram, with the start leaf having the
dominant class 4, and the goal one 3. Along the casted ray, three other occupied leaves are
intersected, with classes 4, 3, and 3, as well as three free leaves (represented with class 0
here).

where the tuples 〈classa, classb〉 and 〈classb, classa〉 are equal, and is computed by counting
the number of neighboring classes along the bins of Hij. Thus we get a set of fixed-length
histogram representations of size:

(nc + 2) · (nc + 1)
2

(8.6)
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8.3 Global Fast Point Feature Histograms for Object Classification

where nc represents the number of FPFH classes.

The final GFPFH representation is obtained by computing a distance metric from each his-
togram in H fij to the mean histogram of the set, and binning the values in a final histogram
G. Experiments with different metrics unveiled very good results using the Kullback-Leibler
divergence:

dk =

(nc+2)·(nc+1)
2

∑
i=1

(p f
i − µi) · ln

p f
i

µi
(8.7)

where p f
i and µi represent the H f histogram value at bin i and the mean histogram of the

entire set of H f histograms at bin i respectively. Figure 8.27 presents some of the general
theoretical aspects of the GFPFH estimation as presented in Algorithm 8.1.

Figure 8.27 The estimation of a GFPFH for a 3D point cluster. After a voxelized representa-
tion is created (left), for every two pairs of leaves, a ray is casted from the start leaf (green)
to the goal one (blue). All intersections with other leaves and free space are recorded and
ported into a leaf class pair histogram (see Figure 8.26).

To validate the proposed GFPFH scheme, a global descriptor was estimated for each seg-
mented point cluster after all its points were annotated using one of the defined geometric
classes. Each point cluster was spatially decomposed using a leaf size of 1cm, which led to
an average of ≈ 300 leaves and a mean computation time of ≈ 2 s per cluster. To train the
model we selected a subset of 247 labeled objects, and devised four main categories of ob-
jects: i) glasses (no handles or stems); ii) glasses with stems (e.g. wine glass); iii) mugs (with
handles) and finally iv) large bowls. The motivation of this class separation is that objects with
very similar geometry are grasped in the same manner by our robot, and therefore it makes
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sense to group them together.

The object views were split into two equal parts, one for training the model and one for test-
ing. The overall classification accuracy of the resultant SVM model was 95.13%. Figure 8.28
presents the classification of the 20 types of objects tested into the 4 devised categories.

Figure 8.28 The classification results for the objects in our dataset using the 4 devised GFPFH
classes: i) simple glasses (white); ii) glasses with stems (green); iii) mugs with handles
(blue); and iv) large bowls (red).

The reconstructed surfaces can then be imported into a simulation tool for grasping analysis.
An example of constrained grasp point estimation for a specific part of an object using the
point labels in OpenRAVE [DK08] is shown in Figure 8.29. Using the GFPFH classification
results (i.e. the object class) and the local surface labels acquired using the FPFH classification,
the grasping of certain objects can be restricted to specific parts. For example, glasses with
stems can be grasped only by using their stems, while for mugs the grasping estimation can
be limited to the handle.

8.4 Summary

T
HIS chapter presented a set of novel scene interpretation mechanisms for point cloud
data acquired using noisy sensors in indoor environments. The surface geometry around

a point is characterized using multi-value histograms (PFH or FPFH), which provide pose
invariant, discriminative feature representations even in the presence of varying density or
noise. The proposed feature representations have shown to be useful for the problem of point
classification with respect to the underlying geometric surface primitive the point is lying on.
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Figure 8.29 Grasping scene examples acquired during simulation experiments performed us-
ing the PR2 [RSG+09] robot model in OpenRAVE.

By carefully defining 3D shape primitives, and making use of machine learning classifiers,
our framework can robustly segment point cloud scenes into geometric surface classes. For
the problem of object categorization, a two layer classification system was proposed, first at
a local point level for annotating geometric surface primitives, and the second at a global
object level for grouping similar objects in the same class. The object classification is based
on a novel global descriptor, which borrows from the theoretical properties of the local FPFH
descriptor for point set cluster annotations: GFPFH.
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9 Parametric Shape Model
Fitting

“A theory has only the alternative of

being right or wrong. A model has a

third possibility: it may be right, but

irrelevant.”

MANFRED EIGEN

T
HIS chapter tackles the problem of scene interpretation, including object reconstruction
for everyday manipulation activities in domestic human living environments, in partic-

ular kitchens, out of point cloud data. The proposed framework takes raw point cloud datasets
as input, and segments horizontal planar areas that support objects used in manipulation sce-
narios (see Figure 9.1).

The output is represented by a set of hybrid geometric object models that consist of shape
coefficients and triangular surface meshes. The use of these hybrid models allow to syner-
getically combine the strengths of shape representations and those of surface models for a
compact representations of objects. As Figure 9.2 illustrates, shape models enable the system
to add surface information for parts of the object that were not covered by sensor data. Also,
shape models are unique representations for which grasps can be determined in advance and
be reparameterized on demand. In addition, exploiting the knowledge about the shape enables
the robot to eliminate inaccuracies caused by sensor noise as it determines the best shape fit
for the sensor data. However, the use of shape models assumes that objects have strong regu-
larities, which is often but certainly not always satisfied by the objects of daily use in domestic
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Figure 9.1 Segmenting a dataset representing a table scene and the object clusters located on
it.

human environments. Thus, the remaining parts of the object cluster are reconstructed through
triangular meshes that can approximate arbitrary shapes better but have disadvantages such as:
they are not compact, not generalizable, and yield higher geometric inaccuracies.

Thus the proposed method first tries to explain parts of the point cloud through simple
geometric shape models by fitting 3D geometric primitives such as spheres, cylinders, cones,
and planes. It then reconstructs the remaining parts of the point cloud cluster using surface
triangular meshes [MRB09], and combines the partial models of the point cloud cluster into a
hierarchically structured hybrid model.

9.1 Object Segmentation

The architecture of the mapping system presented herein, is shown in Figure 9.3. Our methods
take an unorganized 3D point cloud P as input and produce a set of shape coefficients S
and a set of surface models O as output. We identify two main modules, namely the Scene
Interpreter which extracts the supporting planes and segments the object clusters, and the
Object Modeler, which creates the shape and surface models for each segmented object cluster.
To process the data faster, a world coordinate frame with the~z axis pointing upwards is defined,
and P is transformed into this frame.

The mapping pipeline can be described using the following computational steps:

1. for every 3D point pi ∈ P , if no ~ni surface normal information is already present,
an estimate of the normal to the best least-squares plane fit locally to the k-nearest
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Point Cloud DataPoint Cloud Data

Shape ModelShape Model

Hybrid Shape-Surface Object ModelHybrid Shape-Surface Object Model

Surface ModelSurface Model

Figure 9.2 The basic shape and surface model estimation step and the reconstruction of the
hybrid shape-surface object model.

neighbors of pi is taken;

2. point normals ~ni that are approximatively parallel with the world~z axis, are grouped
into a set T = {t1 · · · tn} of Euclidean table candidate clusters;

3. for every cluster ti ∈ T , a sample consensus robust estimator is used to find the best
planar model;

4. for every set of point inliers P i corresponding to the planar model for ti found, a bound-
ing polygon is computed as the table bounds;

5. all Euclidean point clusters C i = {ci
1 · · · ci

n} supported by the table model (i.e. sitting
on the table, and within the polygonal bounds) are extracted;

6. for every cluster ci
j ∈ C i a robust search for the best set of primitive shapes S i is con-

ducted;

7. a set of surface models Oi that takes S i into account is built;
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Object ModelerObject Modeler

Scene InterpreterScene Interpreter

3D Point Cloud3D Point Cloud

Normal estimationNormal estimation

Table cluster 1Table cluster 1

Surface ReconstructionSurface ReconstructionModel FittingModel Fitting

Euclidean clusteringEuclidean clustering ......

Planar decompositionPlanar decomposition

Object segmentationObject segmentation

Object cluster 1Object cluster 1

Object cluster nObject cluster n

......

Table cluster nTable cluster n

Shape coefficientsShape coefficients Surface modelsSurface models

Figure 9.3 The architecture of the proposed object reconstruction system. The input is com-
prised of unorganized 3D point cloud datasets, and the output is a set of reconstructed
surface models O and a set of shape coefficients S .

8. finally the resultant hybrid shape-modelM is built by concatenating the shape model
with the surface model.

In general, the segmentation of planar areas out of sensed point cloud data representing
indoor environments can be done in a bruteforce manner (as presented in [NH08] for example)
by simply picking 3 random points, estimating the parameters of a plane from them, and then
scoring points to this model using a distance threshold, in a sample consensus framework.
While this approach needs no a-priori data processing and works in a straightforward manner
on simple datasets, it might fail on more complex environments, where a resultant model might
contain points from various different parts of a room, for example, located on different objects.
Furthermore, a model could count as inliers points which do not respect the plane equation,
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9.1 Object Segmentation

that is, the estimated surface normal ni at an inlier candidate point pi is not parallel to the
plane’s normal~n.

To account for such complex environments, but also to considerably speed up the planar
segmentation results, we proceed as follows. For a given point cloud dataset P , we construct
a downsampled version of it, Pd, where pj ∈ Pd represents the centroid of a set of points
Pj = {pi ∈ P} obtained using a fixed spatial decomposition of the data (e.g. kD-tree).
Furthermore, the normal ~nj to the underlying surface represented by Pd is estimated by fitting
a local plane to the set of points Pj, and approximating nj as the normal~n of the plane.

Then, in general, the system uses similar sample consensus techniques as [NH08], but im-
poses an additional constraint on the sample selection step, that is, for every two pair of
points pi, pj (with their estimated surface normals ~ni, ~nj) in the three required chosen sam-
ples: ~ni · ~nj ≈ 0.

For the purpose of the experiments presented in this chapter however, we are mostly inter-
ested in the segmentation of tables as horizontal planes which can support objects on them.
Therefore, another optimization can be introduced in the planar decomposition approach, that
is, from the the entire set of points pi ∈ Pd, select only those with their estimated surface
normals ~ni approximatively parallel with the world~z axis. After that, we perform a fast clus-
tering of the selected points in an Euclidean sense and construct a set T = {t1 · · · tn} of table

candidate clusters. This has the advantage that since the clusters are independent with respect
to each other, the subsequent planar segmentation step can be performed in parallel for more
than one cluster, thus decreasing the computational requirements considerably.

The next major step in the proposed geometric processing pipeline is the object segmenta-
tion step. Given a set of validated ti models, a search for sets C i of object candidates which are
supported by these models is performed. These objects are said to be movable, in the sense that
we are expecting the robot to be able to manipulate them. In a kitchen scenario they usually
fall into the category of small kitchen utensils, dishware, food products, and so on.

To segment the set of objects, the ti inliers are taken and a bounding 2D polygon is created
for each candidate. Then, we look at the points whose projection on the ti model falls inside
the polygon. Because we treat the bounding as a convex problem, there are situations where
the resulted shape includes additional points which do not lie on the table surface, as shown
in Figure 9.4. To solve this, all the point candidates are split into regions in an Euclidean
sense using an octree connectivity criterion (i.e. occupied neighboring leaves belong to one
region), and then an additional constraint is imposed: each region’s projection onto the ti

table has to have a minimum footprint. More specifically, the octree leaves of each point
region are projected onto the octree leaves of the table candidate, and the leaf intersections are
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counted. If the footprint area is too small, the point region will not be considered, as it might
simply be sensor noise. The result of these processing steps is a set of Euclidean point clusters
C i = {ci

1 · · · ci
n}.

Figure 9.4 Removing object candidates which fall within the convex polygon but do not in-
tersect with the table. The table’s boundary points are shown in blue, the convex hull lines
with cyan, octree leaves with green, and the accepted object candidates in red.

Given the point cloud dataset in the left part of Figure 9.5, the remaining point clusters C i

after the previously mentioned segmentation steps are shown in the right part of the figure.
Figure 9.6 presents more segmentation examples for various table scenes acquired in indoor
environments.

Figure 9.5 Left: A snapshot of our kitchen lab dataset, comprising roughly 15 millions of
points. Right: Point clusters supported by tables or shelves (shown in yellow) which con-
stitute candidates for movable object clusters (shown in random colors).
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Figure 9.6 Object cluster segmentation results for four different table setting scenes. The
segmented table plane is marked with green, while the individual object clusters have a
randomly assigned color.

9.2 Hybrid Shape-Surface Object Models

F
OR each segmented point cluster ci, a MSAC [TZ00] (M-Estimator Sample Consensus)
based search is performed to find 3D primitive geometric surfaces such as planes, cylin-

ders, spheres and cones.

The system maintains a list of all models S i = {si
1 · · · si

n} that have been generated in the
course of the search and scores each of them based on their number of inliers [RBMB09]. This
list has the advantage that if a model is good enough to be accepted, the rest of the models
get re-scored quickly by subtracting the inliers of the extracted model from their inlier lists.
This way, the remaining models will be found much faster, since we may have sampled them
already. The implementations of these different models to be fitted share a common interface,
so they can be easily enabled and disabled for different scenarios and new models can easily
be added.

To achieve fast results, an octree is used for a localized sampling strategy similar to the
one proposed in [SWK07a]. This results in an optimized inlier calculation by hierarchically
pruning octree leaves that cannot contain inlier points to the current model. In addition, during
inlier selection, points with normals contradicting those of the underlying model are discarded,
and a connectivity criterion is enforced, i.e. we select the biggest connected component among
the inlier candidates.
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For each model si found, we perform a non-linear optimization of the shape parameters
using the Levenberg-Marquardt algorithm [Sha98]. For some shapes, like cones, it proved
beneficial to use a more restrictive distance threshold in the first inlier selection stage, and ad-
just this threshold to the expected noise level during the final inlier search. While this reduces
the number of false positives and increases the number of false negatives, the refitting step
converges to a better solution.

After extracting a shape, a search is performed for possible object handles by inspecting
the vicinity of the model for fairly large clusters of points that can be grown from the current
shape surface. These points get marked as handles to the current shape and are disregarded in
the remaining model candidate list. This model-less approach was found to work more reliably
than trying to fit specific geometric shapes like tori, since handle geometry can vary greatly.
An example for a synthetic scene is given in Figure 9.7. Note that only the point positions
are synthetically generated, as point normals are estimated, and no information on the original
shape parameters is available to the object detection.

Figure 9.7 A synthetic scene demonstrating the different estimated primitive shape models.
Each primitive shape is marked with a different (random) color.

The left part of Figure 9.8 presents the results of cylinder and plane fitting on the point
clusters from Figure 9.5. We noticed that these two models appear the most often in our kitchen
datasets. The different cylinders are marked with different shades of blue, and the planes
with shades of red. Notice that the cylinder radius was not constrained to a specific range,
and therefore several small edges appear as cylinders due to the properties of the normal
estimation algorithm. However, since the model parameters are known, these shapes can be
grouped together and removed if necessary.

Our triangulation method [MRB09] propagates an advancing front of triangles, adding new
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Figure 9.8 Left: cylindrical (blue) and planar (red) shape candidates detected on tables. All
remaining points are shown in gray. Right: examples of triangulated surface models for the
kitchen counter point clusters.

triangles at each vertex by local projections of the nearby points onto a supporting plane.
The right part of Figure 9.8 presents an example of surface models created for some of the
objects presented in the left part of the figure. The resultant hybrid model is then created by
triangulating the remaining outliers from the model fitting step, and adding it to the shape
coefficients model as follows:

M = S ∪O (9.1)

To test the validity of the proposed approach, the modeling pipeline was applied to multiple
datasets representing table setting scenes, acquired in a kitchen laboratory. Each of the compu-
tational steps previously described was ran on every scene, and the results were inspected by
comparing the estimated shape models with real world measurements. Table 9.1 presents the
results obtained for four different datasets. From top to bottom, the table presents: i) the object
cluster segmentation from a raw point cloud dataset; ii) the shape model segmentation; iii) the
surface models obtained by triangulating the points; and finally iv) the hybrid shape-surface
models.

Even though the above results were obtained by applying our segmentation and model fitting
methods on individual point clusters, the algorithms work directly for cluttered scenes where
clustering is not possible due to all object surfaces being connected. Figure 9.9 shows the
shape classification results for a cluttered table scene. Most shapes are reliably detected even
if partially occluded.

Figure 9.10 presents an important limitation of the proposed mapping approach. Due to the
fact that our sensing devices cannot return any measurements from shiny black surfaces such
as the stove cooktop or the kitchen sink, it is impossible to determine the fact that there are any
planar areas which could support objects there. Therefore, the horizontal table planar support
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Figure 9.9 Shape classification and fitting results for a cluttered scene without a priori object
clustering: cylinders in blue, planes in red, and the remaining points in gray.

is incomplete (as seen in Figure 9.10), and some points which could be part of some objects
will be left out, as their footprint (support) on the table is very small or inexistent.

Figure 9.10 Object clustering based on octree connectivity segmentation on a planar horizon-
tal surface (i.e. table). Only points in red are selected as object candidates, as the rest do
not fulfill the object footprint criterion.

9.3 Summary

T
HIS chapter presented a comprehensive system for the acquisition of 3D hybrid shape-
surface geometric models in close-range scenes useful for mobile manipulation and

grasping. The models are acquired out of sensed point cloud data using robust shape segmen-
tation and surface triangulation methods. By fitting primitive geometric shapes to the data, the
proposed framework is able to reconstruct and infer missing data, and thus improve the resul-
tant models for grasping. Furthermore, by splitting the object data into clusters, a decoupled
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Table 9.1 Model fitting results for four different table setting scenes. From top to bottom:
segmented object clusters, shape models, surface models, and finally the hybrid shape-
surface models.
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triangular mesh map is created, which holds favorable computational updates in the presence
of environment dynamics.

165





PART III

APPLICATIONS
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10 Table Cleaning in
Dynamic
Environments

“Law of window cleaning: It’s on the

other side.”

P
ERSONAL robots are coming to age, enabling a multitude of problem scenarios that were
unsolvable until recently, to be tackled. One of the remaining challenges however is to

design systems that can function in the presence of humans without harming them, that is,
in general operate safely in the presence of environment dynamics. Designing such a system
might seem trivial, but for a platform capable of performing online without user interaction,
it raises a few issues such as: i) how is the goal reached when the state of the environment
changes? or ii) can real-time performance still be achieved if re-planning the robot’s motion is
necessary?

This chapter describes a system architecture that tries to identify and solve exactly these
issues. The overall goal is to realize a basic perception for manipulation layer for a personal
robot performing pick-and-place tasks in environments where humans live and work. This
translates into the development of a framework that enables a mobile manipulation system
to enter a previously unknown room and perform a certain task, like cleaning a table, in the
presence of a human person. The personal robotics platform used to demonstrate the efficiency
of this system architecture is the PR2 (Personal Robot 2) mobile manipulation platform from
Willow Garage (see Figure 10.1).
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Figure 10.1 The PR2 mobile robot platform used for the table cleaning experiments.

For the problem of cleaning a table, the space of all possible objects must obviously be
restricted to rigid everyday objects that are easy to grasp, such as cups, soda cans, tea boxes,
bowls, etc. The important aspect is that these do not have to be known to the robot beforehand,
which gives a certain degree of scalability to the system. This seemingly trivial manipula-
tion task poses serious challenges for the state of the art in autonomous mobile manipulation.
These challenges include the perception of object constellations on the table, the geometric
reconstruction of the unknown objects to be picked up from partial sensor views, and the
treatment of the rest of the scene as dynamic obstacles – in particular the person reaching into
the operating space of the robot. The motion planning challenges include the seamless execu-
tion of planned motions when reaching for objects in the presence of moving obstacles, and
the determination of appropriate grasps based on a partial and possibly inaccurate geometric
reconstruction of the objects to be picked up.

There are not many manipulation systems that are capable of addressing these problems, due
the requirements of successful operation of their many complex components, such as 3D per-
ception, motion planning and more. With the exception of [SFW+08, BOW+07, ARA+06,
KHY+06, QBN07, NJAK08], few other approaches have presented similar capabilities of
functioning robustly and reliably over extended periods of time on real hardware. Due to
their complexity, complete systems have not been fully realized yet, and the research prob-
lem remains open. The work presented here describes a system with real-time perception and
manipulation capabilities, with an emphasis on robustness and software re-usability.
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Figure 10.2 The overall ROS system architecture. Boxes with continuous lines define nodes.
Boxes with dashed lines delimit groups of nodes with related functionality. Communication
between nodes is represented by arrows.

The proposed system architecture is presented in Figure 10.2. The hardware architecture of
the PR2 platform is described in more detail in [RSG+09]. From a software implementation
point of view, all the components necessary to perform the tasks presented here are modular
so they can be reused individually, and are available as part of the ROS (Robot Operating
System) open source initiative (see Chapter 3). Because of their modularity, they can be used
for robots other than the PR2 as long as a respective robot description is available.

The software architecture presented in Figure 10.2, shows the complete system used for the
purpose of the experiments, but with a focus on the components depicted in color: 3D per-
ception and motion planning. The architecture can be viewed as a 3-tiered one. The lowest
layer provides the PR2 hardware controllers, the middle layer contains the functional mod-
ules, and the top layer is represented by the task executive that manages the processes at the
lower layers. In particular, the task executive parameterizes and synchronizes processes such
as perception, navigation, reaching and grasping. Its purpose is to also provide context-specific
control, responsiveness to sensory events, and failure detection, analysis, and recovery.

To be able to interact with its environment, a robotic system must first be able to perceive
it, and it must do so accurately by detecting pertinent changes as they occur. This perception
component is fundamental to both localization and motion planning. The 3D perception sys-
tem consists of two main nodes which build two separate maps: a dynamic obstacle map used
for collision detection in 3D while performing arm movements, and a scene interpreter which
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aggregates the acquired point cloud dataset with semantic annotations (e.g., class labels such
as: floor, walls, tables, objects on table [RMB+08a]). The input to the 3D perception module is
a set of 2D laser scan messages, acquired from the tilting Hokuyo laser sensor installed on the
head of the PR2 robot. Figure 10.3 presents a detailed version of the 3D perception pipeline
used.

2D laser scans2D laser scans
((LaserScanLaserScan))

3D Perception3D Perception

Laser scan filtering toolboxLaser scan filtering toolbox

3D Cartesian filtered3D Cartesian filtered
point cloudpoint cloud
((PointCloudPointCloud))

Dynamic Obstacle MapDynamic Obstacle Map

Scene InterpreterScene Interpreter

3D collision map3D collision map
((CollisionMapCollisionMap))

Tables and objectsTables and objects
((Table/ObjectOnTableTable/ObjectOnTable))

table_object_detector

subtract_object

record_static_map

Shadow pixels filterShadow pixels filter Robot self filterRobot self filter

Figure 10.3 Detailed diagram of the ROS 3D perception pipeline presented in Figure 10.2.
The double arrow messages represent requests served by the nodes.

The sampling based motion re-planning module[CLH+05, LaV06] requires a 3D map for
collision avoidance (for example when moving one of the arms). From an architectural stand-
point, sampling-based motion planning relies on a set of libraries with a modular design, keep-
ing the actual motion planner, collision checking and robot modeling separate. The libraries
are used together in a ROS node that monitors the robot state and receives updates from the
dynamic obstacle map.

Before projecting each 2D laser scan into a 3D point cloud Cartesian frame, a set of pre-
processing filters are applied, in order to clean the data of spurious measurements, as well as
to remove points from the scan which are sampled from the robot body. The latter is achieved
by treating the robot’s body parts as convex hulls and checking the intersection of the laser
scans with the hulls, while the shadow pixels filter removes erroneous points by comparing
the angles formed between the lines created by subsequent scan measurements with the view-
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point, against a statistical threshold. After the data is partially cleaned, all the points left are
projected into a global 3D coordinate frame. This constitutes the input of the two main nodes:
the Dynamic Obstacle Map, and the Scene Interpreter.

10.1 Real-time Collision Maps for Motion Re-Planning

T
HE Dynamic Obstacle Map is comprised of a set of geometric primitives created from the
point cloud P . This representation is updated in real-time for every new set of points,

and its main usage is to provide support for collision avoidance (i.e., reactive motion execu-
tion) for motion planning.

The node implementing the Dynamic Obstacle Map takes any set of points P that is avail-
able from the sensor, and inserts it into the map, which can generally be represented in multiple
formats using: spheres, boxes, points, or triangle meshes. The latter is not recommended for
situations where the data is extremely sparse, as incremental model updates become more dif-
ficult. In general, the node discretizes the space into smaller, uniform parts called leaves, with
a certain user-defined resolution and publishes them in one of the above mentioned formats on
the ROS network to the collision checker.

If the robot is to be allowed to operate and manipulate at high speeds, the laser tilt unit
must be actuated as fast as possible, to account for the dynamics present in the environment.
This however has the undesired effect that the total number of points per sweep is diminished
considerably, and small or fast moving obstacles will not be present in the resultant map. To
compensate for these types of situations, the node keeps a temporal sliding window (i.e., data
queue) for all data received, and computes the final obstacle map by integrating all the data
together.

A deciding factor on the average computation time per map is represented by the number
of data leaves that are requested from the motion planner, that is, the resolution of the world.
Because there is no good fixed resolution that best accounts for all possible scenarios, the
Dynamic Obstacle Map architecture is designed to be parameterizable on the fly. Furthermore,
the task executive can specify what the space of interest around the robot is – the space that
needs to be accounted for in the map. Taken together, these two constraints lead to significant
computational decreases in the creation of the map. Algorithm 10.1 outlines the basic steps
that are used to construct the map in real-time.

In addition to the periodical map creation, the node supports two important service calls,
underlined with a double arrow in Figure 10.3. The record_static_map service call triggers a
special mode in the node which records a complete sweep map as a static fixed reference map,
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Algorithm 10.1 The main computational steps for the creation of the Dynamic Obstacle Map
1: br, rr // robot bounds and resolution
2: P = {p1 · · · pn} // set of 3D points

3: tmin
+= 1, tmax

+= 1 // increment sliding window time
4: if ¬(∃L) // no spatial decomposition exists (first P)
5: L ← F(br, rr) // create an empty list L of 3D leaves
6: for all pi ∈ P
7: if (−br ≤ pi ≤ br) // check if inside bounds
8: estimate (lxyz ∈ L, pi ⊂ lxyz) // find the right leaf l for pi
9: add pi to lxyz

10: for all lxyz ∈ L
11: if (pt

j ≤ tmin ∨ pt
j ≥ tmax, pt

j ⊂ lxyz) // check if outside sliding window
12: remove pj from lxyz

13: M← F(L) // create the final map from the set of leaves

that all recorded data will be merged with until the next service call. This translates into:

M f =M∪Mr, (10.1)

whereM represents the map created from the current set of leaves,Mr is the static fixed
reference map recorded at the service call, andM f is the final 3D dynamic obstacle map.

Having a static reference map is beneficial during longer manipulation scenarios, where the
estimated collision map may contain holes due to occlusions caused by the robot’s arms at
certain positions in time. This may in turn negatively affect the motion planning algorithms,
which in the absence of pertinent solutions will attempt to use this occluded space, even though
it has a certain probability of still being occupied. By recording reference maps and combin-
ing them, this problem can be alleviated. Furthermore, the Scene Interpreter can decompose
regions of interest in the reference map such as the table for example, and remove everything
else (such as the objects sitting on top of it), as shown in Section 10.2. Thus, the reference
maps can be updated only with those parts of the environment which have a higher probability
of being fixed over subsequent pick and place operations.

The second service call, subtract_object, introduces a negative collision map created from
a given object that can be continuously subtracted from the computed maps, that is:

M f =MrMo, (10.2)

whereMo represents the negative map created from the given object. The object is given
as either a list of leaves or an oriented 3D bounding box. A special use case of this service
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call is to subtract objects from the collision map currently being manipulated with the gripper
(see Figure 10.4). To achieve this, the node subscribes to the ROS network and inquires for
the current position of the end-effector, and uses the given oriented object bounds to subtract
the data. Please note that the object present in the gripper from the left part of Figure 10.4 is
incomplete in P , because parts of it are removed by the robot self filter at the laser scan level,
due to the convex hulls of the gripper being much larger than the actual gripper itself.

Figure 10.4 Left: a dynamic obstacle map representation over-imposed on the point cloud
dataset; right: the dynamic obstacle map alone. Please notice that the object held in the
gripper is part of the point cloud, but has been removed using the subtract object service
call from the map.

10.2 Semantic Interpretation of 3D Point Cloud Maps

The goal of the second component of the 3D perception pipeline, the Scene Interpreter node,
is to continuously segment and label surfaces in the world with semantic annotations. As
previously presented in Chapters 8 and 9, these annotations can be acquired either by using
3D features and machine learning classifiers, or by directly performing geometric model fitting
in the input data.

For the purpose of the experiments performed herein, the most important areas for pick and
place operations are tables and other horizontal planes which can support objects. Therefore
there is no need to create a feature set and train a model, as it suffices to construct a single
heuristic rule for determining all major horizontal planar areas in the world that the robot
could operate on. The vertical bounds of the search are given by the physical constraints of
the robot arms, i.e., what is the lowest and highest place where the robot could pick an object
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from. Figure 10.5 presents a more general scene interpretation for planar areas segmented
from a P point cloud dataset. The class labels identified are: floor, ceiling, walls (vertical
large structures), and tables (or better said: horizontal planes which can support objects sitting
on them). All remaining points are uniformly labeled as obstacles.

Algorithm 10.2 The main computational steps for determining the list of tables and objects
located on them

1: bz
min, bz

max // min/max reachable arm positions on z, i.e., table bounds
2: P = {p1 · · · pn} // set of 3D points
3: Pb = {pi, b

z
min ≤ pz

i ≤ bz
max} // subset of all 3D points within table bounds

4: for all pi ∈ Pb
5: estimate (~ni from P k) // estimate surface normal from nearest neighbors
6: if (α = ~ni ×~z ≈ 0) // check if the normal is parallel to the~z axis
7: Pz ← pi // add pi to the Pz set
8: estimate (C = {P1

z · · · Pn
z },P i

z ⊂ Pz) // break Pz into Euclidean clusters
9: for all ci = P i

z ∈ C
10: // find the best plane fit using sample consensus
11: estimate ({a, b, c, d}, a · px

i + b · py
i + c · pz

i + d = 0, pi ∈ ci)
12: estimate (amin, amax) // find the min/max bounds of the planar area
13: M← F(ci) // add the table parameters to the final map
14: for all pi ∈ P
15: if (ax

min ≤ nx
i ≤ ay

max, ay
min ≤ ny

i ≤ ay
max) // within bounds?

16: Po ← pi // add pi to the Po set
17: estimate (O = {P1

o · · · Pn
o },P i

o ⊂ Po) // break Po into Euclidean clusters
18: for all oi ∈ O
19: M← F(oi) // add the object parameters to the final map

From an implementation point of view, the node has two operation modes:

• a continuous mode where for each acquired set of points P , it labels all major planar
areas;

• a service mode, where the task executive requests a list of tables in view and objects
sitting on them.

Algorithm 10.2 presents a brief description of the computational steps invoked for finding
tables and objects on them when the node is running in the service mode, and partial results
are presented in Figure 10.6.

The resultant mapM contains a set of tables with their planar equations and bounds, and a
set of object models O = {o1 · · · on}. These object models represent compact partial-views
representations for the objects supported by tables in the real world. Their usage is twofold:
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Figure 10.5 Scene examples with point annotations labeled with the Scene Interpreter: floor
(dark red), ceiling (dark blue), yellow (walls), and light blue (tables).

i) they provide the exact goal positions and object extents for the gripper; and ii) they support
the subtract_object service call from the Dynamic Obstacle Map, once the object is picked up.

10.3 System Evaluation

The proposed architecture has been evaluated via multiple experiments on the PR2 robot,
that validated the tight integration of each system component1. The sampling-based motion
planner [RSG+09] uses the dynamic obstacle map to compute a safe 3D path without colliding
with the obstacles seen by the sensor. Its output is a kinematic path that takes the arm from the
current position to the goal.

1http://www.willowgarage.com/iros2009-tabletop-manipulation contains demonstration videos taken during the
experiments.
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Figure 10.6 The extraction of a table surface and the individual object clusters supported by
it, from a partial view.

The partial view grasp planner is in principle a zeroth-order grasper. It uses the object mod-
els sent by the scene interpreter node, and assumes that a direct approach with the gripper in
horizontal orientation will properly grasp an object. This limits the set of objects to be grasped
to those which fall between the maximum opening bounds of the gripper.

To show the integration of all the individual components presented in Figure 10.3, we de-
signed the following scenario:

1. the task executive triggers a slow laser scan and calls the Scene Interpreter’s service
request for a list of table candidates with objects on them;

2. if the list of tables returned is not within reach, the task executive plans a 2D trajectory
for the base, and moves the robot in the vicinity of the closest table;

3. the task executive triggers fast laser scans and starts building the Dynamic Obstacle
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Map;

4. from the list of objects on table, one is randomly chosen, and its goal pose is given to
the motion planner, which computes a safe trajectory for the arm;

5. while the arm is moving, the information provided by the Dynamic Obstacle Map is
used to re-plan the trajectory in case it’s deemed as no longer safe;

6. the scenario ends when the end effector reaches the goal position and the object is in a
graspable state.

An example of a path planned for the arm is shown in Figure 10.7. Figure 10.8 presents the
time spent for the computation of the dynamic obstacle map, and the trajectory to follow re-
spectively, for one such experiment. The four plots shown in each figure represent laser sweeps
of: 1 second in a static scene (1s_static), 1 second in a dynamic scene (1s_dynamic), 2 seconds
in a static scene (2s_static), and 2 seconds in a dynamic scene (2s_dynamic) respectively.

As shown, both for laser sweeps with a period of 1 or 2 seconds, all components manage to
finish their computations in real-time, that is before the next state update. The perception sys-
tem reliably detected a candidate table and the object clusters sitting on it, the only exception
being environments where multiple tables were located approximatively at the same distance
from the robot. The planning component had a success rate of 89%, with only seldom failures
being observed due to inaccuracies in modeling our obstacles which sometimes caused the
planner to consider the initial state of the robot was in collision. Figure 10.9 presents a few
example snapshots taken during one of the experiments concerning motion re-planning using
3D collision maps.

Figure 10.7 Three instances of a path plan being executed in the context of dynamic obstacles,
together with the trail of the end-effector.

179



CHAPTER 10 Table Cleaning in Dynamic Environments

0 5 10 15 20 25 30 35
Current laser sweep

0.0

0.2

0.4

0.6

0.8

1.0

T
im

e
 (

in
 s

e
co

n
d
s)

1s_static
2s_dynamic
2s_static
1s_dynamic

0 5 10 15 20 25
Current laser sweep

0.0

0.2

0.4

0.6

0.8

1.0

T
im

e
 (

in
 s

e
co

n
d
s)

1s_static
1s_dynamic
2s_dynamic
2s_static

Figure 10.8 Top: Dynamic Obstacle Map computation time plot (queue of 5 seconds), bottom:
KPIECE [RSG+09] motion planning computation plot.

Figure 10.9 Snapshots taken during one of the experimental trials concerning motion re-
planning using 3D collision maps.

10.4 Summary

T
HIS chapter presented a modular and distributed framework for a system that combines
online 3D perception with mobile manipulation for personal robotics applications. To

validate its efficiency, the integration of 3D collision maps and semantic annotations created
in real-time from sensed laser data with a motion re-planning framework have been shown to
work as building blocks towards efficient and robust pick and place scenarios, in the presence
of environment dynamics.
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11 Identifying and
Opening Doors

“Sometimes we stare so long at a door

that is closing that we see too late the

one that is open.”

ALEXANDER G. BELL (1847 - 1922)

A
N important challenge for autonomous personal robots is to be able to enter a human
living environment and function in it, that is, find ways of navigating and interacting

with the world in an effective manner. This means the robot should be capable of going any-
where where it can physically fit, where it would be able to find energy sources and recharge
its batteries when their capacity is running low, and in general it must be able to do useful
things such as cleaning tables. These behaviors need the support of complex perception rou-
tines which can recognize power plugs, certain structures and objects in the world, etc. Some
of these environment structures, such as fixtures (handles and knobs) on doors and pieces of
furniture, are of key importance for the robot’s performance. Any robot that will operate in-
doors must be able to correctly locate these fixtures and open doors to be able to better carry
out different tasks. Since the robot may have to function in a wide variety of environments
under varying lighting conditions, a robust door detection ability is essential for the robot.

The requirements of a perception system able to robustly identify doors and their handles
are tied to the overall application goals. A number of systems have been proposed recently
that are able to identify doors [AA07, AT08, ALAM06] and handles [EJL07, EK08, MK08,
OBBH07] in 2D images. Though in general these approaches work reasonably well, they are
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all prone to the same problems, including illumination changes and a large number of false
positives, to name a few. The same concerns apply to stereo-based systems, which in addition
become unsuitable in environments where the lack of texture makes it difficult to recover the
3D structure of walls and doors.

Figure 11.1 Snapshot of the PR2 mobile robot during door identification and opening experi-
ments.

Modeling the 3D characteristics of the door or the environment itself can be of great im-
portance if the application includes mobile manipulation tasks such as opening the door, in
addition to its detection. An architecture that renders reliable 3D maps of the world useful
for collision detection for arm planning is therefore required. Also, the identification process
should be sensitive to illumination changes as little as possible, and operate independently
of the light sources present, possibly even in the dark. A feasible solution is to rely less on
appearance and more on the actual geometry of the door and of the handle respectively.

The system architecture presented in Figure 11.2 fulfills the above requirements. Instead of
relying on computer vision techniques as other similar research initiatives, the system makes
use of 3D point cloud data acquired using a sweeping 2D laser sensor to model the geometry
of doors and handles. There are three principal subsystems, each dealing with a particular
aspect of the mobile platform’s intended operation, namely: 3D perception, navigation, and
manipulation. All of them communicate with a set of hardware controllers and are controlled
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by a higher level task executive. To distribute and modularize the various components of the
proposed architecture, each of the above mentioned subsystems is programmed as a collection
of ROS (Robot Operating System) nodes (see Chapter 3 for more details). In particular, the
3D perception component includes a door detection and a handle detection node.

NavigationNavigation

Task executiveTask executive

3D Perception3D Perception

Hardware ControllersHardware Controllers

ManipulationManipulation

Base controllerBase controller Laser tilt controllerLaser tilt controllerArm joint position controllerArm joint position controller
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Layer
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unctional Layer

Task Layer
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Base executiveBase executive Handle DetectorHandle Detector

Arm Motion Arm Motion 
PlanningPlanning

GraspingGrasping

Figure 11.2 The ROS system architecture for door identification and opening. Boxes with
continuous lines define nodes. Boxes with dashed lines delimit groups of nodes with related
functionality. Communication between nodes is represented by arrows.

The experiments used for validating the proposed approach were carried out on a PR2
mobile manipulation platform at Willow Garage [RMCB09]. The PR2 (see Figure 11.1) is
equipped with a variety of sensors, including a Videre stereo camera on a pan-tilt unit, and
two Hokuyo UTM-30 laser range finders, one mounted on the mobile base, and one on a tilt
stage (see Figure 11.3). The second Hokuyo is tilted up and down continuously, providing
a 3D view of the area in front of the robot. The resultant point cloud, which contains both
position and intensity information, is the main input of the perception system.

The space of possible doors and handles is huge. In particular, handles come in a wide
variety of shapes and sizes and could be mounted anywhere on a door. This makes the task
of searching for doors and handles in a point cloud extremely difficult. A viable solution is to
restrict the search space by considering only doors and handles that conform to the American
Disability Act (ADA). The PR2 program aims to develop a manipulation platform that is ADA
compliant, i.e., the robot can access parts of the environment that a person in a wheelchair
should be able to access. ADA compliance places constraints on the geometry and placement
of handles, specifying in particular that handles must be above a certain height on the door
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and should be able to be opened without using a grasping hold. This simplifies the search for
handles once a candidate door is found. It also simplifies the process of finding a point on the
handle to grab, since the handles tend to be linear with a long lever arm rather than knob-like.
ADA compliance also places a restriction on the width of the door since it must be at least
wide enough to let a wheelchair through.

Figure 11.3 The PR2 tilting unit platform with a mounted Hokuyo laser sensor.

The proposed mapping approach builds on some of these constraints to achieve robust door
and handle detection. The acquired point clouds are downsampled and annotated first to find
candidate door planes. Several rules based on the constraints arising from ADA rules are then
applied to prune the search area further and develop a goodness score for each candidate door.
The candidate with the highest score represents the best choice for a door. A search within
a limited area of the door plane is then conducted to find handles. The search is based on
multiple criteria including the expected shape of the handle itself (linear) and the difference in
intensities between the handles and the door plane. The segmentation method does not need
any pre-determined thresholds, but instead automatically clusters and segments the regions of
interest using a dual intensity and geometric analysis. Figure 11.4 presents an example of door
and handle identification in a 3D point cloud dataset.

11.1 Detecting Doors

T
HE door detection node operates directly on the acquired point cloud data P from the
tilting laser sensor, and makes no use of camera images or any other information sources

to identify the door plane and its 3D bounds. The main motivation is given by the system’s
requirements to operate in a variety of situations, and account for any changes in the room
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Figure 11.4 Door and handle identification example in a 3D point cloud acquired using the
tilting Hokuyo laser on the PR2. The handle is marked with green, the door frame with
black, while the rest of the point cloud is shown in intensity (yellow-red shades).

ambient light throughout long periods of time. In addition, the perception system natively
generates rich 3D annotations for the world map, using the geometric information captured
in the point cloud, and is thus an invaluable source of information for the motion planner and
grasping system, providing real-time map updates for collision detection (for the entire robot)
and the desired 3D poses for the task goals (see Chapter 10).

The output of the node is represented by a list of doors described through a set of attributes
including the door planes, their bounds, as well as their location with respect to a given world
coordinate system. The doors are scored and returned with respect to a given fitness function
F , which includes parameters such as the number of point inliers supporting the door model
or the current distance of the model to the robot. Any of the subsequent operations applied to
a door candidate can uniformly be applied to the rest of the candidates, without any loss of
generality.

Because the perception system is expected to run online, the computational time require-
ments for the door detection are restricted to the maximum allowable time difference between
the acquisition of two subsequent point cloud datasets Pi and Pi+1. This constitutes the only
real time constraint of the application. Algorithm 11.1 presents the main computational steps
that are used by the door detection node.

The first step takes the set of input points P , and creates a downsampled representation of
them Pd using a fast octree structure. For each point pi ∈ Pd, a surface normal ~ni is estimated
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Algorithm 11.1 The main computational steps for the detection of doors
1: bADA, br, vp // ADA door requirements, robot bounds, P acquisition viewpoint
2: P = {p1 · · · pn} // set of 3D points
3: Pd ← F(P) // create a downsampled representation Pd
4: Pd ← {~n1 · · · ~nn | ~ni · (vp − pi) > 0} // estimate normals at pi ∈ Pd
5: P~z = {pi | ~ni ·~z ≈ 0} // select the set P~z with normals perpendicular to~z

6: estimate (C = {P1
~z · · · P

n
~z },P

i
~z ⊂ P~z) // break P~z into Euclidean clusters

7: for all ci = P i
z ∈ C

8: // find the best plane fit using sample consensus
9: estimate ({a, b, c, d}, a · px

i + b · py
i + c · pz

i + d = 0, pi ∈ ci)
10: estimate (A = a1 · · · an) // estimate geometric attributes for the planar area
11: if F(ci,A, bADA, br) // does ci respect the given constraints?
12: D ← ci // add to D, the list of good candidates

by fitting a least-squares plane to the neighborhood P k
i of pi. Due to the fact that the dataset

is spatially sparser after downsampling, P k
i is selected as the set of point neighbors from the

original cloud P . Given a viewpoint vp from where the point cloud dataset was originally
acquired, all resultant point normals ~ni must satisfy the equation:

~ni · (vp − pi) > 0 (11.1)

Then, Pd is transformed into a coordinate system defined at the base of the robot, with~z

pointing upwards, and a subset of all the points P~z is selected, having their estimated surface
normals ~ni approximatively perpendicular to the world~z-axis, i.e., ~ni ·~z ≈ 0. The resultant set
P~z is split into a set of Euclidean clusters using a region growing approach: P~z = {c1 · · · cn}.
Each cluster ci represents a potential door candidate in the framework, and a plane model is
fit to each of them using a RMSAC (Randomized M-Estimator Sample Consensus) robust
estimator [TZ00, CM02]. Due to the geometric independence of the clusters, the search is
parallelized by dynamically selecting a set of N clusters for concurrent processing, based
on the number of CPUs present in the system and their current availability. The inliers of
the models found are then projected onto their respective planes and a set of bounding 2D
polygonal structures is estimated.

Since an estimated door plane normal is perpendicular to the~z axis, a final robust estimation
step is performed to fit the two best vertical lines in each aforementioned 2D polygon, and thus
estimate the two major door edges. From these, a set of geometric attributes A is estimated,
including: the width, height, minimum and maximum values along each axis, area, number of
supporting inliers, and finally the height of the two door edges (parallel to~z). These attributes
constitute the input to the geometric tests used to select and weight the best door candidates
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D for a given dataset P .
The tests refer mainly to the ADA requirements with respect to door dimensions. To retain a

degree of flexibility in the proposed solution space, the door detection node is parameterizable
and door candidates are being kept only if they have a height larger than hmin (the height of the
robot) for example. The width of a candidate has to respect the minimally imposed ADA width
for wheelchairs, while its maximum size can be selected based on a heuristic assumption. An
implementation example would be to use a maximum width of 1.4m. In addition, each of the
two door edges on the side of the door has to have a length of at least hmin. The task executive
can change the value of any of these parameters online. Figure 11.5 presents two examples
for door detection in cluttered environments using the previously described algorithm. Note
that any of the above parameters could be automatically learned from a set of given training
examples.

Figure 11.5 Examples of door candidates identified successfully in different point cloud
datasets.

11.2 Detecting Handles

T
HE handle detection node is invoked for restricted portions of 3D space, usually in the
proximity where a door candidate has already been detected. To retain the same gener-

ality level present in the door detection node, the handle identification method operates and
extracts the handle from the same point cloud data P , without making use of additional data
sources such as camera images. However, due to the nature of handles in general, such as their
extremely thin geometrical structure and the materials they are made of, the sampled data rep-
resenting them is extremely sparse and noisy. In addition, the laser rays that hit the metallic
part of the handle sometimes sample points very poorly with geometry coordinates in the door
or behind the door instead of in front of it. Taken together, these issues bring additional com-
plexity to the handle identification problem, and lead to situations where it is impossible to
perform a pure geometric segmentation.
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To solve this, the proposed algorithms combine the sparse geometrical structure with the
additional information provided by the intensity (or better said, surface reflectivity) data ac-
quired and present in the laser scan. As shown in the following, this combination increases the
robustness of the handle segmentation, and provides solutions which geometry alone would
not be able to solve. Figure 11.6 presents both the intensity and geometry variations for a
handle selected from a dataset P . The main computational steps used by the handle detection

node are presented in Algorithm 11.2.

Algorithm 11.2 The main computational steps for the detection of door handles
1: hADA, d,P // ADA door handle requirements, door candidate, input point cloud
2: for all pi ∈ P
3: di = dist(pi, d), pri = proj(pi, d) // distance and projection of pi on d

4: if (di ≤ hd) ∧ (pri inside d) // check if close to and inside door bounds
5: if F(pi, hADA) // does pi respect the ADA constraints?
6: Ps ← pi // add pi to Ps

7: (µh, σh)← F(Ps) // estimate statistics for intensity distribution
8: (µc, σc)← F(Ps) // estimate statistics for curvature distribution
9: αmax = 7 // maximum number of ± standard deviations to check

10: for all αi ∈ {0 · · · αmax}
11: Nih = F(µh ± αi · σh) // get number of points Nih outside µh ± αi · σh
12: Nic = F(µc ± αi · σc) // get number of points Nic outside µc ± αi · σc

13: th ← F(Nih) // compute the trimean for number of points Nih distribution
14: tc ← F(Nic) // compute the trimean for number of points Nic distribution
15: (αbh

,Ph)← F(th, Nih) // estimate the best cutting αbh value, and Ph
16: (αbc ,Pc)← F(tc, Nic) // estimate the best cutting αbc value, and Pc

17: P f = Ph ∩ Pc

The algorithm starts by segmenting a subset of points Ps from the entire point cloud P ,
which could potentially contain a handle. The segmentation is performed using the information
provided by the task executive, which states what doors have been detected and offers their
geometrical parameters to the handle detection node. In particular, for a given door model
d ∈ D with D being the set of all detected doors for a dataset P , the algorithm selects
Ps = {pi | pi ∈ P , pi ⊂ V}, where V represents the volume of a 3D polygon created from
the bounding 2D polygon of d translated along the plane normal with ±hd. The parameter
hd is given by the ADA requirements as the maximum distance from a door plane where a
handle could be located. A simplification of the above is to get all points pi whose distance
from the plane model of d is smaller than hd, and check whether their projection on the plane
falls inside the bounding polygon of d. Figure 11.7 presents the segmented Ps from a larger
sequence, together with the ADA vertical bounds on where a door handle must be located.

188



11.2 Detecting Handles

Figure 11.6 Intensity and geometry variations for a selected handle. Left: view from the front,
right: view from the top. Notice the extremely sparse geometric handle structure sampled in
front of the door and the resultant points with intensities (remission information) belonging
to the handle but sampled on the door plane, on the right part of the figure.

Figure 11.7 The selected Ps (represented with blue color) that potentially contains the door
handle, based on a previously given door model, and the ADA door handle requirements.

For each point pi in Ps, a neighborhood P k
i around it is selected, and the surface curva-

ture γp at pi is estimated from the eigenvalues λ0 ≤ λ1 ≤ λ2 of the covariance matrix
corresponding to P k

i as follows:

γp =
λ0

λ0 + λ1 + λ2
(11.2)

Figure 11.8 presents the distribution of curvatures along the Ps set of points, with a large
percentage of the points having a surface curvature close to 0 (i.e., planar). The points having
a spike in curvature space are potentially part of candidate handle clusters.

Given the door handle’s signature in intensity but also in curvature space, the system per-
forms an analysis of the distribution of values over these spaces for all the points in Ps. Be-
cause it is guaranteed that most of the points in Ps are situated on the door plane and thus part
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Figure 11.8 The distribution of surface curvatures over a point cloud dataset. The majority of
the points have a curvature value close to 0 which indicates that they lie on a planar surface.

of the door itself, the resultant intensity distribution will have a highly peaked mean µh (see
Figure 11.9).

Therefore, in principle all the points pi ∈ Ps whose intensity value is outside µh ± αh · σh

could be selected, where σh represents the standard deviation of the aforementioned intensity
distribution, and αh is a user given parameter. Similarly, another set of points pj could be
selected for the curvature distribution, if the surface curvature value γpj of pj is outside µc ±
αc ·σc, where µc and σc represent the mean and standard deviation of the curvature distribution,
and αc is a user given parameter respectively.
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Figure 11.9 The distribution of intensity values over a point cloud dataset. Notice the highly
peaked mean µ.

Though the above formulation depends on two parameters only (αh and αc), it would be
great to automatically determine their values for any door. To do this, the analysis makes use
of Chebyshev’s inequality which states that for any distribution that has a mean and a variance,
at least 1− 1/α2 points are within α standard deviations from the mean. Selecting αmax = 7
accounts for at least 98% of the values. Thus the algorithm could iterate over the space of
standard deviations with a given size step, and estimate the number of values falling outside
of some parameterized interval. In detail, for each αi ∈ {0 · · · αmax}, the number of points
Ni from Ps falling outside of the interval µ ± αi · σ is computed, leading to the creation of
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two additional distributions (one for intensity values and one for curvature values) over the Ni

space.
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Figure 11.10 The number of points falling outside the interval µ± αi ·σ for different αi values,
for the intensity and curvature distributions. The two estimated cutting points th and tc are
represented with dashed vertical lines.

Figure 11.10 presents the variations of the number of points Ni outside the interval µ± αi · σ
for different αi values in both intensity and curvature spaces. The goal of this analysis is to find
a minimal set of points which has extreme values in both spaces. As it can be seen from the two
plots, the number of values drops really quickly as αi grows, especially in the curvature space
where almost 99% of the points are around the mean µc. To compute a good cutting value, the
algorithm makes use of a robust L-estimator, namely the trimean t of each distribution, and
selects the best αcb , αhb

values in both cases as the values closest to the trimeans. If Pc and
Ph are the point sets outside the intervals µc ± αcb · σc and µh ± αhb

· σh respectively, then the
final set of point handle candidates P f is obtained as:

P f = Pc ∩ Ph (11.3)

The actual handle is obtained by first projecting P f on the door plane, and then fitting
the best horizontal line (largest number of inliers) along the door axis in it using RMSAC.
Figure 11.11 presents the resultant P f handle inliers for the dataset in Figures 11.6 and 11.7.

11.3 System Evaluation

T
HE door and handle detection algorithms compute the 6D pose (position and orienta-
tion) of the door and the door handle respectively, together with their geometric bounds.

The results are then validated in a subsequent step where the robot approaches the door and
attempts to grasp the door handle. To assess the performance of the proposed perception meth-
ods, the grasping is realized in “open loop”, with no additional sensory feedback used, in two
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Figure 11.11 Resultant handle inliers using dual distribution statistics analysis.

phases. In the first phase the robot base navigates to a pose in front of the door, from where
the door handle is within the workspace of the robot arm. The base navigation node moves
the base towards the desired pose, based on measurements from the wheel odometry and an
Inertial Measurement Unit (IMU). In the second phase, the robot arm moves along a colli-
sion free trajectory to position the robot gripper on the door handle. The success rates for the
door and handle detection is then measured based on the robot’s ability to achieve a caging
grasp around the door handle. Figure 11.12 depicts an example of a door and handle candidate
identified successfully in a point cloud dataset.

Figure 11.12 Example of a handle candidate identified successfully in a point cloud dataset.
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The presented validation method allows for small misalignments of the gripper with respect
to the door handle, while still achieving a successful grasp. On the PR2 robot for example,
with the gripper fully opened, the distance between the fingertips is approximately 8cm. For
a door handle with a thickness of 2cm, this results in a maximum allowed vertical gripper
misalignment of 3cm. The allowed left-right gripper misalignment is bounded by the width
of the door handle lever to a maximum of 3.5cm. The misalignments observed in real world
experiments are typically within 2cm.

To validate the proposed framework, the system was evaluated on more than 50 different
situations, where doors were scanned in different states (open/closed/half open) and from
different angles. Additionally, Willow Garage’s Milestone 21 proved to be a tough testbed
for the proposed algorithms, with the PR2 robot having to identify, navigate, and open various
different doors in its task of finding several power plugs where it could recharge its batteries
in less than 1 hour. The point cloud datasets of the experiments and a demonstration video
explaining the acquisition and processing of point cloud data for the purpose of door and
handle identification and validation can be downloaded from the Willow Garage web site.

The datasets have been acquired in varying light conditions, sometimes completely in the
dark, thus accounting for a very large variation of situations where 2D image-based segmen-
tation would fail. Both the door and handle detection performed extremely well (averaging
over 95%) and succeeded in segmenting and identifying the object components given valid
input data which respected the system constraints. Tables 11.1 and 11.2 present examples of
the estimation results obtained on subsets of the above mentioned datasets. The first 4 rows of
both tables present valid results, verified using the methods presented above.

Some of the situations which could not be entirely handled by the proposed methods include
examples such as the ones shown in the bottom row of the tables. For example, in Table 11.1,
the following examples (from left to right) are shown: i) a wall which respects the geometric
constraints of a door being segmented as a door candidate; ii) only one out of two doors being
successfully identified in the data, iii) and iv) unsuccessful door segmentation due to no geo-
metric differences between the walls of the room and the door itself. The latter is an issue of
the door segmentation approach, but unfortunately it cannot be solved by a revised version of
the algorithm, simply because the geometry and intensity levels of the door are indistinguish-
able from the wall. One possible solution would be to include stereo data available on the PR2
robot and attempt to detect the door edges in RGB space.

A few failure cases for the handle segmentation method are also presented in the bottom row
of Table 11.2. In the first example, the door candidate given by the executive was a refrigerator

1http://www.willowgarage.com/blog/2009/06/03/watch-milestone-2
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door, but due to variations in geometry on the door handle, only a partial subset of it was
detected and returned. The next two cases are not really failures, as the candidates given are
in fact walls, and thus the handle detection algorithm returns an empty list of handles. The
last example however presents an under-segmentation of the points belonging to the door
handle. The explanation of this error is given in Figure 11.13, where a closeup of the same
dataset is shown. Due to the fact that the sampled geometry of the handle contains only 3 point
hits (as presented in the right part of the figure), the handle extraction algorithm rejects the
candidate. An immediate solution to this problem is to take a new scan and simply concatenate
the previous dataset with the new one to obtain more point hits on the door handle.

Figure 11.13 Handle identification failure due to an extremely low (3) number of point hits
on the actual door handle.

As shown in the results presented, the proposed methods are not influenced by the door
opening angle or the handle type, as long as a basic constraint is respected: there exists a
distinguishable difference in intensity and curvature between the actual handle and the door
plane. Figure 11.14 presents a few example snapshots taken during one of the experiments
concerning door identification and opening.

Figure 11.14 Snapshots taken during one of the experimental trials concerning door identifi-
cation and opening.
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11.4 Summary

T
HIS chapter presented a set of robust methods for the problem of door and handle identi-
fication from noisy scanned 3D data in indoor environments. By refraining from using

camera images and constraining the search space using the ADA (American Disability Act)
imposed requirements, the proposed system can successfully identify doors and handles in sit-
uations where methods based on 2D images would fail, such as varying light conditions or no
light sources at all. By making use of the proposed dual intensity-curvature distribution anal-
ysis, the segmentation parameters are automatically identified from the sensed data, without
the need to training a machine learning classifier.
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Table 11.1 A subset of 20 datasets used to test the door detection algorithm. The first 4 rows
show successful identification cases, while the last row presents difficult segmentation sit-
uations where: a) a part of the wall resembling a door has been selected as a candidate;
b) only one of out two doors have been detected; c) and d) the door is not detected due to
under-segmentation.

a b c d
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Table 11.2 A subset of 20 datasets used to test the handle detection algorithm. The first 4 rows
show successful identification cases, while the last row presents challenging situations for:
a) a refrigerator door; b) and c) testing the handle detection on two walls which resemble
door candidates; d) unsegmented handle for a regular door.

a b c d
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12 Real-time Semantic
Maps from Stereo

“It’s hardware that makes a machine

fast. It’s software that makes a fast

machine slow.”

CRAIG BRUCE

C
REATING rich, meaningful map representations of the world from stereo data poses two
interesting questions: i) given that stereo depth data is traditionally not as precise as laser

measurements, what is the level of detail that a stereo-based semantic map could have; and ii)
how can a mapping system able to process the large quantities of data that stereo cameras
produce (e.g. frame rates of 30 fps) in an efficient real-time manner should be designed.

A quick attempt at building system architectures such as the ones presented in Chapter 3
would result in catastrophic failures. Because of its different working principles, depth as
acquired by stereo triangulation is highly sensitive to the point correspondences found in the
two sets of 2D images, which are sensitive to lighting conditions and texture information
themselves. Too many mismatches will lead to the resultant point clouds having too many
outliers, which makes their registration extremely difficult. Additionally, stereo captured data
might not always approximate the real object shape required for 3D geometric reconstruction
well enough. To better illustrate the above, Figure 12.1 presents the resultant point clouds from
a textured cylindrical shape acquired using a SICK LMS400 laser (left) and a Videre stereo
camera (right), together with their surface normal estimates. The obvious that this analysis
wants to capture is that the estimated surface normals from the laser acquired dataset do tend
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to capture the cylinder’s geometry, while the ones from the stereo are more chaotic and thus
do not model the underlying surface geometry with the same fidelity. So in some sense, stereo
does not provide the same guarantees on the resulting output depth data. This is an important
limiting factor for the application of 3D geometric model fitting in stereo point cloud data.

Figure 12.1 Example of surface normal estimates (blue) for a textured scanned cylinder using
phase-shift laser (left) and a stereo camera (middle). The right part of the figure presents
the environment used with the cylindrical pipe marked.

Though in all fairness, better stereo matching techniques exist (see [NSG08] for a recent
review), they are not yet suitable for online real-time applications. It is therefore imperative
to find a system architecture that can acquire point clouds from a stereo camera and build a
3D map annotated with semantic labels in a very fast way, thus enabling the development of
reactive applications with constrained time requirements. To bound the problem, the hardware
perception system is restricted to the use of a stereo camera setup with a minimal number of
extra devices.

A proposed system architecture example is shown in Figure 12.2. In contrast to the pre-
viously presented architectures from Chapter 3, the integration of individual stereo-acquired
point cloud views acquired into a consistent global model is performed using globally esti-
mated poses from a Visual Odometry module. Keeping track of the camera pose at all times
relies on a combination of feature tracking in subsequent 2D images and local poses obtained
from an IMU attached to the system. By using these precise poses over time, the registration
of individual point clouds becomes rather trivial, and as previously explained in Chapter 5,
most often it suffices to simply apply the rigid transformation between two camera poses vp1

and vp2 to a point cloud acquired from vp2 in order to align it with its sibling acquired from
vp1 .
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Figure 12.2 An architecture for real-time mapping using stereo data. The algorithmic process-
ing steps or modules are shown in light yellow boxes, while the resultant data structures are
shown in light red.

Due to the previously mentioned inability to model non-linear geometric surfaces accurately
enough from stereo data, the proposed processing pipeline relies on local approximation of
the world using convex planar patches. The core 3D processing module would therefore take
registered point cloud models as input, and apply a series of geometric processing steps to
them, resulting in locally refined polygonal models. Based on heuristic semantic rules either
given or learned, these models can then be annotated with a certain surface or object class,
useful for the application at hand.

12.1 Leaving Flatland Mapping Architecture

A
Variant of the above proposed architecture was used in the Leaving Flatland project
[RSM+09, MRS+09, RSM+08], for the purpose of real-time mapping and planning

where to navigate with a RHex (Robotic Hexapod) robot [SBK01], using stereo data. The pre-
sented mapping system is therefore only a subcomponent of a larger, integrated architecture,
including motion planning and navigation routines (see Figure 12.3). Figure 12.4 depicts the
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rugged RHex mobile robot from Boston Dynamics, a highly capable six-legged mobile robot,
able to traverse various types of challenging environments at high speed.

The main goal of the Leaving Flatland project is to surmount the challenges of closing
the loop between autonomous perception and action on challenging terrain. This includes ex-
tremely efficient mapping, motion planning, and navigation methods that would allow mobile
robots to travel in the same environments, at the same speed, and with the same reliability and
flexibility as humans do without requiring any prior preparation. Such robots are necessary for
many tasks that require long-term navigation such as environment exploration, rescue opera-
tions, performance of scientific experiments, and object delivery in an unknown environment.
As previously mentioned, the target robotic platform used to validate the theoretical approach
is a RHex mobile robot. RHex can run at high speed on flat ground, crawl over rocky terrain,
and climb stairs. Equipped with a stereo camera and an IMU, the robot can keep track of its
position and orientation using Visual Odometry techniques. The stereo depth data is also used
to build a 3D model of the environment that is continuously updated as the robot moves. Peri-
odic model updates are sent to a multi-region motion planner, which generates 3D trajectories
that are to be executed by the robot. These trajectories consist of a sequence of primitive gait
commands which are sent to the robot’s on-board controller. The planner is typically asked to
reach a nearby goal within the robot’s visual range, usually chosen by either a human operator
or some supervisory behavior. Long-range goals are achieved by frequent planning. In order to
increase the mobility of the robot and help the planner select the most appropriate gait for the
terrain the robot is to navigate, the 3D models are annotated with semantic labels. The motion
planner uses the inferred terrain labels to decompose the terrain locally into 2D regions and
selects fast planning techniques within each region.

The evaluation of all the above components on a variety of real world datasets showed an
extremely favorable computational performance for high-speed autonomous navigation, with
real-time mapping updates averaging about 250ms. Note that it is not necessary to update the
map unless there is significant change in the view of the camera. The motion planner can be
queried approximately once or twice a second depending on the environment’s complexity.

The objective of the 3D mapping module is to build and update a model of the scene in
a fixed global coordinate frame, which can then be used for planning a 3D path. The global
coordinate frame can be chosen arbitrarily and is fixed for the duration of each sequence. The
mapping module uses the image-disparity data obtained from the stereo sensor as input. A
Visual Odometry (VO) module is used in order to keep track of the pose of the robot. The
pose with respect to the fixed global coordinate frame can be used to register the point cloud
data to a fixed coordinate frame. The registered data is passed through a mapping pipeline
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3D Mapping3D Mapping

Inertial Measurement UnitInertial Measurement UnitStereo CameraStereo Camera
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MP3MP3: Stair climbing: Stair climbing
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Figure 12.3 The general architecture of the Leaving Flatland project [RSM+09].

that builds and updates a 3D model of the scene. To explain the role of each sub-module, the
following notations are introduced:

• P (t) = {x(t)
1 , x(t)

2 , . . .} is the registered point cloud data set, i.e., the set of 3D points
in the global coordinate frame acquired at time t. xi is a 3D point having coordinates

( xi yi zi )′ in the global coordinate frame, with an optional color vector ( ri gi bi )′.

• M(t)
L ,M(t)

G , andM(t)
F denote the local, global, and final polygonal models at time t.

Figure 12.4 The RHex (Robotic Hexapod) mobile robot used in the Leaving Flatland project.

At each time instant t, the 3D mapping system performs the following steps:

1. Decompose the point cloud data P (t) using a dynamic octree (see Section 12.1.2).
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2. Compute the local modelM(t)
L from decomposed P (t) (see Section 12.1.3).

3. Merge the local model M(t)
L with the global model from previous frame M(t−1)

G and
compute the updated and refined global modelM(t)

G (Section 12.1.4).

4. Add semantic labels to compute the final modelM(t)
F (Section 12.1.5).

The output of the mapping system is represented by a 3D polygonal model annotated with
semantic labels. A detailed description of the mapping components listed above is described
in the following sections. For a more general discussion, please refer to Chapter 5.

12.1.1 Visual Odometer

The accuracy of the computed global map depends directly on the precision with which the
pose of the robot is evaluated with respect to its previous location in the world. This evaluation
needs to be performed online as robustly as possible while the robot is moving. Another way
to formulate the problem is to determine the 3D robot pose increment (i.e., the 3D transforma-
tion) with respect to its former location, such that the overlap between the current and former
camera views has a minimal error in an Euclidean distance metric sense. This process is also
called registration and its accuracy determines the quality of the final model. Instead of em-
ploying a classical registration framework (e.g. Iterative Closest Point), the solution adopted
for Leaving Flatland uses a Visual Odometer (VO).

As input, the VO takes a series of monocular and disparity images and computes the camera
motion (3D rotation and 3D translation) between those views. This motion is estimated by
extracting distinctive features from each new frame in both the left and the right camera images
and matching them against each other, and also against the features extracted in the previous
frames. As previously presented in Chapter 5, a Visual Odometry system can work reasonably
with different types of 2D features. An important consideration however, is to use features
that are stable across viewpoint changes. While SIFT [Low04a] and SURF [HBG06] are the
feature detectors of choice, they are not suitable for real-time implementations (15 Hz or
greater). Instead, Leaving Flatland uses a novel multiscale center-surround feature detector
called CenSurE [AKB08], due to its requisite stability and extremely efficient computational
properties.

From these uncertain feature matches obtained, a consensus pose estimate is recovered us-
ing a RANSAC method [FB81]. Several thousand relative pose hypotheses are generated by
randomly selecting three matched non-collinear features, and then scored using pixel repro-
jection errors. If the motion estimate is small and the percentage of inliers is large enough, the
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frame is discarded, since composing such small motions increases error. This pose estimate is
then refined further in a sparse bundle adjustment (SBA) framework [ESN06].

Given the pose of the robot in an arbitrary global coordinate system, each point cloud Pt

computed in the robot’s camera frame can be registered to the fixed global coordinate system.
In detail, using the pose of the camera at frame t, the transformation (Rt, tt) from the camera
coordinate frame where the point cloud data resides to the global coordinate frame can be
computed. This transformation is then applied to the point cloud data set acquired at t to obtain
P (t). Figure 12.5 illustrates the Visual Odometry registration process for two individual local
point clouds obtained from different view points.

Figure 12.5 Point cloud registration using Visual Odometry: The two images on the left repre-
sent data from two frames approximately 2 seconds apart. Both frames have been registered
to a global coordinate frame using the Visual Odometer module and the result of the regis-
tration is illustrated in the images on the right.

Because the VO algorithm computes new camera poses at about 10 Hz, the variation be-
tween two consecutive poses is typically small, and therefore it would be highly inefficient to
update the 3D model with the same frequency. Therefore, a convention is made to update the
model only if the change in the camera pose since the last update is greater than a threshold
(an implementation example would be 0.1m for the translation and 0.1rad for the rotation).
Figure 12.6 shows results obtained on two different datasets (dumpster and stairs) after the
alignment of approximately 3000 and 2000 stereo frames respectively.

The accuracy of the global map depends on the quality of the Visual Odometry pose esti-
mate. Due to excessive camera motions, and in particular to rapid rotational accelerations of
the robot, some images can appear as blurred (see Figure 12.7). In addition, some areas of the
environment do not contain enough features for the VO tracker. If the system skips too many
frames, the global pose estimate will be erroneous. If several failures from VO occur consecu-
tively, the system could lose track of the robot motion and the integrity of the 3D model could
be compromised.
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(a) stairs sequence (b) dumpster sequence

Figure 12.6 Globally aligned point cloud data for two datasets (top image is birds-eye view
and the bottom image is the close-up view). (a) stairs (≈ 2000 frames), (b) dumpster
(≈ 3000 frames).

These issues can be partly dealt with by integrating an Inertial Measurement Unit (IMU)
sensor in the Visual Odometry system. The IMU can provide local pose information which
can be used to correct and keep the VO pose estimates consistent. Figure 12.8 presents the
corrections in roll (bottom left) and pitch (bottom right) before and after the IMU integration
in the VO module. Even if some error in pitch persists, the drift on z is reduced by approxi-
matively 65% (top right). In the sequence in Figure 12.7, the robot navigates a ramp and the
initial and final positions of the robot are on level ground. The initial and final values of the
Z-coordinate, pitch and roll should therefore be zero.

12.1.2 Spatial Decomposition

The point cloud dataset obtained from the stereo sensor at each frame, P (t), contains hundreds
of thousands of points. As the robot moves, it acquires points from regions that overlap the ex-
isting model as well as from previously unexplored regions. From a real-time processing point
of view, the system faces two challenges. First, it needs to efficiently handle and represent
redundant data, as storing or processing the accumulated set of points becomes unmanageable
after only a few data frames. Second, it needs to be able to process and update only the relevant
parts of the model. The second aspect becomes important as the size of the model grows and

206



12.1 Leaving Flatland Mapping Architecture

Figure 12.7 Example of challenging frames for the Visual Odometry system.

it becomes impractical to update the model as a whole. The choice of data representation is
therefore critical to the efficiency of the entire system. Point-based representations are gener-
ally unsuitable for other 3D data consumers such as motion planners, as many fast geometric
queries need to be performed on the model, like distance and collision checks, etc.

A viable solution is to reconstruct the original surface which the sampled point cloud data
represents as a set of polygons and use these as data representatives. The first step towards
this surface reconstruction is to spatially decompose the data into chunks so that they could
be processed faster. Therefore, at any given time, the existing model or data is referred to as
global. The new data obtained at each time frame t is referred to as the local data and the
corresponding model as the local model. The global polygonal model is updated whenever a
new (local) data is obtained, at a frequency compatible with the speed of robot motion. As
mentioned earlier, the system needs to have the ability to process or update only the relevant
part of the global model, i.e., the region that overlaps the local data.

Though different spatial decomposition techniques are possible (see Chapter 2.2), an octree
structure is extremely suitable for the task at hand, because it natively supports different levels
of details using its parent-children structure. The volume of interest in the data is therefore
decomposed into several cells. The size of a cell can be set based on a number of factors
determined by the application such as the required accuracy of the model, the expected terrain,
etc, with implementation examples ranging from a few centimeters to tens of centimeters. To
facilitate the merging of local and global models, an octree decomposition is performed so
that the cells are perfectly aligned by snapping them to a common grid. This ensures that there
exists a one-to-one correspondence between the cells in the local model (M(t)

L ) and the cells
of the global model (MG) wherever there is an overlap.

A local octree structure is obtained by performing a spatial decomposition of the local point
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Figure 12.8 Global pose corrections by integrating an IMU into the Visual Odometry system.

cloud dataset in each frame (P (t)). The bounds of the local volume of interest are determined
by the bounds of P (t), as illustrated in Figure 12.9. The size of the cell at the leaf of the octree
is fixed (lSIZE) and the points that belong to each cell are represented by a suitable model
as described in Section 12.1.3. The model for each cell is computed using points from only
that cell and since the cells are non-overlapping, it is possible to perform this operation in
parallel if desired. For the first acquired frame, the bounds of the global octree will be the
same as the bounds of the local octree. Subsequently, the global octree is grown dynamically
to accommodate the point data from later frames.

The data points obtained are typically contiguous and occupy only a fraction of the volume
of interest (which is a cube), thus making the octree representation an efficient way to both
represent and access the data.

12.1.3 Polygonal Modeling

The main goal of the modeling step is to represent the large number of points in a manner
that is both easy for the motion planner to use and also efficient in terms of storage and speed.
The point cloud data is therefore converted into a local polygonal model thus reducing the
size of the model by several orders of magnitude – from several hundreds of thousands of
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(a) (b)

Figure 12.9 Spatial decomposition using fixed-size octrees for two local point cloud datasets.
Only the occupied cells are drawn.

points to a few hundred polygons. As previously described in Section 12.1.2, each point is
assigned to a specific cell in the local octree. For each occupied cell in the local octree, a set of
convex polygons that represents the points contained within is estimated, thus approximating
the entire world with a set of local planar patches. This represents the local modelM(t)

L .

The decision of selecting planar patches decomposition over other surface reconstruction
techniques is bound to the requirements of being able to update the surface representation as
fast as possible. An ideal representation would obviously model the 2D surface concavity in an
octree cell, but concave polygonal modeling through alpha shapes for example is still poised
towards the choice of the alpha α parameter, and solutions for its automatic adaption for every
type of surface is still a topic of research. These justify the use of planar convex polygons,
which are good local approximations to the underlying regular geometric structures present in
the scene. Moreover they are faster to compute over triangulation methods or concave hulls
(alpha shapes), are geometrically stable, and do not require any thresholds or parameters.

The individual steps which lead to the creation of the local polygonal modelM(t)
L are listed

in Algorithm 12.1. Note that since steps 5− 10 are computed independently for each cell, a
parallel scheme that boosts the overall computation efficiency of the model by using multiple
CPU cores [SMRR07] where available can be easily implemented. For most experiments, the
values of the thresholds Nmin and Npoly was set to Nmin = 5 and Npoly = 1.

The search for planar models is performed using a RMSAC (Randomized M-Estimator
SAmple Consensus) estimation method, which adds a Td,d test as proposed in [CM02] to a
MSAC estimator [TZ00]. For each plane, the inliers are projected to the plane, and then a
convex polygon which contains the projections is computed. The support of each polygon
(i.e., the number of inliers, area, etc) is stored for further refining operations.

Figure 12.10 presents the polygonal fitting results for a given scene in the stairs sequence,
while Figure 12.11 presents the resulting polygonal models for the two datasets shown in
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Algorithm 12.1 Computing local polygonal models for a given point cloud view

Require: a point cloud dataset P (t)

1: set Npoly, the number of polygons per cell
2: set Nmin, the minimum number of points per cell
3: build a local octree representation OL for P (t)

4: for every occupied cell i in OL
5: let Ci be set of all points in cell i
6: if |Ci| > Nmin
7: search for a maximum of Npoly planes in Ci
8: for each plane found j = 1:Npoly

9: project all inliers C j
i onto the jth plane

10: construct a 2D polygonal hull which approximates C j
i and add it toM(t)

L

Figure 12.10 Point Cloud model simplification using polygonal fitting. From left to right:
overlapping aligned point cloud views, combination point cloud data model and polygonal
model, and the resulting polygonal model.

Figure 12.6.

12.1.4 Merging and Refinement

The local modelM(t)
L is merged with the global modelM(t)

G at the local cell level. Depending
on the chosen local octree cell size, one polygon per cell (Npoly = 1) might be sufficient.
For each pair of overlapping octree cells from the local and global models, a comparison is
made between the respective polygons based on their relative orientation and distance. The
“distance” between polygons is determined by computing the integral of the distance of a
point along the circumference of the smaller polygon from the plane of the bigger polygon.
The integral is normalized by the circumference of the smaller polygon to obtain the distance
of the smaller polygon from the bigger polygon. The orientation between the polygons is
represented by the angle between their normals. Two polygons are judged to be similar if both
the distance and the angle between them are less than some preset threshold values. From
an implementation point of view, the distance threshold could be set to something like 2cm,
together with an angle threshold ≈ 15◦.
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Figure 12.11 Resultant polygonal models for two datasets: stairs - left (≈ 2000 frames),
dumpster - right (≈ 3000 frames). Top: birds-eye view, bottom: close-up view.

If two polygons are found to be similar, they will be replaced by a newer polygon, con-
structed such that it averages the two, based on an inlier re-weighting scheme. In detail, the
best plane fit is computed using the vertices of both polygons weighted by the number of in-
liers in each. The points are then projected to this new plane and a convex polygon is fitted to
the projections. If the polygons are dissimilar the model is replaced with the polygon that has
the larger support. In the general case where Npoly > 1, the polygons are merged such that the
number of polygons in the cell is capped at Npoly.

In order to perform the refinements, the algorithm considers only the cells in the global
model that have been updated as a result of merging the polygons from the local polygon. Iso-
lated polygons (i.e., polygons that have no neighbors) are further removed through an outlier
analysis. Because a single location can be observed several times during the mapping process,
some surfaces may generate duplicate polygons in adjacent cells (see Figure 12.12). These
duplicates are identified by searching for similar polygons in neighboring cells that are very
close to each other.

The premise for reducing the polygonal model is based on the geometric relationships be-
tween adjacent polygons, namely the angle and the “distance” between them. If neighbor-
ing polygons are similar, the polygon with smaller support is removed. If, within a group of
2×2×2 cluster of 8 cells, all the polygons are similar to each other, they are replaced with a
single “super” polygon in order to simplify the representation.

The algorithm is in principle similar to the one presented in [WGS03]. However, the main
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difference lies in the precision of the polygonal simplification, which is in fact a weighted
re-estimation of the original polygons, and thus more precise. Additionally, the algorithm
performs lone polygon filtering in the same step. Experimentally, this procedure reduced the
global number of polygons inMG by a factor of 2.5 on average (see Figure 12.12).
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Figure 12.12 Reducing the model complexity through merging and duplicate removal. (a) The
polygonal reduction factor for 4 different datasets. (b) Model before refinement (c) Model
after refinement.

12.1.5 Semantic Labeling

Since the proposed motion planner can manipulate several types of motion primitives, each of
them adapted to a specific terrain type, it is important to help the planner to select the most
appropriate primitive based on the type of terrain the robot has to navigate. To enable this, the
polygonal modelM(t)

G is annotated with semantic class labels based on heuristic rules, thus
creating the final modelM(t)

F .
The labeling is performed by an analysis of the local 3D terrain geometry at and around each

polygon. Though these rules are set heuristically, learning a classifier that automatically gen-
erates them is trivial, as their proposed feature space is easily separable. More sophisticated
terrain types might be addressed by the methods of [MTJ+07, SWBR04, NSH03, RMB+08a],
which account for more global geometric relationships. Leaving Flatland employs the follow-
ing five object classes:

• Level: Polygons that form an angle less than 15◦ with the horizontal plane;

• Ground: Polygons that form an angle less than 15◦ with the ground plane and are con-
nected to the ground plane;
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• Vertical: Polygons that form an angle greater than 75◦ with the horizontal plane;

• Stairs: Groups of adjacent polygons that form steps, i.e., belong to planes that are par-
allel or perpendicular to the horizontal plane;

• Unknown: everything else.

To help RHex traverse small slopes, the set of ground polygons is expanded to include
neighboring surfaces that respect the same properties within some bounds. In detail, once the
set of ground polygons is labeled, a wave is propagated from them, such that at each iteration
the neighbors of the seed ground polygons are checked to see if their geometry is similar to that
of the ground plane. An implementation example would be to check if their angle is less than
15◦ from the ground plane, respectively if their distance is within 2cm from the seed polygon.
All adjacent polygons respecting these constraints are also labeled as ground. With this ground
propagation, a surface with a smooth inclination (up or down) is still considered flat ground.
RHex can traverse small slopes and unevenness with ease, so ignoring minor irregularities
helps speed up the motion planner. Figure 12.13 presents the semantic annotations for the
scene in Figure 12.10, while Figure 12.14 presents the overall semantic models for the two
datasets shown in Figure 12.6.

Figure 12.13 Semantic labeling of polygonal surfaces based on heuristic geometrical rules.
The labeled classes are: flat and level terrain (green and yellow), vertical structures (red),
stairs (purple), and unclassified or unknown (gray).

Algorithm 12.2 An algorithm for labeling stairs from polygonal data
Require: a set of horizontal (m1) and vertical (m2) polygonal models

1: if size of m1 and size of m2 ≥ 1
2: compute the geometric centroids of m1 and m2 as cm1 and cm2

3: for each horizontal centroid in cm1

4: search for nearest vertical neighbors in cm2 where ||cm1 , cm2 ||2 < dth
5: if neighbors found
6: add both neighbors and the query centroid to a stairs set

213



CHAPTER 12 Real-time Semantic Maps from Stereo

(a) stairs sequence (b) dumpster sequence

Figure 12.14 Semantically annotated polygonal models for two datasets (top image is birds-
eye view and the bottom image is the close-up view). (a) stairs (≈ 2000 frames) (b) dump-
ster (≈ 3000 frames).

Most of the above surface class labels are assigned directly while performing the region
growing operations through dot products and distance computations. The only exception to
this rule is the stairs class, which is treated separately. Algorithm 12.2 presents the individual
steps that lead to the labeling of a polygon or group of polygons as being part of the stairs

class.

The dth threshold dictates the desired search space for each candidate stair step. In Algo-
rithm 12.2, it describes the maximum radius of a sphere containing the nearest neighbors (from
cm2) of each horizontal centroid in cm1 . Setting the parameter to a high value will render the
algorithm to search for more neighbors, which might bring an additional computation burden.
An implementation example is to set the parameter to 0.2m, as this provides an intuitive way
on restricting a stair step size, while at the same time giving good results for almost all datasets
tested against.

12.1.6 3D Mapping Performance

To evaluate the system’s performance, all its components have been carefully monitored both
under stressful conditions as well as during idle operations. The computation time and memory
usage of each subsystem of the 3D mapping core are particularly interesting with respect to the
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real-time performance capabilities of the mapping architecture. The evaluation of the mapping
pipeline includes individual results for the following components:

• Stereo + VO - produces the disparity image from the stereo system and computes the
global pose estimate;

• PCD→LocalOctree - produces the local point cloud dataset (PCD) from the disparity
image and creates/updates the local octree;

• GlobalOctree growing - expands the local octree’s boundaries when needed;

• LocalOctree→Polygon→GlobalOctree - generates the polygonal model and merges it
with the existing model;

• GlobalOctree→GlobalModel - refines the model (polygonal merging, polygonal grow-
ing, outlier removal);

• Semantic (Functional) Labeling - annotates the model.
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Figure 12.15 Computational time of each 3D mapping component for several tested datasets
(see Figure 12.6).

Figure 12.15 presents results for the datasets that correspond to some of the models pre-
sented in Figure 12.6. The majority of the model-building components have low computa-
tional requirements, and almost consistently, Stereo + VO requires the majority of resources.
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To address this, the Stereo + VO component has been implemented in a separate process
from the other (model-building) components. By concurrently running the two processes, the
global map can be updated every 250ms on average. An additional performance gain could be
achieved by executing the stereo computations offline, in-camera [Kon97].

Figure 12.16 shows the memory usage plot for the same datasets. To illustrate the system’s
operation better, the amount of memory allocated at each frame has been analyzed, both when
new data is received and has to be integrated into the model, as well as after the model has
been estimated and the initially allocated memory has been freed. Therefore, the two curves,
blue and red, show the quantity of memory occupied beforeM(t)

L is created, and after.
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Figure 12.16 Memory usage for the creation of the final polygonal modelsM(t)
F for several

tested datasets (see Figure 12.6).

The presented results indicate the favorable computational performance of the mapping
approach proposed by Leaving Flatland. The implementation of the system was tested on a
regular dual-core Centrino notebook attached to the RHex robot as seen in Figure 12.4. Due to
the parallelization capabilities of the octree-enabled mapping architecture, preliminary results
on quad-core systems have shown even more performance gains. Moving stereo computations
in the camera would potentially enable the map building process to run in less than 50ms on
modern systems, thus freeing more resources for other tasks such as the motion planner, or
higher level executives.
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12.2 Semantic Map Usage and Applications

T
HE semantic maps presented in the previous sections exhibit some of the capabilities of
the Leaving Flatland mapping architecture. The following sections present usage exam-

ples.

12.2.1 Hybrid Model Visualizations

Though extremely efficient from an architectural point of view, a negative aspect of convex
planar patches based maps is that they are not the most suitable surface representations for
visualization. Because one of the possible applications of Leaving Flatland is to enable remote
visualization of a scene, like for instance, by a tele-operator, a more suitable representation for
visualization has to be implemented. A viable solution is to represent the estimated world
model as a hybrid concept, with polygonal patches for certain parts of the environment, and
sampled point cloud data for the rest. This would enable the transmission of the model over a
bandwidth-limited network, and also provide a visually rich as well as schematically coherent
views for the remote operator. The reasons for selecting the above hybrid representation are
twofold:

• while the full point cloud data is rich in terms of visualization, it requires a large band-
width for transmission, whereas the polygonal model alone is a compact representation
but is not suitable for parts of the scene that are more complex, like vegetation or sur-
faces exhibiting a lot of variations in curvature;

• since some of the proposed class labels, such as vertical, provide a binary decision
with respect to the property of traversability (i.e., either allowed to traverse, but needs
a special controller/trajectory, or cannot traverse at all), the respective polygons could
easily be presented using the original point cloud data to the remote operator, while
still retaining the respective class label property; this has the added advantage that the
robot will not be able to navigate over these parts of the world, but at the same time the
operator would visualize their structure and infer additional information regarding the
robot’s position, next possible task, etc.

Leaving Flatland thus includes a scheme in which parts of the world are represented using
either the polygonal model or the sampled point cloud data in order to better visualize the
scene in an efficient manner. An example of such view of the hybrid model is presented in
Figure 12.17. The ground and level cells are not extremely interesting for visualization and
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are therefore represented using simplified polygonal patches (colored in green). The rest of
the world, including vertical structures and stairs, is represented with points for better visual-
ization.

Figure 12.17 Hybrid model visualized remotely. Ground and level cells are plotted as poly-
gons and the rest as points.

12.2.2 Motion Planning for Navigation

The motion-planning subsystem is called periodically to generate a trajectory that connects the
current position of the robot to a user-designated target. The planner is given a semantic map
of the environment built by the 3D perception system. Its output is a trajectory that consists of
a sequence of gait primitives to be executed by the robot, and their intermediate milestones.
A trajectory with a low (but not necessarily optimal) execution cost is seeked. The execution
cost is defined as a function of local terrain characteristics such as slopes and unevenness, as
in [SDW93].

To achieve real-time motion planning, the 3D semantic map created by the perception sys-
tem is represented as a topological graph (see Figure 12.18). Each contiguous collection of
polygonal patches with the same semantic label is represented as a node in the graph, while
the graph edges represent transitions between different world regions. This decomposition of
the 3D model into regions that are locally 2D allows the motion planning system to use specific
planners for each region, and greatly simplifies terrain traversability and collision checking.

The motion planning system implemented in Leaving Flatland is thus comprised of a multi-
region planner and a repertoire of basic primitive planners that work only on a certain semantic
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Figure 12.18 The 3D semantic map model represented as a topological graph with nodes
representing contiguous surface regions with the same semantic label and transitions.

type of terrain. The following types of primitive planners are used, classified by the type of
regions on which they are applicable:

• unlabeled terrain: A* search on a discretized (x, y, θ) state space [SDW93];

• flat ground: sample-based SBL motion planner [SL02], which builds trees bidirection-
ally in configuration space to connect the start and goal;

• stairs or steep slopes: the robot’s heading is restricted to either face up or down the
slope, and the stair-climbing gait primitive is used; the planner examines a 1D line in
configuration space for collisions;

The unlabeled terrain planner is also used as a backup when no other primitive planner is
applicable. Note that the unlabeled terrain primitive planner can be applied to any mode for
which any other primitive planners can be applied.

Each primitive planner can only be applied to modes whose regions are connected and do
not overlap in the x-y plane (otherwise, this is considered an invalid mode). The multi-region
planner selects (valid) modes, initial and final configurations for primitive planner queries,
and chooses the fastest planner for the given query. The implementation details together with
a comprehensive discussion regarding its scope is given in [RSM+09].

The motion planning system was tested with and without semantic annotations in the 3D
map. For a flat terrain composed of over 20,000 triangles, with a point target 5m away from
the robot’s initial position, the decomposition step took approximately 220ms. If the terrain
is unlabeled, the multi-region planning stage took 184ms to generate a path (averaged over
10 runs). Labeled as flat ground, it took 53ms. A two-level problem was tested consisting
of flat ground and stairs, with a point target on a second level, approximately 2m above the
robot. The decomposition step took approximately 200ms. Multi-region planning took 886ms
on unlabeled terrain, and 134ms on labeled terrain. Similar increases in computational speed
were observed in several other experiments.

Experiments on terrain generated from the 3D mapping module (e.g. Fig. 12.19) show that
the planner can generally produce a path to targets up to approximately 5m away from the
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Figure 12.19 Motion planning example based on semantic polygonal labels for the dumpster
dataset.

robot’s initial position in less than a second. The running time can vary significantly depend-
ing on the size of the model, the shape of obstacles, and the performance of heuristics. How-
ever, due to the highly efficient decomposition scheme, the motion planner usually achieves
fast planning times ranging from 0.05s-0.1s for SBL, to 0.5s-2s for A*, and almost instant
computations (≈0s) for the 1D straight line stairs/slopes planner.

12.3 Summary

T
HIS chapter presented the theoretical and implementation details of Leaving Flatland,
a comprehensive system for real-time 3D mapping and planning for general purpose

mobile robots, with an emphasis on the RHex robot.
The proposed system includes mapping and localization techniques, coupled with higher

level polygonal modeling annotations for stereo data. These annotations result in heuristic
semantic labels for different terrain types, which are extremely helpful for motion planners to
choose the most appropriate gaits for the robot. The motion planner used for the experiments
presented herein, utilizes a new decomposition technique to convert a 3D model locally into
2D regions, and builds upon a repertoire of planning methods specialized for specific terrain
types, such as flat ground and stairs.

The performance of the mapping system both in terms of the quality of the modeling and
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the processing speed, enables the deployment of the proposed architecture on real robots, and
is suitable for fast, real-time 3D navigation.

221





13 Conclusion

“A conclusion is the place where you get

tired of thinking.”

ARTHUR BLOCH

A
S autonomous personal robotics systems come to age, they need to find ways of function-
ing in human living environments, that is, navigating and interacting with the surround-

ing world in an effective manner. This means a robot should be capable of going anywhere
where it can physically fit, find energy sources and recharge its batteries when their capacity
is running low, and perform useful chores such as cleaning tables. These behaviors require
support from complex perception routines which can recognize power plugs, door handles,
and certain structures and objects in the world. Therefore one of the most important aspects
deciding on the applicability of personal robotics in real world environments is represented by
the robot’s ability to perceive and understand the semantic meanings of the objects present in
the world. The key challenge in achieving that is being able to build semantic 3D perception
architectures that can enable complex mobile manipulation scenarios.

This thesis proposed Semantic 3D Object Maps as a novel representation that satisfies these
requirements, and showed how these maps can be automatically acquired from dense 3D range
data. The main results of this investigation are a set of theoretical and methodological contri-
butions, fully implemented and tested on several mobile manipulation platforms in realistic
scenarios.

The first part of the thesis covered the Semantic 3D Object Mapping kernel. In particular,
the problem of data acquisition and map representation has been tackled in Chapter 2, while
in Chapter 3 we have presented and discussed the major requirements of a system architec-
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ture for Semantic 3D Object Maps. Each of the individual processing steps presented in the
architecture have been fully implemented and described in the subsequent Chapters 4-9.

In Chapter 4 we have presented important contributions to the problem of informative 3D
point feature representations from noisy point cloud data. Both our Point Feature Histograms
(PFH) and Fast Point Feature Histograms (FPFH) representations have shown to be discrim-
inative features and gave very good results when used in applications such as point corre-
spondence searches for registration (Chapter 5) and surface classification with respect to the
underlying geometric surface primitive that the point is lying on (Chapter 8). To reduce the
complexity for point cloud registration, we have shown methods to analyze the uniqueness
and persistence of the proposed feature representations using different distance metrics over
multiple scales, resulting in more compact subsets of points which characterize and represent
the larger input datasets.

Chapter 5 presented two coarse registration methods using our feature representations that
bring datasets acquired from different arbitrary poses into the same coordinate system, thus
creating a consistent global point cloud model. We have applied the proposed registration
methods to a variety of datasets and have shown them to be robust in the presence of differ-
ent initial starting solutions. To smooth out overlapping areas in the resultant compact point
clouds, but also to remove noise and fill holes in the data, we have presented a Robust Moving
Least Squares algorithm that can resample data and preserve fine details useful for geometric
processing steps such as point cloud segmentation.

To split large quantities of data into smaller chunks for faster processing, Chapter 6 has
tackled different clustering and segmentation techniques which can be used to group points
with the same geometric information together, or to segment and simplify resultant maps us-
ing primitive 3D geometries. These concepts have been applied thoroughly in Chapter 7 for
the problem of creating complete 360◦ semantic models of the world, with an emphasis for
kitchen environments which exhibit structural elements such as cupboards, tables, and kitchen
appliances. To support 3D collision detection and path planning routines for safe navigation
and manipulation of objects, we have shown ways of creating decoupled Triangulated Surface
Maps, that represent the underlying sampled surfaces with a greater accuracy than point cloud
models.

In Chapter 8 we presented novel scene interpretation mechanisms for point cloud data ac-
quired using noisy sensors such as active stereo. The surface geometry around a point was
characterized using our discriminative point feature representations (PFH and FPFH), which
have been shown to give very good results for the problem of point classification with respect
to the underlying geometric surface primitive the point is lying on. By carefully defining 3D
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shape primitives, and making use of powerful machine learning classifiers, our framework was
able to robustly segment point cloud scenes into geometric surface classes.

Additionally, we have also tackled the problem of object categorization, by proposing a
novel global descriptor (Global Fast Point Feature Histograms) that makes use of the previ-
ously acquired local annotations from a FPFH based classification system. In Chapter 9 we
proposed object reconstruction mechanisms that represent the objects to be manipulated us-
ing hybrid shape-surface geometric models. These models were acquired out of sensed point
cloud data using robust shape segmentation and surface triangulation methods, and we showed
methods that could fit primitive geometric shapes to the data in order to reconstruct and infer
missing information.

The contributions presented in this thesis have been evaluated as parts of complete mobile
manipulation systems in the context of three distinct application scenarios. The first appli-
cation was presented in Chapter 10 and relates to the problem of cleaning tables by moving
the objects present on them with personal robotic assistants operating in dynamic environ-
ments. The proposed architecture constructed 3D dynamic collision maps, and annotated the
surrounding world with semantic labels. To support a simple grasping module, object clusters
supported by tables have been extracted with real-time performance. The second application
presented in Chapter 11 showed a novel architecture for door and handle identification from
noisy 3D point cloud maps acquired using tilting laser sensors, with excellent applicability for
mobile manipulation platforms operating in indoor environments. A third complete applica-
tion was shown in Chapter 12 for the problem of real-time semantic mapping from stereo data
for efficient navigation.

All the algorithms and concepts presented in this thesis have been implemented and tested
on data acquired in realistic everyday human living environments. The experimental results
were carried out on numerous mobile manipulation platforms, including the TumBot (see
Figure 2.2 left) mobile manipulation platform at the Technische Universität München, the
RHex (see Figure 12.4) mobile robot at SRI, and the PR2 (see Figure 10.1) personal robotic
assistant at Willow Garage.

To stimulate and foster the development of novel research ideas, we are making the entire
software infrastructure used in in the experimental part of the thesis available as part of the
ROS (Robot Operating System) open source software initiative. We encourage researchers
working in different fields to do the same.

Despite the encouraging results presented in this thesis, there are a list of open issues that
still remain to be tackled for future research:

• Though tested on a series of indoor scenes, the methods and algorithms presented in this
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CHAPTER 13 Conclusion

work need to be tested on an even larger database of datasets representing human living
environments. To achieve this, we acknowledge the need of a repository of processing
algorithms, each working extremely well under particularly constrained conditions. The
goal would be then to build higher level task executives that can automatically select the
best algorithm for a certain problem given some input conditions. Additionally, multiple
processing methods could be started in parallel (or sequentially if the application time
constraints are relaxed) and the executive could select the overall results based on the
individual results of each method.

We are currently already taking steps towards solving this problem, by incorporating a
large variety of different algorithms in the ROS initiative. However, depending on the
complexity of the problem to be solved, we may need to rethink this approach in the
future.

• In this thesis we already tackled the problem of environment dynamics, but mostly in
terms of building fast dynamic obstacle maps for the problem of collision avoidance
with a mobile manipulation platform. An important aspect that we have not modelled at
all is the tracking of objects or surfaces while they are being moved or manipulated. To
solve this however, we envision two different approaches:

– the use of faster 3D sensing devices that could record maps at a higher frame rate,
together with the optimization of our processing routines even more to be able to
extract meaningful information in application with tight computational constraints;

– the fusion of 2D camera images within the 3D mapping system, and the use of
dedicated image processing algorithms which already present very good results
for tracking movable targets.

• Though we hopefully proved the need for 3D geometry in the context of acquiring se-
mantic maps of indoor environments, this thesis has not addressed the fusion of texture
information with geometry at all. Texture becomes extremely important for particular
applications which geometry alone cannot solve. For example, the shape of a bottle of
mustard and a bottle of ketchup could be identical, but their uses are different, so an in-
telligent robot assistant should use color (yellow vs. red) to differentiate between them.

Though these are important issues that need to be solved in future research initiatives, we
are confident that in this thesis we managed to take small steps towards the realization of se-
mantic mapping systems, which we believe will be the cornerstone of all mobile manipulation
platforms in the future.
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Appendix A 3D Geometry Primer

F
OLLOWING the notations presented in the list of symbols (page XXI), the most primitive
data representation unit in a general n-dimensional space Sn is represented by a point

pn = (x1, x2, · · · xn), with n being the number of tuples or dimensions. This thesis most
often makes use of the two-dimensional and three-dimensional Euclidean spaces E2 and E3,
though higher order dimensional spaces are also used. Therefore, an unanimous notation for
a 2D point will be set from now on to p2, while a 3D point will be expressed as p3 or p for
simplicity.

A.1 Euclidean Geometry and Coordinate Systems

Without any exaggeration, Euclidean geometry and the associated Euclidean space are two
of the most used concepts in classical mathematics, as until the 19th century Euclidean was
a synonym of the word geometry. Ever since though, a number of non-Euclidean geometries
have been proposed, which in essence contradict the earlier postulates of Euclidean geometry.
From these, the most important models are represented by hyperbolic geometry and elliptic

geometry. The latter includes a simplified formulation, the spherical geometry, which is inter-
esting for some of the concepts presented in this thesis.

In the Euclidean E3 space, which is considered infinite [New56], the given coordinates of a
point p are specified with respect to a fixed origin, in a given coordinate system frame. Two of
the most commonly used coordinate systems in E3, are the Cartesian coordinate system and
the spherical coordinate system, both of equally significant importance for 3D perception sys-
tems. Each coordinate system in E3 has three axes perpendicular to each other and selected as
~x,~y, and~z as a naming convention, with a length of one unit. For a point with real coordinates
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p ∈ R3, its coordinates in the Cartesian coordinate system can be written as follows:

p = [x, y, z]T =


x

y

z

 (A.1)

x, y, z ∈ R

The three coordinates x, y, z represent the number of units (distance) on each of the three
axes from the origin of the coordinate system.

Besides points, Euclidean geometry defines the notion of a direction vector. The direction
of movement from a point pi to another point pj is defined as follows:

v = pj − pi = [xj, yj, zj]T − [xi, yi, zi]T = [xj − xi, yj − yi, zj − zi]T (A.2)

To formulate concepts such as the distance between two points pi and pj, Euclidean ge-
ometry makes use of an operation called dot product (or inner product), defined for E3 as
follows:

〈pi, pj〉 = pi · pj =
3

∑
n=1

pi pj = xixj + yiyj + zizj ∈ R (A.3)

In a spherical coordinate system, a vector can be written as:

p = [r, θ, ψ]T =


r

θ

ψ

 (A.4)

r ∈ R+, 0◦ ≤ θ ≤ 180◦, 0◦ ≤ ψ ≤ 360◦

The first coordinate r represents the radial distance of the point, and can be expressed as
the Euclidean distance (see Section A.2) from the origin of the coordinate system to the point
p. The second coordinate θ represents the angle between the line from the origin of the co-
ordinate system to p and the zenith direction. Finally, the third coordinate ψ represents the
angle between the reference direction on the chosen plane and the line from the origin of the
coordinate system to the projection of p on the plane.

A.2 Distance Metrics

The following describes some of the distance metrics most used throughout this thesis.
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A.3 Geometric Shapes

The Manhattan (L1) distance:

dL1 =
n

∑
i=1
|pi − qi| (A.5)

The Euclidean (L2) distance:

dL2 =

√
n

∑
i=1

(pi − qi)2 (A.6)

The Jeffries-Matusita (JM) metric (also known as Hellinger distance) is similar to the L2
(Euclidean) norm, but more sensitive to differences:

dJM =

√
n

∑
i=1

(
√

pi −
√

qi)2 (A.7)

The Bhattacharyya distance is widely used in statistics to measure the statistical separabil-
ity:

dB = −ln
n

∑
i=1

√
pi − qi (A.8)

Two popular measures for histogram matching in literature, the Chi-Square (χ2) divergence
and the Kullback-Leibler (KL) divergence, are defined as:

dχ2 =
n

∑
i=1

(pi − qi)2

pi + qi
(A.9)

dKL =
n

∑
i=1

(pi − qi) · ln
pi

qi
(A.10)

The Histogram Intersection Kernel (HIK):

dHIK =
n

∑
i=1

min(pi, qi) (A.11)

A.3 Geometric Shapes

The equation of a line is:
y = p + vt (A.12)
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where p = [x0, y0, z0]T is a point on the line, and v = [a, b, c]T is a direction vector.

The equation of a plane is:
ax + by + cz + d = 0 (A.13)

where~n = [a, b, c]T is the normal of the plane.

The equation of a sphere is:

(x− xc)2 + (y− yc)
2 + (z− zc)2 = r2 (A.14)

where pc = [xc, yc, zc]T represents the center of the sphere, and r is the radius of the sphere.

The equation of a right cone with the vertex pointing up and the base located at~z = 0 is:

x2 + y2

c2 = (z− z0)2, c =
r
h

, z0 = h (A.15)

where h is the height of the cone, and r is the radius of the base oriented along the~z axis.

The equation of torus radially symmetric about the~z axis is:

(R−
√

x2 + y2)2 + z2 = r2 (A.16)

where R is the distance from the center of the tube to the center of the torus, and r is the radius
of the tube.

The equation of an elliptic cylinder is:(x
a

)2
+
(y

b

)2
= 1 (A.17)

where a and b are the semimajor and semiminor axes.
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Appendix B Sample Consensus

The RANdom SAmple Consensus (RANSAC) [FB81] principle states the following. If ε is
the probability of picking a sample that produces a bad estimate (i.e. outlier), then 1− ε is the
probability of picking at least one good sample (i.e. inlier). This means that the probability
of picking s good samples becomes (1− ε)s. For k trials, the probability of failure becomes
(1− (1− ε)s)k. If p is the desired probability of success (e.g. p = 0.99), then:

1− p = (1− (1− ε)s)k ⇒ k =
log(1− p)

log(1− (1− ε)s)
(B.1)

The RANSAC cost function is defined as:

Cr = ∑
i

ρr(e2
i ), ρr(e2) =

{
0, e2 < T2

constant, e2 ≥ T2
(B.2)

while the MSAC (M-estimator SAmple Consensus) [TZ00] cost function is defined as:

Cm = ∑
i

ρm(e2
i ), ρm(e2) =

{
e2, e2 < T2

T2, e2 ≥ T2
(B.3)

where T is a user given threshold for considering inliers.
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Appendix C Machine Learning

W
ITHOUT a doubt, the last decade has seen an incredible progress in the research fields
of machine learning and pattern recognition in data. This progress is correlated with

the advancements in computational technology, which enable algorithms to run faster than
they did years ago, but also with better problem formulations and classification algorithms
which slowly made their way and established themselves as practical solutions for a variety of
problems in robotics.

Due to space constraints, it would be impossible to cover all the popular machine learning
methods used today, in this thesis. The reader is encouraged to search for general textbooks on
the subject, such as [Bis06, DHS00, Mit97] to name a few. However, this chapter will cover
some of the basics of two of the most used learning methods in the context of this thesis,
namely Support Vector Machines (SVM) and Conditional Random Fields (CRF).

Before diving into the specifics of each method, it is important to mention that the machine
learning community has divided the learning methods into three distinct categories, based on
the problems they are used for [Bis06]: a) supervised learning; b) unsupervised learning; and
c) reinforcement learning. The first category of methods attempts to learn a mapping between
sets of data comprising both the input and the desired output of a particular problem. Once
the mapping is learned and a model is obtained, all the subsequent test data will be validated
against this model, in a classification or a regression framework. The second category makes
use of clustering or density estimation techniques for example, to learn an internal model from
a set of training data without having an explicit output target. Finally the third method creates
models that adapt themselves over time based on the actions taken to maximize a certain
reward function with respect to a given problem. The two methods mentioned above (SVM
and CRF) fall into the first category of supervised learning methods.
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C.1 Support Vector Machines

Support Vector Machines (SVM) are part of a distinct family of supervised learning algo-
rithms called kernel-based methods, where data predictions are based on linear combinations
of a kernel function evaluated at the training data points. Originally developed in the context of
optical character recognition applications [BGV92, CV95], SVM methods have become pop-
ular for solving many different other problems in classification and regression frameworks.
Though at their core they are binary classifiers, meaning that they are only capable of separat-
ing between two different classes of data, many extensions have been developed in the context
of multi-class classification.

The determination of the SVM model parameters corresponds to a convex optimization
problem, which leads to global optimum solutions. In its simplest form, the SVM formulation
for a set of training vectors xi ∈ Rn and a binary set of classes c1,2 can be given as follows.
Let the desired output yi be:

yi =

{
1, for xi ∈ c1

−1, for xi ∈ c2
(C.1)

Then, let the two classes c1 and c2 be linearly separable by a hyperplane (see Figure C.1)
described as:

wTx + b = 0 (C.2)

where w is the hyperplane’s normal, b is a bias parameter, and −b
|w| the perpendicular distance

from the hyperplane to the origin. This means that there exists at least one choice of w and b
such that: {

wTxi + b > 0, for yi = 1

wTxi + b < 0, for yi = −1
(C.3)

Therefore the decision function becomes F = sign(wTx + b) with x as test data. A Sup-
port Vector Machine classifier attempts to find the variables w and b such that the smallest
distance from the hyperplane to any of the samples – called the margin, is maximized. By
further describing the constraints as:

{
wTxi + b ≥ d+, for yi = 1

wTxi + b ≤ d−, for yi = −1
(C.4)

where d+ and d− represent the outer boundary. The maximal distance between wTxi + b
is ±1. By selecting w and b with the maximal margin, d+ = 1 and d− = 1, the margin
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margin

hyp
erpl

ane

Figure C.1 A theoretical hyperplane dividing two linearly separable classes (white points -
c1, black points - c2). The data points colored in red represent the support vectors of the
hyperplane.

becomes:
d+ + d− = 2 (C.5)

By combining Equation C.4 and C.5, we obtain:

yi(wTxi + b) ≥ 1 (C.6)

The margin is determined by the points that lie closest to the hyperplane, and therefore max-
imizing the margin means building a better separation boundary so that the classification error
is minimal. The subset of data points xi lying on this boundary are also known as the support
vectors of the classification. In the example in Figure C.1 the margin is 2

‖w‖ . Therefore, to find
the maximum margin, ‖w‖ has to be minimized, which in turn is equivalent to minimizing
‖w‖2.

This problem can formally be written as a convex optimization problem:

min
1
2
‖w‖2

for: yi(wTxi + b) ≥ 1
(C.7)

This constrained optimization problem can be solved better in a Lagrangian formulation
[Bur98], as the constraints are easier to handle and the training data will only appear in the
form of dot products between vectors. By introducing the Lagrangian multipliers αi ≥ 0, the
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Lagrangian function is obtained as:

LP =
1
2
‖w‖2 −∑

i
αiyi(wTxi + b) + ∑

i
αi (C.8)

The minimization with respect to w and b means setting the derivatives of LP for w and b
to 0. Substituting back results in:

w = ∑
i

αiyixi

0 = ∑
i

αiyi

⇒ LD = ∑
i

αi −
1
2 ∑

i,j
αiαjyiyjk(xi, xj) (C.9)

LD is referred to as the dual form of the primary LP, and its constraints differ from the ones
of LP [Bis06]. The term k(xi, xj) is a kernel function which maps the linear non-separable
data to a higher dimension where a linear separation by a hyperplane is possible. Any function
that satisfies the following conditions can be a kernel:

1. the function k has to be symmetric: k(xi, xj) = k(xj, xi);

2. the kernel matrix Ki,j = k(xi, xj) needs to be positive semi-definite for all points x.

A good reference on engineering kernel functions is given in [STC04]. Some of the most
commonly applied kernels are given below:

• linear kernel: k(xi, xj) = xT
i xj;

• polynomial kernel: k(xi, xj) = (xT
i xj + δ)d, with δ > 0;

• sigmoidal kernel: k(xi, xj) = tanh(κxT
i xj + δ), with κ > 0, δ < 0;

• Radial Basis Function (RBF) kernel: k(xi, xj) = exp−γ·d(xi,xj) with γ > 0, where d
can take the form of certain distance metrics, including:

– d(xi, xj) = ∑k |xi,k − xj,k|
1
2 for the Sublinear RBF kernel;

– d(xi, xj) = ∑k |xi,k − xj,k|1 for the Laplacian RBF kernel;

– d(xi, xj) = ∑k |xi,k − xj,k|2 for the Gaussian RBF kernel.

As previously mentioned, SVMs are binary classifiers. Though native multi-class SVM so-
lutions exist, they can be computationally expensive. In order to keep the classification process
fast and still retain the ability to separate multiple classes, a simple method called one-against-

all is used, where one binary SVM is used for each class to separate members of that class
from members of other classes.
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C.2 Conditional Random Fields

Conditional Random Fields belong to a more general family of probabilistic graphical mod-
els, along other formulations such as Bayesian Networks or Hidden Markov Models, which
use solutions from both the probability theory and graph theory to solve learning problems.
A probabilistic graphical system borrows the concepts of nodes and edges (links) from graph
theory, and provides an intuitive interface for modeling variables and their inter-dependencies.
Each node represents a random variable and each link is used to interconnect two nodes to
symbolize their probabilistic dependency to each other. There are two basic types of proba-
bilistic graphical models:

• directed - used to model causal relationships between random variables;

• undirected - better suited for expressing soft constraints between random variables.

Directed graphs can be converted into undirected graphs using a technique called moraliza-
tion where the parents of each node, if they exist, get connected by an undirected edge and the
remaining directed edge gets replaced by undirected edges [Bis06]. In general the opposite
conversion is less common and more problematic. Additionally, there are undirected graphs
whose conditional independence properties cannot be expressed in a directed graph with the
same variables and vice versa.

To solve inference problems in a probabilistic manner, it is often useful to convert directed
and undirected graphs into so-called factor graphs [FKaLW98]. A factor graph is a bipartite
graph that expresses the structure of the factorization as:

p(x) = ∏
j

f j(xj). (C.10)

where xj is a subset of the variables. A factor graph has a variable node for each variable
xj, a factor node for each local function f j, and an edge-connecting variable node xj to factor
node f j if and only if xj is an argument of f j [Bis06].

In general there are two distinct approaches to solve decision problems, using:

• generative models, which model the distributions of input variables x and output vari-
ables y. The models are called generative, because they have the ability to both infer
from the input variables to the output class and create values for the input space by sam-
pling over the output. Generative models need to model the joint distribution p(x, y);
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• discriminative models, which only model the conditional probability distribution p(y|x)
by inferring over the input variables x (called observations), according to the classifier
characteristics of this approach. Each new observation x gets assigned to a class y.

Generative models are obviously more complex to handle than discriminative ones, because
the joint probability for both variables x and y has to be found. Furthermore the number of
observations x in many applications can be high, so the modeling and the inference become
intractably complex.

Conditional Random Fields are undirected discriminative graphical models, where the dis-
tribution of each discrete random variable y in the graph is conditioned on an input sequence
x, thus representing a discriminative probability p(y|x) [LMP01].

A convenient representation when modeling with undirected graphical models is given by
the concept of cliques. A clique C is a fully connected subset of the nodes in a graph such that
each node in the clique is connected by an edge to all the other nodes in the clique. This can
be expressed as:

∀ni ∈ VC : ∃nj ∈ VC : (ni, nj) ∈ EC, VC ⊆ V, EC ⊆ E (C.11)

where E is the set of edges, V is the set of nodes in the graph, EC is the set of edges and VC

the set of nodes in the clique C. A maximal clique is a clique that cannot include any other
nodes from the graph without it ceasing to be a clique [Bis06].

A definition of Conditional Random Fields can be given as follows [LMP01]. Let G =
(V, E) be an undirected graph over the set of random variables Y and X, with V representing
the set of nodes, and E the set of edges in G. Let Y = (Yv)v∈V , so that Y is indexed by the
vertices of G. Then (Y, X) is a X conditional random field, if the random variables Yv obey
the Markov property with respect to G:

p(Yv|X, Yw, w 6= v) = p(Yv|X, Yw, w ∼ v) (C.12)

where w ∼ v means that w and v are neighbors in G.

The conditional probability p(y|x) can be written as:

p(y|x) =
p(x, y)
p(x)

(C.13)

Using the sum and product rules of probability [Bis06], p(y|x) becomes:
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p(x, y)
p(x)

=
p(x, y)

∑y′ p(y′, x)
. (C.14)

By applying the Hammersley-Clifford’s theorem [Cli90] to Conditional Random Fields, the
equations are factorized as:

p(y, x)
∑y′ p(y′, x)

=
∏c∈clique(G) ψc(xc, yc)

∑y′ ∏c∈clique(G) ψc(xc, y′c)
(C.15)

The final general model formulation for Conditional Random Fields can be then derived as:

p(y|x) =
1

Z(x) ∏
c∈clique(G)

ψc(xc, yc), Z(x) = ∑
y′

∏
c∈clique(G)

ψc(xc, y′) (C.16)

A CRF is expressed as a log-linear model, which is easier to solve and estimate in statistics.
The log-linearity in a CRF occurs in its potential functions. The positive condition of the
Hammersley-Clifford theorem [Cli90]: p(x1, . . . , xn) > 0 is always true if the factors of
equation C.16 are always greater than zero, which means that ψ(x, y) > 0. The potential
function, also called the factor function, can be therefore written as:

ψC(xC, yC) = exp

{
∑
k

(λCk fCk(xC, yC))

}
(C.17)

for some parameter vector λC and some set of feature functions fCk.

This thesis makes use of linear-chain Conditional Random Fields only (see Figure C.2,
instead of more general CRFs models [SM06]. Equation C.16 can therefore be modified to
describe the output variables as a sequence:

p(y|x) =
1

Z(x)

n

∏
j=1

ψj(x, y), Z(x) = ∑
y′

n

∏
j=1

ψj(x, y′) (C.18)
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Figure C.2 A linear-chain Conditional Random Field example. The input nodes xi are con-
nected via undirected edges (links) to the prediction nodes yj. The two types of squares
represent the nodes for each factor function fs for state (yj, xi) and transition (yj, yj−1).

The factor functions ψ become:

ψj(x, y) = exp

{
m

∑
i=1

λi fi(yj−1, yj, x, j)

}
(C.19)

The model of a linear-chain CRF can be written as:

pλ(x|y) =
1

Zλ(x)

n

∏
j=1

exp

{
m

∑
i=1

λi fi(yi−1, yi, x, j)

}

=
1

Zλ(x)
exp

{
n

∑
j=1

m

∑
i=1

λi fi(yi−1, yi, x, j)

} (C.20)

where the normalization is given by:

Zλ(x) = ∑
y′∈Y

exp

{
n

∑
j=1

m

∑
i=1

λi fi(y′i−1, y′i, x, j)

}
(C.21)

Figure C.2 shows a graphical representation for a linear-chain CRF example. The input
nodes xi are shown with black circles and are connected via undirected links to the predic-
tion nodes yj, shown with red circles. The nodes corresponding to the factor functions fs

are shown with black squares, corresponding to the state yj, xi cliques, and with red squares
corresponding to the transition cliques yj, yj−1. Each function has its own weight λ. Equa-
tion C.20 simply takes the sum of the weights associated with all the squares in the graph, and
converts the sum into a probability by normalizing the score. Using the dual state-transition
formulation, the potential functions ψc can be split into:
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• state feature functions:

ψj(x, yj) = exp

{
m

∑
i=1

λisi(yj, x, j)

}
(C.22)

• transition feature functions:

ψj(yj, yj−1) = exp

{
m

∑
i=1

λiti(yj, yj−1)

}
(C.23)

Their combination in the linear-chain CRF equation results in:

pλ(x|y) =
1

Zλ(x)

n

∏
j=1

exp

{
k

∑
i=1

λisi(yj, x, j) +
l

∑
i=1

λiti(yj, yj−1)

}
(C.24)

Learning in a Conditional Random Field is performed by estimating the weights λi =
{λ1

i , . . . , λL
i }. The input consists of a set of training data T = xi from a sequence of observa-

tion variables, and the output variables sequence yj of the desired predictions. The parameter
estimation is typically performed in a maximum-likelihood fashion. To find good values for
the weights λ, the log-likelihood L on the training data T needs to be maximized:

L(T ) = ∑
(x,y)∈T

log p(x, y) (C.25)

The log-likelihood and its derivation represent concave functions, and therefore there exists
only one global maximum, which guarantees that an optimal solution can be found. A fast way
of solving this nonlinear optimization problem is to apply an optimized variant of the Broyden-
Fletcher-Goldfarb-Shannon (BFGS) algorithm, namely the Limited-Memory-BFGS method.
The L-BFGS method is a derivation of Newton’s method and belongs to the second-order class
of optimization techniques. Instead of using the Hessian matrix, which has a quadratic size in
the number of parameters, at each optimization iteration, the L-BFGS method iteratively finds
a minimizer by approximating the inverse of the Hessian by making use of the information
from the last m iterations. This optimization saves memory storage and computation time,
which helps greatly in dealing with large-scaled problems. The partition function Z(x) in the
likelihood and the marginal distributions in the gradient can both be computed by using the
Forward-Backward Algorithm, which has a computational complexity of O(|S|2n), where S
is the number of states and n is the length of the sequence. Each training instance however will
have a different partition function and marginals, so the Forward-Backward method needs to
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be run for each training instance (x, y) ∈ T at each gradient computation, for a total training
cost of O(|S|2n|T ||G|), where |T | represents the number of training instances and |G| the
number of gradient computations required by the L-BFGS method [SM06].

The inference problem in a CRF is to label an unseen instance y for a certain given observa-
tion x. A solution is to compute the most-likely sequence using the Viterbi Algorithm [Vit67].
The main difference between the Viterbi method and the Forward-Backward algorithm is that
instead of summing, a maximization is applied. The Viterbi algorithm searches this space
efficiently with a computational cost that grows only linear in the length of the path.
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