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Abstract

This paper presents results from three experiments which in-
vestigate the evolution of referential communication in em-
bodied dynamical agents. Agents, interacting with only sim-
ple sensors and motors, are evolved in a task which requires
one agent to communicate the locations of spatially distant
targets to another agent. The results from these experiments
demonstrate a variety of successful communication strate-
gies, providing a first step towards understanding the emer-
gence of referential communication in terms of coordinated
behavioral interactions.

Introduction

Communication is traditionally viewed as the use of signals
to transmit information (Hauser, 1997; Seyfarth and Cheney,
2003; Smith and Harper, 1995). We refer to this view of
communication as the IT view, for information transmis-

sion. Numerous models of emergent communication adopt
this view as their starting point (Cangelosi and Parisi, 1998;
MacLennan and Burghardt, 1993; Steels, 2003). Agents
are provided with signalling mechanisms and informational
content (or “meanings”), and through some adaptive pro-
cess they establish shared associations between signals and
meanings. However, the IT view of communication is not
uncontroversial (Di Paolo, 1997, 1998), providing motiva-
tion to study emergent communication without preconceived
notions of signals and information transmission. Moreover,
even if the IT view is accepted, models that begin with es-
tablished signalling mechanisms cannot be used to address
important questions of how signals may arise from initially
non-communicative behaviors.

An alternative view of communication comes from au-
topoetic theory (Maturana, 1978; Maturana and Varela,
1980), with similar ideas expressed by researchers in cy-
bernetics, psychology, and a wide range of other disciplines
(see Di Paolo (1997) for an extended discussion). On this
view, communication occurs whenever the behavior of one
agent shapes the future behavior of another agent. Thus,
communication is taken to refer to all kinds of socially coor-
dinated behaviors. We refer to this view of communication
as the CB view, for coordinated behavior. Importantly, the

CB view does not assume the existence of signals or infor-
mation transmission as fundamental aspects of communica-
tion. Rather, if anything, these ideas are left to the analysis
of communication by scientific observers. The essential ele-
ments of communication are the structured interactions that
take place between agents in a shared domain.

Several models have explored the emergence of commu-
nicaton from a CB perspective (Baldassarre et al., 2003;
Di Paolo, 2000; Iizuka and Ikegami, 2003; Nolfi, 2005). In
these models, agents are typically equipped with dedicated
channels to use for communication. Through some adaptive
process, the agents develop the ability to use these channels
to signal each other, resulting in the improved coordination
of their behaviors. Thus, since these models begin with-
out pre-specified signals, they provide compelling demon-
strations of how initially non-communicative behaviors can
adapt to serve communicative functions. This is particu-
larly true when agents are equipped with only sensors and
actuators, and without dedicated communication channels
(Quinn, 2001; Quinn et al., 2003). In this case, simulations
can provide additional insights into the interplay between
communicative and non-communicative behaviors, and ex-
plore how signals may emerge from behaviors that initially
evolved for other purposes.

Models that study communication from the CB perspec-
tive have typically focused on certain kinds of tasks. For
instance, common tasks are those which require agents to
develop signals for the dynamic assignment of roles (e.g.
“leader” and “follower”) in some situation. In contrast,
models of communication from an IT perspective have of-
ten studied tasks that are referential in nature, where agents
must develop signals that refer or “point to” states of affairs
that are removed in space and/or time. Referential tasks are
certainly of principal importance for understanding the evo-
lution of communication, but to our knowledge no such tasks
have been addressed within a CB framework. Accordingly,
referential communication provide an important challenge
for models of communication based on a CB perspective.

In this paper, we present results from a series of experi-
ments which explore the evolution of referential communi-
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cation. In these experiments, agents interact with only sim-
ple sensors and motors, and hence without any pre-specified
signalling mechanisms. These experiments thus provide an
initial exploration of the evolution of referential communi-
cation through the lens of a CB perspective. The results
demonstrate the successful evolution of referential commu-
nication using this approach; moreover, they provide in-
sights into the kinds of subtle communication systems that
are possible through the coupled interactions of embodied
dynamical agents.

The rest of this paper is organized as follows. In the next
section, we expand upon the notion of referential commu-
nication and consider how it might fit with the CB view.
Then we present results from a series of three experiments
which explore the evolution of referential communication
under various conditions. Finally, we conclude with a gen-
eral discussion of the experimental results, and outline some
directions for future work.

Referential Communication

One of the most widely studied examples of referential com-
munication in a nonhuman species is the waggle dance of
honeybees (Crist, 2004; Dyer, 2002). When a forager bee
discovers a lucrative food source, she will often return to her
hive and congregate with other hive mates. The returned for-
ager then performs a “dance”, consisting of repeated runs in
a small figure-eight pattern, amidst tightly packed adjacent
bees. As was first identified by Karl von Frisch (von Frisch,
1950, 1967), and later elaborated by many others (Dornhaus
and Chittka, 2004; Michelsen, 2003; Riley et al., 2005), var-
ious aspects of this dance correlate with the distance and
direction to the previously identified food source. Having
observed the dance, other bees are then able to successfully
navigate to the new food source. Thus, the waggle dance
provides an excellent example of referential communication,
with signals used to communicate about states of affairs that
are distant in both space and time.

In what follows, we present results from a series of three
experiments which were inspired by the waggle dance of
honeybees. Before proceeding, it is first necessary to es-
tablish an operational notion of referential communication
in terms of behavioral coordination. The difficulty is that a
standard conception of referential communication fits most
naturally with an IT perspective. Intuitively, signals are
“about” something, and that which they are about is the in-
formation that they convey. Identifying referential commu-
nication from a CB perspective, however, is less obvious.

Communication from a CB perspective is understood in
terms of the effect that interactions between agents have on
the future behavioral trajectories of those agents. Here we
will consider only asymmetric interactions between pairs of
agents, a sender and a receiver, in which case the primary
concern is the effect of interactions on the behavior of the
receiver. Intuitively then, we consider an interaction to be

communicative when the future behavior of the receiver is
sufficiently constrained as a result of its interaction with the
sender. To demonstrate this idea, consider the waggle dance
example. In absence of the dance interaction, the behav-
ioral trajectories of would-be recruits are effectively uncon-
strained and, in principle, the recruits may travel to any lo-
cation outside of the hive. Thus, the specific effect of the
dance, and what makes it communicative, is that it serves to
constrain the behavior of recruits to the subset of behavioral
trajectories which result in their arrival at the food source.

The additional component necessary for an account of
referential communication is the dependence of these con-
strained behavioral trajectories on an object of reference.
That is, the receiver’s behavior resulting from a communica-
tive interaction should change as properties of the referent
change. In the waggle dance, for example, the future behav-
ioral trajectories of the receiver vary directly and reliably
with properties of the referent, namely, the distance and di-
rection of the food source.

Another important aspect of referential communication
from a CB perspective is the nature of the interaction be-
tween the agents. Specifically, in order for an interaction to
be considered referential there should be a degree of sepa-
ration, spatial and/or temporal, between the communicative
interaction and the object of reference. To demonstrate this
idea, consider again the waggle dance. Rather than perform
a dance, the forager could instead gather recruits and fly with
them to the food source. This would result in the same be-
havioral outcome for the receiver, but in this case the inter-
action between the bees would persist until the recruits had
reached the food source. Thus, we would not consider such
an interaction to be referential. In contrast, the waggle dance
is referential because the communicative interaction is spa-
tially removed from the food source.

To summarize, we propose an operational notion of ref-
erential communication from a CB perspective based on the
following considerations. Firstly, the future behavior of a re-
ceiver should be constrained by its interaction with a sender.
Secondly, the nature of the receiver’s constrained behavior
should vary based on properties of the referent. Finally, the
communicative interaction should have a degree of separa-
tion from the referent.

Methods

In all of the following simulations, two agents coexist in a
one-dimensional circular environment (Figure 1). Agents
are able to move around the circle with a maximum angular
velocity of π

8
in either direction, with agents free to move

past each other unimpeded. Each agent is equipped with
two angular sensors, one each in the clockwise and counter-
clockwise directions, with each sensor having a maximum
range of π

8
. An angular sensor responds with a value in-

versely proportional to the distance at which it intersects the
other agent, with sensor values ∈ [0, 1]. In this way, the
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Figure 1: The agents and environment. Two agents, a sender
(S) and a receiver (R), interact in a one-dimensional circular
environment. On each trial, a target angle (gray diamond) is
selected, and the sender must communicate the location of
the target to the receiver.

angular sensors provide each agent with local information
regarding the relative position of the other agent.

In addition to a pair of angular sensors, each agent is also
equipped with two “bearing” sensors. The bearing sensors
provide each agent with information about a certain angle ψ,

with the two bearing sensors taking on the values sin(ψ)+1

2

and
cos(ψ)+1

2
, respectively. For one of the agents, henceforth

the receiver, the angle ψR indicated by the bearing sensors is
the receiver’s current angular position. For the other agent,
henceforth the sender, the angle ψS indicated by the bearing
sensors is the separation between the sender’s current angu-
lar position and a certain target angle in the environment.
As will be elaborated later, the task for the agents is to get
the receiver to the target angle, whose location is only avail-
able to the sender through its bearing sensors. As a result,
the sender and the receiver must structure their interactions,
which take place exclusively through the angular sensors,
so that the target angle is successfully conveyed from the
sender to the receiver.

The behavior of each agent is controlled by a continuous-
time recurrent neural network (Beer, 1995) with the follow-
ing state equation:

τiṡi = −si +
N

∑

j=1

wjiσ(sj + θj) + Ii i = 1, . . . , N

where s is the state of each neuron, τ is the time constant,
wji is the strength of the connection from the jth to the ith

neuron, θ is a bias term, σ(x) = 1

1+e−x is the standard lo-
gistic activation function, and I represents an external input.
The output of a neuron is oi = σ(si + θi). In each agent,
the two angular sensors and two bearing sensors are fully
connected to a layer of five interneurons. The interneurons
are fully interconnected and project fully to two motor neu-
rons. The angular velocity of an agent is proportional to the
difference between the outputs of the two motor neurons.

Neural parameters are evolved using a real-valued ge-
netic algorithm with rank based selection. Each genome en-
codes two separate neural controllers for a sender and a re-
ceiver. Thus, rather than using a co-evolutionary procedure

to evolve senders and receivers separately, we evolve a pop-
ulation of sender/receiver pairs. The following neural pa-
rameters, with corresponding ranges, are evolved: time con-
stants ∈ [0, 30], biases ∈ [−16, 16], and connection weights
(from sensors to neurons and between neurons)∈ [−16, 16].
Successive generations are formed by first applying random
Gaussian mutations to each parent genome with a mutation
variance of 7 (see (Beer, 1996) for details). In addition,
one-point modular crossover is applied with 5% probabil-
ity, using two modules corresponding to the sender and the
receiver neural controllers. A child replaces its parent if its
performance is greater than or equal to that of the parent;
otherwise the parent is retained.

Sender/receiver pairs are evolved for the ability of the re-
ceiver to successfully reach a number of specified target lo-
cations. On any given trial, a certain angle is designated
as the target and the corresponding bearing angle inputs are
given to the sender. The agents then interact for a fixed pe-
riod of time, after which the receiver’s final separation from
the target angle is recorded. Since the information about the
target angle is only available to the sender, success in this
task requires that the sender and the receiver evolve a sys-
tem for accurately communicating the target locations.

The performance of a sender/receiver pair is determined
based on a number of evaluation trials. Each trial pro-
ceeds as follows. First, the neural states of both sender
and receiver are initialized to 0. The sender is given
an initial angular location of 0 and the receiver is po-
sitioned with an initial offset relative to the sender ∈
{− π

32
,− 2π

32
,− 3π

32
, π

32
, 2π

32
, 3π

32
}, such that the sender and the

receiver are initially within sensory range of each other.
Next, one of a set of target angles is chosen as the current
target, with different sets of targets used for each experi-
mental condition. The sender’s bearing angle inputs are set
to reflect the current target location and the agents are al-
lowed to interact for an initial period of 80 time units, which
is enough time for an agent moving at its maximum veloc-
ity to traverse the circular environment five times over. The
duration of this initial period was chosen to minimize time
pressure on the evolved communication systems. After the
initial period has elapsed, the angular separation d1 between
the receiver and the target angle is recorded and normalized
to run between 0 and π. The simulation is then continued for
an additional 10 time units and the receiver’s distance from
the target is again recorded as d2. This second value is in-
corporated into the fitness evaluation in order to ensure that
the receiver remains at the target location. The score that a
sender/receiver pair receives on a given trial is:

1 −
d1 + d2

2π

and overall fitness is determined by averaging trial scores
for every possible combination of target angles and initial
receiver positions.
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Figure 2: Communication in the unconstrained condition. In each plot, the trajectories of the sender (gray line) and receiver
(black line) are shown for an individual trial. The black dotted line indicates the target location. The shepherding strategy is
shown in (a): the sender guides the receiver to the target location through a series of “push” or “pull” interactions. The “sit and
wait” strategy is shown in (b): the sender sits a fixed distance away from the target location and waits for the receiver. Note that
all plots of this kind in the rest of the paper follow the same format.

Unconstrained interactions

In the first set of simulations, agents were evaluated with
a set of ten target locations uniformly distributed around
the circle. Twenty evolutionary runs were performed, with
a population of 400 sender/receiver pairs evolved for 2000
generations in each. The best sender/receiver pair in each
run attained a fitness of at least 99%. Moreover, it was found
that all of the best sender/receiver pairs had developed com-
municative strategies that could readily generalize to pre-
viously unseen target locations. When tested with 10,000
random trials, using target locations drawn uniformly from
[0, 2π] and initial receiver positions ∈ [− 3π

32
, 3π

32
], the best

pair from each run attained a score of at least 97%.

This first condition places no restrictions on the kinds of
interactions that are available to agents. Any interaction
which results in the receiver reaching the target location is
acceptable, and the only aspect that matters for fitness is the
receiver’s final separation from the target location. Thus, in
one sense, these simulations can be seen as an initial proof
of concept, verifying that agents in this environment are ca-
pable of accomplishing the task. However, the results from
these simulations also prove to be interesting in their own
right, providing some initial insights into the kinds of inter-
actions that agents may use for communication in this task.
A preliminary inspection revealed two qualitatively distinct
strategies, each of which we describe next.

The first strategy, used by 12 of the 20 best agent pairs,
we refer to as “shepherding”. An example of this strategy
is displayed in Figure 2(a). Agents employing this strat-
egy typically remain within or nearly within sensory con-
tact for the entire duration of a trial. Thus, the trajectories
of agents using this strategy are closely coupled. Over the
course of a trial, the sender typically moves in a sustained di-
rection towards the target location. In addition, the sender’s
movement towards the target is accompanied by a series of
“push” or “pull” interactions with the receiver. That is, as
the sender moves towards the target location, it brings the re-

ceiver along with it by closely governing its motion through
repeated interactions. The sender then stops near the target
location, causing the receiver to stop at or near the target.
Thus, the sender’s actions serve to effectively guide the re-
ceiver to the target.

The second strategy, used by 8 of the 20 best pairs, can
be described as a “sit and wait” strategy. Figure 2(b) shows
a characteristic interaction from a pair of agents using this
strategy. At the beginning of a trial, the sender and receiver
start off traveling together clockwise around the circle. The
receiver continues traveling in this direction, making a full
pass around the circle, while the sender stops and takes up
a fixed location. Crucially, in all trials the position at which
the sender stops is always the same fixed distance away from
the target. The receiver continues traveling around the cir-
cle until it again reaches the position of the sender. At this
point, the receiver begins moving in the opposite direction
and oscillates back and forth before settling at the target lo-
cation. In different versions of this strategy, the sender halts
its motion at different distances away from the target and
the specific details of the interaction vary, but the same gen-
eral characteristics hold. To summarize, this strategy can be
glossed as follows: (1) the sender moves to a fixed distance
away from the target location and stops; (2) the receiver trav-
els until it finds the sender; (3) the receiver positions itself
the same fixed distance away from the sender, thus coincid-
ing with the target location.

A common feature of the behavioral strategies evolved in
this condition is that the communicative interactions con-
tinue until the receiver reaches the target location. In the
“shepherding” strategy, the sender accompanies the receiver
to the target location, while in the “sit and wait” strategy
the sender indicates the location of the target directly us-
ing its own position. Consequently, these strategies are not
considered referential, since there is no separation between
the communicative interaction and the object of reference.
The next two experiments address this issue by specifically
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Figure 3: Communication strategy with discrete targets. Behavioral trajectories from the best sender/receiver pair are shown
for each of the four target locations. The gray dotted lines indicate the boundaries of the sender constrained region. In this
condition, the sender uses qualitatively distinct behavioral patterns to communicate each of the four target locations.

evolving for referential interactions.

Constrained interactions with discrete targets

There are several approaches that we could use to select for
referential interactions in our simulation, which have inter-
esting parallels with potential accounts for the evolution of
referential communication in nature. One possibility would
be to associate an energy cost with the behavior of the sender
and to select for behaviors that minimize this cost. That is,
we could select for interactions in which the sender does
less while producing the same behavioral outcome for the
receiver. In natural evolution, energy minimization presum-
ably provides a strong selective advantage for referential
communication. An alternative, though related, possibility
is to impose spatial restrictions on the interactions between
communicating agents. In considering the waggle dance, for
example, it may be the case that an important selective pres-
sure was the restriction to interactions that take place within
the hive.

In the second experimental condition, we adopt the latter
strategy of imposing a strict spatial constraint on the interac-
tions between the sender and the receiver. Specifically, the
sender is constrained to move within the region between π

4

and −π
4

(Figure 4). Agents in this condition are evaluated
with a set of four target locations, uniformly distributed be-
tween π

2
and 3π

2
. Thus, given the constraint on the sender

and the target locations, it is impossible for the agents to re-
main within sensory contact as the receiver goes to a target.

Twenty evolutionary runs were performed with a popu-

lation size of 400 in each. Successful strategies proved to
be more difficult to evolve in this condition, so populations
were evolved for 10,000 generations as opposed to the 2,000
used in the first experiment. In all of the runs, the best pair
attained a fitness measure of at least 92%, with the top 5
pairs achieving over 99%. Again we found a variety of be-
havioral strategies employed by different pairs of agents. We
next outline one such strategy, which comes from the best
sender/receiver pair.

Figure 4: The constrained environment with discrete targets.
The sender’s motion is constrained between−π

4
and π

4
(gray

region). Diamonds indicate the locations of the four targets.

Sample trajectories from the best pair of agents are dis-
played in Figure 3. Note the qualitatively different behavior
exhibited by the sender for each of the four target locations.
When the target is at π

2
(Figure 3(a)), the sender moves im-

mediately to the lower boundary of the constrained region.
As a result, the two agents interact for only the initial por-
tion of the trial, after which time their trajectories quickly
diverge. For the next target, proceeding counterclockwise
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(Figure 3(b)), the sender motions back and forth at the be-
ginning of the trial, before again moving to the lower bound-
ary of the constrained region. In this case, the sender and
receiver cross paths multiple times over the course of the
trial. For the third target, the sender makes broad oscillatory
motions between the two boundaries of the constrained re-
gion, resulting again in several intersections with the path of
the receiver. Finally, for the last target location, the sender
sweeps across the constrained region once before settling on
the upper boundary of the constrained region, which results
in the agents crossing paths relatively late in the trial.
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Figure 5: Generalization of the constrained agent with dis-
crete targets. The receiver’s final position across the range of
target locations is shown. Black dots indicate the four target
locations on which the agents were evolved.

The qualitatively distinct behaviors of the sender turn
out to be a general feature of the behavioral strategies that
evolved in this condition. For each of the four targets, the
sender exhibits a different pattern of behavior which serves
to distinguish the locations and appropriately guide the re-
ceiver. When tested on intermediate target locations, the
sender makes abrupt shifts between its different behavioral
regimes. A reasonable prediction then is that the behavior of
the receiver will be similarly distinguished. Figure 5 shows
the final position of the receiver across the range of target
locations, and verifies this prediction. The receiver typically
moves to one of the four standard target locations and ex-
hibits sharp transitions between these locations for interme-
diate values. Thus, these results suggest that the evolved
communication systems are, in a certain sense, symbolic:
discrete and categorical “signals” are associated in an arbi-
trary fashion with a small set of possible locations.

Constrained interactions with
a continuum of targets

The communicative strategies evolved in the previous exper-
iment can be viewed as analogous to a simple form of words.
Senders use a small set of essentially arbitrary signals to dis-

Figure 6: The constrained environment with a continuum
of targets. The sender was again constrained (gray region),
and the agents were evaluated with 10 target locations (dia-
monds).

tinguish between a discrete number of targets. An alterna-
tive communicative strategy would involve the use of a con-
tinuum of signals to indicate a similarly continous range of
possible targets. Such is presumably the case with the wag-
gle dance, where a continuous range of dance maneuvers can
be used to communicate a range of distances and directions.
Other examples of this kind of communication system are
the deictic indicators used by humans, such as finger point-
ing and eye gaze. The third experimental condition explores
the evolution of this kind of referential communication.

In this experiment, agents were evolved with a set of ten
target locations, uniformly distributed between π

2
and 3π

2

(Figure 6). The larger number of targets was used to pres-
sure agents into developing communicative strategies that
can generalize to a continuum of locations, as opposed to
using distinct signals for a small number of discrete targets.
The sender was again constrained to move within the region
bounded by π

4
and −π

4
.

We again performed twenty evolutionary runs with this
condition, with a population of 400 agents evolved for
10,000 generations in each. The best sender/receiver pair
in each run achieved a fitness of at least 94%, with the top
seven pairs attaining fitness scores over 99%. In order to
verify that the evolved strategies could generalize to a con-
tinuum of targets, we evaluated each of the best pairs on
10,000 trials with target locations drawn uniformly from
[ π
2
, 3π

2
] and initial receiver offsets ∈ [− 3π

32
, 3π

32
]. The best

pair from each run achieved a score of at least 90%, with the
top seven pairs all scoring in excess of 98%. Figure 8 shows
the generalization performance of the best sender/receiver
pair. We next describe the behavioral strategy used by this
pair of agents.

Sample trajectories from the best sender/receiver pair are
displayed in Figure 7. In each case, the interaction between
the agents consists primarily of two path crossings. At the
beginning of the trial, the sender moves counterclockwise
while the receiver makes a full pass around the circle in the
clockwise direction. The paths of the agents then cross for
the first time, after which the receiver turns back in the coun-
terclockwise direction. The agents then cross each other for
the second time, followed by the receiver continuing around
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Figure 7: Communication strategy with a continuum of targets. The gray dotted lines indicate the boundaries of the sender
constrained region. For targets further from the sender in the clockwise direction, the sender’s trajectory becomes increasingly
straightened against the upper boundary of the constrained region.

the circle in the clockwise direction before stopping at the
target location. Note that, for targets further from the sender
in the counterclockwise direction, the sender’s trajectory be-
comes increasingly straightened, effectively flattening out
against the upper boundary of the constrained region. Im-
portantly, this change in the sender’s trajectory affects the
timing and location of the path crossings between the two
agents. As the sender’s path becomes straighter, the first in-
tersection between the paths occurs earlier and the second
intersection occurs later. Figure 9 demonstrates this more
clearly, where trajectories are shown for a range of target lo-
cations. The interactions between the agents vary smoothly
with the location of the target. As a result, the agents are
able to systematically communicate the location of targets
anywhere along the continuum.
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Figure 8: Generalization of the constrained agent with a con-
tinuum of targets.

Discussion

Previous models of emergent referential communication are
based on the view of communication as information trans-
mission. In this paper, we presented results from a set
of experiments which explored the evolution of referential
communication from the perspective of coordinated behav-

iors. Embodied dynamical agents, interacting with only
basic sensory and motor capabilities, evolved strategies to
communicate the locations of spatially distant targets.

In the first experimental condition, agents were evolved
with no restrictions placed on their potential interactions.
In this case, we found that agents developed two distinct
strategies that were successful in guiding the receiver to the
targets. These results provided an initial proof of concept,
as well as giving some insights into the kind and variety of
communicative strategies that are possible.

The second experiment selected specifically for referen-
tial interactions by placing spatial restrictions on the mo-
tion of the sender. With a small set of discrete targets we
found that senders evolved a number of distinct behavioral
patterns to communicate the different target locations. Thus,
in a loose sense, the communication systems evolved in this
condition can be viewed as similar to words.

Finally, in the third condition, we explored the possibility
of evolving referential communication which could general-
ize to a continuum of target locations. The “signals” evolved
in this condition were found to vary smoothly with the range
of targets, resulting in successful generalization. This ability
to indicate a continuum of locations is analogous to the var-
ious deictic indicators used in human communication, such
as finger pointing and eye gaze.

Future directions

The next step for future work is to perform detailed analyses
of the evolved communication systems. Using the mathe-
matical tools of dynamical systems theory, we will explore
how the underlying dynamical structure of individual agents
forms the basis for their joint interactions. Additionally, we
plan to apply analytical techniques from information theory
to examine the possibility of developing a mathematically
rigorous notion of information transmission between inter-
acting agents.

In other work, we plan to extend the approach used here
to a two-dimensional environment. With the added dimen-
sionality, we could explore tasks in which agents have to
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Figure 9: Signalling systematicity of the constrained agent
with a continuum of targets. Trajectories of the sender (solid
lines) and receiver (dotted lines) are shown for a set of
equally spaced target locations, with color used to indicate
trajectories from the same trial. The behavioral interactions
of the agents vary smoothly with the location of the target.

communicate multiple kinds of information simultaneously.
For example, we could bring the task closer to its waggle
dance inspiration by evolving agents to communicate both
the distance and direction to target locations.

Finally, we intend to investigate the evolutionary trajec-
tories of the evolved communication strategies. To do so,
we can track the individual lineages of sender/receiver pairs
and study their behavioral interactions at different times dur-
ing the course of evolution. Such an investigation should
provide unique insights into the process by which various
non-communicative behaviors adapt to serve communica-
tive functions.
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