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Diese Dissertation ist auf den Internetseiten der Universitätsbibliothek online verfügbar.
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Abstract

As humans, we possess inherent perceptual and motor skills: Our stereoscopic
vision provides us with depth information and our spatial hearing can localize
sounds around us with high accuracy. Our hands are capable of controlling motion
with high precision and speed which allows us to write, draw, or play an instru-
ment. Throughout our history we have developed and shaped physical tools that
extend and leverage these skills. One important tool of our time, the personal com-
puter equipped with mouse and keyboard, however, is not particularly fit to tasks
outside the office domain and falling short of fully leveraging our natural skills.
Among the types of information we manage with computers, time-based media
like audio recordings, is a comparatively young form of information. Since their
debut in the 19th century, audio recording and playback interfaces were always
designed along technical constraints. The aim of this thesis is to create audio play-
back interfaces that leverage our natural skills to a larger extend. To increase the
interaction bandwidth, we systematically augmented each of the three modalities
involved in the interaction: haptic, visual, and auditory.

First, we increased the haptic interaction bandwidth for mobile audio players
through different wearable interfaces. They build on the affordances of fabric and
allow us to use our fine manual motor skills to control playback parameters.

Second, we built on an existing interface for audio playback with an already high
haptic interaction bandwidth: the DJ turntable. We extended its visual bandwidth
to re-create visual cues for navigation that were lost during the process of digital-
ization. We could thereby re-locate the haptic input and visual output to a single
device.

Third, we increased the auditive interaction bandwidth by integrating a spatial
component to recorded audio. This let us create engaging audio augmented re-
ality experiences. However, the increased audio interaction bandwidth also pro-
vides much more parameters to be controlled. We evaluated the use of different
metaphors to control these parameters in a natural way.
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Überblick

Als Mensch besitzen wir uns eigene Wahrnehmungs- und motorische Fähigkeiten.
Unser räumliches Sehen erlaubt es uns Entfernungen abzuschätzen und unser
räumliches Hören kann den Ursprung eines Geräusches sehr genau orten. Mit un-
seren Händen können wir schnelle und präzise Bewegungen ausführen welche es
uns erlauben zu schreiben, zu zeichnen oder ein Instrument zu spielen. In unserer
Geschichte haben wir Werkzeuge entworfen die diese Fähigkeiten nutzen und er-
weitern. Ein wichtiges Werkzeug unserer Zeit, der Computer, nutzt mit Tastatur
und Maus ausgestattet diese Fähigkeiten jedoch wenig. Ursprünglich für die Ver-
waltung von Text und Tabellen entworfen, sind diese Eingabemöglichkeiten oft
hinderlich wenn wir andere Medien wie z.B. Fotos, Musik und Videos betrachten.

Um den Computer für Aufgaben wie z.B. zeichnen zu nutzen, können wir auf
Jahrhunderte Entwicklung zurückgreifen und entsprechende Metaphern verwen-
den. Zeitbasierte Medien sind eine vergleichsweise junge Form von Informa-
tion, und die bisherigen Interaktionsformen sind technischen Gegebenheiten fol-
gend entstanden. Ziel dieser Arbeit ist es, die Schnittstellen zum Abspielen
von Tondokumenten zu überarbeiten damit sie unsere natürlichen Fähigkeiten
besser nutzen. Dazu haben wir die Bandbreite der drei betroffenen Interaktions-
modalitäten (haptisch, auditiv, visuell) erhöht.

Zuerst haben wir die Eingabebandbreite von tragbaren Musik-Abspielgeräten über
die Nutzung von textilen Schnittstellen erhöht. Da wir hier nicht auf Jahrhun-
derte alte Eingabeformen als Metapher zurückgreifen konnten, haben wir den
natürlichen Angebotscharakter von Stoffen genutzt.

Im zweiten Abschnitt haben wir ein Abspielgerät mit einer bereits hohen haptis-
chen Interaktionsbandbreite genutzt, um die Erweiterung der visuellen Bandbreite
zu untersuchen. Dazu haben wir auf einem DJ-Schallplattenspieler Informationen
angezeigt die auf klassischen Schallplatten sichtbar sind, die bei der Transition ins
digitale Zeitalter aber verloren gingen. So konnten wir haptische Eingabe und vi-
suelle Ausgabe wieder an einem Ort vereinen.



xviii Überblick

Zuletzt haben wir auch die auditive Interaktionsbandbreite erweitert. Obwohl
wir in der Lage sind Schalquellen sehr genau zu orten, ist unser alltägliches
Musik-Hörerlebnis eher passiver Natur. Wenn wir Musik über Kopfhörer hören
nehmen wir den Ton als “im Kopf” war, und die relative Position der Schallquellen
wird zum Zeitpunkt der Aufnahme festgelegt. Wir haben die Möglichkeiten des
räumlichen Audio-Simulation genutzt, welche es ermöglicht, die wahrgenommene
Position einer virtuellen Schallquelle zu verändern. Da diese Erweiterung der Aus-
gabebandbreite mehr Steuerungsparameter bietet, haben wir uns gleichzeitig der
Eingabebandbreite angenommen um über die Nutzung einfacher Metaphern ein
natürliches Hörerlebnis zu generieren.



xix

Acknowledgements

First of all, I want to thank Prof. Jan Borchers for providing me the opportunity to
work in the highly interesting research field of HCI. The environment he created
was ideal to bring up all these crazy ideas, which after numerous iterations and
brainstormings, eventually turned into research projects.

I also want to thank Prof. Stephen Brewster, who was kind enough to agree to be
my second advisor, for opening the field of multimodal interaction and interaction
with spatial audio. His numerous publications of the past 20 years are a great
inspiration to dig further in the area of spatial audio interaction.

I want to thank all my colleagues at i10 for being such a supportive team. Working
with people I have know for such a long time, such as Simon Völker and Moritz
Wittenhagen made the start of my research career feel like a departure to great ad-
ventures. I want to thank Thorsten Karrer and Malte Weiss for being great mentors
all the way long. I want to thank Chat Wacharamanotham for teaching me the
statistical aspect of HCI and for the crazy paper writing sessions! It was a lot of
fun.

Thanks to all the students who worked hard to make my ideas become actual pro-
totypes!

I want to thank my family for always being supportive and believing in me.

Finally, I want to thank Ines and Björn for their endless love, patience, and support.





1

Chapter 1

Introduction

As humans, we possess inherent perceptual and motor
skills: Our stereoscopic vision provides us with depth
information and our spatial hearing can localize sounds
around us with high accuracy. Our hands are capable of
controlling motion with high precision and speed which al-
lows us to write, draw, or play an instrument. Throughout
our history we have developed and shaped physical tools
that extend and leverage these skills. While these tools do
not originate from a human centered design process, but
were based on available materials, the course of evolution
simply rejected unusable variants. One important tool of Humans have

developed tools that

leverage their natural

skills.

today, the personal computer, as introduced by the Xerox
Star in the early 1980s and largely unchanged, primarily
uses a mouse and a keyboard as input devices, and a screen
and loudspeakers as output devices. The use of such gen-
eral purpose I/O devices has contributed to the success of
the PC as it allows to easily control a large number of dif-
ferent applications from various contexts. However, this The standard PC

interface does not

make particular use

of our natural skills.

flexibility comes at the price of not necessarily being partic-
ularly fit to tasks outside the office domain and falling short
of fully leveraging our natural skills (Figure 1.1).

The course of evolution in human-computer interaction
has brought up technologies trying to address this spe-
cific issue. Ivan Sutherland’s Sketchpad from 1962 made
use of our pointing capabilities using a light pen for two-
dimensional manual input, but keeping one’s arm lifted to
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manipulate objects on the vertical plane of a screen was too
exhausting for extended use. The computer mouse was
simple and cheap to construct, while being easy to learn
and showing a great performance in pointing tasks, which
are at the core of the WIMP (windows, icons, menus, point-
ers) interaction metaphor. However, it does not use the fineInterfaces that

leverage our manual

skills have been

demonstrated very

early in the

development of the

computer.

motor control of our finger tips, but only part of the hand’s
mobility. Instead, our fingers are used to press binary but-
tons. On the output side, our eyes stare at a flat surface,
and audio feedback is given through simple loudspeakers
which leaves much of these senses unused.

Figure 1.1: How the computer sees us. Only few of our nat-
ural skills are used in interaction with computers. (Taken
from [O’Sullivan, Igoe, 2004])

Considering the advantages of digital documents, e.g.,
undo, (nondestructive) editing, copies and backups, ver-
sioning, and distribution, the reduction of input and output
bandwidth has been considered acceptable in many cases.
Imagine the hassle having to search for a specific term in a
pile of handwritten notes compared to the simple full-text
search on your computer’s hard drive, or having to write an
entire PhD thesis with a fountain pen. That said, a commonThe digitalization of

media has

abstracted their

individual touch.

observation in the transition to digital documents is the re-
duction in expressiveness of input controls, which largely
abstracts the personal touch of the document. While one
can argue if omitting the handwriting from a document is a
loss, as it might be more legible in typeset form, only little
indication of manual skill of the author remains.

To appropriately digitalize tasks where manual skill is an
essential part of the editing process, such as drawing, in-
put devices with a higher bandwidth are necessary. The
“analog” ancestors, the tools for these tasks, are the re-
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sult of an evolution over centuries, which means that they
have reached a mature and well-established level. Using For some tasks, we

can revert to long

evolved metaphors to

create a computer

interface.

these, we actually manipulate several parameters simul-
taneously without thinking much about it. In the case of
drawing, for example, stroke width and shape depend on
the pressure and angle applied to the brush. Thus, to digi-
talize tasks with well established analog methods and tools,
we can easily revert to the “analog” interaction and make
it accessible as input for the computer. Today, we have
graphic tablets that measure position, pressure, tilt-angle
and, through exchangeable tips, allow the system to closely
simulate the feeling of various pens. Such physical tools
allow us to take advantage of working with digital docu-
ments, but at the same time have rich manual input capa-
bilities.

INTERACTION BANDWIDTH:

“The use of multiple sensory channels increases the
bandwidth of the interaction between the human and the
computer, and it also makes human–computer interac-
tion more like the interaction between humans and their
everyday environment, perhaps making the use of such
systems more natural.” [Dix et al., 2004]

Definition:

Interaction

Bandwidth

The personal computer has become the universal tool to Time-based media is

a young form of

information.

handle all sorts of media, not only static text and spread-
sheets. How can we apply this physical computing ap-
proach to other types of media such as audio and video?
Time-based media is a comparatively new form of infor-
mation that appeared in the second half of the 19th century.
While video is basically a sequence of still images which
we could also interpret one by one, audio only exists in the
time-domain, thus its existence is dependent on an appara-
tus to record it and play it back. With Edison’s phonograph The interfaces for

audio playback follow

technical constraints.

and wax cylinder recordings, audio recordings quickly be-
came popular in the 1880’s, but their production was diffi-
cult, which is why 30 years later, the shellack disk replaced
it as the dominant recording format. In contrast to drawing,
the interaction with the medium is not based on human
skills, but closely related to the apparatus. To play back
sound on a gramophone, the user has to handle a circu-
lar disk, the stylus, and a crank; an interaction which has a
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Figure 1.2: While pressing the button to play/pause a track
is essentially the same between a turntable and an MP3
player, the navigation inside a track has changed.

physical component. Navigation to specific tracks and even
specific parts of a track are possible by placing the stylus at
the appropriate position, which can be perceived visually
by differences in the groove pattern. Disk records were the
preferred medium to distribute audio until the end of the
20th century.

There is no way for an end-user to record audio on a vinyl
record, which led to the development of magnetic tape. The
controls we see in current audio players and tools have
their origin in the controls used on tape recorders like the
Revox A77 from the 1970s. In contrast to vinyl records, au-Today’s audio

playback interfaces

are not much

different than those

from the 1970’s.

dio tape is a purely linear access medium, as it does not
allow you to jump to a certain position in the audio sig-
nal without winding the tape to the physical location of
the recording. The typical buttons for play/pause, stop,
fast forward (FFWD), rewind (RWD) provide direct access
to motor control and the physical position of the playhead
(on or off the tape), and are totally unrelated to the content
stored on the medium. However, being well known and
simple to implement, their general design was retained on
players for random access digital media such as the CD.
The semantics changed slightly as FFWD and RWD areModern audio

playback interfaces

have a low

interaction

bandwidth.

now used to skip from one track to another, while seek-
ing within a track is linearized on most players. It is only
with the timeline slider of software players that the random
access of digital audio recordings became easily accessible.
The problem with the timeline slider is its disconnection
from the semantic content of the recording; thus if we want
to navigate to a certain break or chorus, we do not know
where to click. A waveform display is a useful hint for such
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a task as it reveals the structure of the recording through its
volume, however, it is seldom used in simple audio player
software.

We are thus facing two problems: First, during the evolu-
tion of interfaces for time-based media, controls have be-
come more shallow in terms of their use of physical skills.
Second, in contrast to drawing, when designing interfaces How can we create

natural interfaces for

audio playback.

for time-based media we do not have a century old “ana-
log” predecessor to which we can revert, but only a series
of technically derived controls with only a very low inter-
action bandwidth.

1.1 Thesis Statement

The main question behind this thesis is how to create inter-
faces for audio playback that provide a more natural access
to the controls. Human interaction is multimodal and of
high bandwidth: People express themselves through ges-
tures, mimics, voice and sound, and perceive the world
through five distinct senses. As seen in the history of play- Increasing interaction

bandwidth results in

more natural user

interfaces.

back interfaces, “the language between people and ma-
chines has been determined mainly by technological con-
straints, and humans had to adapt to such language” [Valli,
2008]. Building on the research framework and directions
presented by Jacob et al. [1993], we seek to increase the in-
teraction bandwidth between human and computer with
the goal to make computers a better fit to humans for the
specific case of audio playback. More precisely, we as-
sert that an increase in bandwidth along each of the three
modalities used in interaction with audio playback control
— visual, haptic, auditory — results in more natural user
interfaces to manipulate a set of playback parameters.

Current end-user audio playback controls only have a very
limited bandwidth as they mostly consist of a series of but-
tons, but manufacturers have worked on interaction band-
width increase. In the case of seeking to a certain point The iPod jog wheel

increased interaction

bandwidth.

in an audio recording, for example, we can only progress
at a fixed rate by keeping the FFWD button pressed. The
iPod jog wheel solved this issue by giving access to var-
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ious parameters in a way that users could easily control
these at varying speeds. It was used to control volume
and manipulate timeline sliders by mapping the rotation
to a horizontal movement. Furthermore, its universal de-
sign allowed a meaningful mapping of clockwise and coun-
terclockwise rotation to up and down movement of selec-
tion in the menus of the iPod software interface. Smart-
phones with touchscreens or computers increase the inter-
action bandwidth through timeline sliders that allow you to
quickly jump to a certain position with a single touch. This,Touchscreens

provide rich visual

output, but only little

haptic feedback.

first, requires visual attention, which might be disturbing in
a mobile context, and second, still does not provide much
information as the timeline slider is disconnected from the
content of the recording. Thus, increasing bandwidth with-
out providing a comprehensible connection to the media
will not result in improved user interfaces. In the example
of the timeline slider, combining the control with a wave-
form display would provide for some simple form of se-
mantic navigation.

Finally, we can think of radically different perspectives on
playback control. Modern audio rendering technology al-
lows us to think beyond mere reproduction of a stereo
recording by providing means of integrating spatial infor-
mation into the audio stream. While this substantially in-
creases the interaction bandwidth between the user and the
medium, it builds on our naturally given capability of our
auditory sense to localize the source of a sound, resulting
in only minimal additional cognitive load.

1.1.1 Research Question

In order to achieve our goal of natural interfaces for audio
playback we have to answer the following general ques-
tions:

How can we increase the interaction bandwidth in inter-

faces for audio playback? As seen in the examples above,How to increase

interaction

bandwidth?

the idea of increasing the interaction bandwidth has been
implemented in various ways. The iPod jog wheel or faders
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Figure 1.3: Cutting audio material in the analog and digital
world. The tools in the digital workflow are metaphors of
the once physical activities. (Left image from phizyx.com)

and rotary controls to adjust volume increase the haptic in-
teraction bandwidth, while waveform displays help to vi-
sually navigate through the content of an audio file. Instead
of following a human centered design, however, these ap-
proaches are mostly driven by technological possibilities,
which directly leads to the following question:

How can we leverage our natural skills in such aug-

mented interfaces for audio playback? This particular- How to leverage our

natural skill?ization is the focus of this thesis, as it shifts attention from
technology to human capabilities. In the case of drawing,
evolution has sorted out unusable interaction forms over
time, thus we can safely revert to these as metaphor for
a computer interface. Since time-based media are com-
paratively young, this evolution has not happened yet
and we have to look for adequate replacement in form of
metaphors that are easy to understand and learn.

1.1.2 Contribution

The contribution of this thesis is to show how to increase We perform a

systematic analysis

of the modality

space.

the input and output bandwidth of audio playback controls
by systematically augmenting each of the three modalities
involved in the interaction: haptic, visual, and auditory.
As audio playback controls are used in different contexts
from accompanying sports activity to professional setups,
we show how this process can be used in a variety of appli-
cations.
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Haptics: As mentioned before, pressing binary buttons
does not fully take advantage of our haptic skills, which is
why we fist look at increasing the haptic interaction band-
width. Mobile audio players are used in a context where
precise manipulation of buttons may be difficult and visual
perception is already occupied for a primary task such as
walking. Performing double or triple presses on the small
remote inline the headset cable while jogging is difficult, as
one needs to find the remote first and then keep the hand
steady relative to the body to not pull the earplugs out of
the ear. We build on the natural affordances of fabric to
create a controller with high haptic interaction bandwidth.
The user grabs a fold in a piece of cloth to control continu-How can we use our

fingers for more than

pressing buttons?

ous linear values with varying granularity. This does not
require visual attention as the sensor is covering a large
area and only senses relative changes to the initial point of
interaction. Next, building on the established knowledge
of gesture input on tablets and touchscreens, we created
a two-dimensional wearable touchpad to enter basic com-
mands without facing the problem of involuntary activa-
tion. While participants successfully used both interfaces,
and their acceptance of our wearable interfaces was high,
achieving high precision proved to be difficult. Thus, in-
creasing the input bandwidth in these cases leverages our
natural skills, but the best results are achieved in conjunc-
tion with adapted software interfaces. Coming back to our
comparison with the drawing interface, increasing the hap-
tic interaction bandwidth is similar to the step from draw-
ing with a mouse to drawing with a digital pen.

Visual: In the second step, we take an audio playback in-
terface that already has a very high haptic interaction band-
width, and increase its visual output bandwidth. In this
case, we explore the space in the context of professional
audio playback interfaces. Since playback control is the
primary task, specialized interfaces exist, mostly provid-
ing dedicated buttons and sliders. The turntable, however,
provides such a unique haptic feeling that special systems
were built to use it as a controller for digital audio. DuringHow can we use

visuals to improve

interaction with

digital audio?

this process, however, some of the unique features of vinyl
records got lost. We will thus first restore information that
was present in the “analog” ancestor but was lost during
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the digitalization process, and second, create an embodied
visualization that does not require split attention between
the location of haptic input and the separate visual output.
In the drawing analogy, this is a pen display which allows
you to draw and immediately see the result below the tip
of the pen. In contrast to a screenless graphics tablet, you
do not have to do any spatial mapping between input and
output.

Auditory: Finally, we explore the possibilities of spatial
audio as an augmentation of the common stereo record-
ing. We analyze a spatial audio display that is controlled
through position and orientation tracking of the user. The
spatial audio display has an increased output bandwidth
since it allows communicating and modifying the spatial
arrangement of the different sound sources. The loca-
tion and orientation tracking, depending on the technol-
ogy used, provides three to six different degrees of free-
dom, which seems complex. If this information, however, How can we make

use of our spatial

auditory perception?

is mapped to the according parameters in the spatial audio
rendering algorithm, using such an auditory display does
not require any additional attention as the system simu-
lates the natural, spatial perception of sound. Even sim-
ple simulations of spatial sound allow successful naviga-
tion within an arrangement of virtual sound sources. Sens-
ing the user’s head orientation using additional hardware
can be approximated using the built-in sensors of a modern
smartphone. Modern, high-end rendering algorithms al-
low to precisely tell apart different proximate sources from
a distance. In the drawing example, this would be a pen
display with a surface that feels like paper, or any other ap-
propriate drawing substrate.

1.2 Thesis Structure

In chapter 2, we present three different wearable controllers
and how they can be used in conjunction with a portable
MP3-player or smartphone. We explore the space of wear-
able controllers by implementing different specific charac-
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teristics. We propose a wearable interface for simple ges-
ture input to replace buttons with an unobtrusive, always
available interface that does not have the problem of invol-
untary activation. We propose a textile controller for one-
dimensional continuous values that allows one to change,
e.g., the volume at different granularities. We extend this
interface to cover two dimensions which can be used in
conjunction with circular spatial auditory menus.

In chapter 3 we analyze a highly specialized haptic inter-
face, the DJ turntable, and augment it with a visual overlay
that shows additional information on the track currently
playing directly on the vinyl record. In the era of vinyl
records, DJs created a new form of art around the manip-
ulation of the record and the turntable. Instead of sim-
ply playing the record from start to end, they spin it back
and forth, adjust playback speed, and combine two paral-
lel tracks to form a new one. Mastering the art of scratch-
ing takes years of practice, and when switching to digital
media, the DJs do not want to start over. Digital vinyl
systems use a special vinyl record to control audio play-
back on a computer, thereby allowing the DJ to build on
his skills and take advantage of digital media playback and
storage. However, the special control record does not pro-
vide the same amount of visual information as the tradi-
tional ones, thus spatially separating visualization and con-
trol. By building an augmented DJ turntable, we bring back
these visual cues, creating an embodied unit for rich haptic
audio playback control.

In chapter 4, we study the impact of different sensor plat-
forms and sensor placements on the experience of using a
spatial audio display. By sensing head and body orienta-
tion in up to six degrees of freedom and feeding this data
into a spatial audio rendering algorithm, we create an em-
bodied experience, which, since it behaves very similar to
our natural perception, generates only minimal additional
cognitive load.

Chapter 5 summarizes the insights gained through the the-
sis and relates these back to the research questions defined
in section 1.1. Some examples will show how the approach
taken in this work can be applied to other forms of media
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to generate useful ideas for future controllers. We will dis-
cuss limitations of this work and, based on these, point out
further research directions.





13

Chapter 2

Augmenting Haptics:
Wearable Controls for
Audio Playback

“. . . But I haven’t figured out an iPod yet.”

—Harrison Ford

The first modality we consider for bandwidth augmenta-
tion is the haptic one. We will look at haptic interaction
with audio playback controls in a context where the visual
sense is already occupied and thus, should be exempt from
additional load. When using portable music players, the vi-
sual sense is used to perceive our surroundings, so looking

Publications: Pinstripe was first published as Poster at UIST ’10 [Karrer et al., 2010]
and as full paper at CHI ’11 [Karrer et al., 2011] for which the author was respon-
sible for the hardware. Jan Thar worked on Pinstripe as subject of his bachelor
thesis under the supervision of the author of this thesis [Thar, 2013]. Intuitex has
been published as poster at MuC ’15 [Heller et al., 2015]. The author of this thesis
contributed the text and illustrations and supervised the hardware development.
Fabritouch was the subject of the Master’s thesis of Stefan Ivanov [Ivanov, 2012]
under the supervision of the author of this thesis and has been published as short
paper at ISWC ’14 [Heller et al., 2014a] which was written by the author of this
thesis as a main author.
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at a display or a set of buttons distracts from that primary
activity. Well designed interfaces on such devices allow oneWhen handling a

portable music

player, the visual

sense is already

occupied.

to reach the controls to the most relevant functions eyes-
free, but that requires to remember their physical arrange-
ment. Additionally, these controls are prone to involuntary
activation when carried in the pocket, which is typically
solved by introducing a slider locking the user interface,
which can make the interaction even more complicated.

We are thus facing two problems: First, constructing an
interface that can easily be manipulated eyes-free which
means that the number of controls should be minimal to
avoid having to memorize a spatial layout. Therefore, theHow do we create a

natural interface for a

portable music

player?

controls need to have a higher interaction bandwidth to
provide access to equivalent functionality. Second, the con-
trols should be designed in a way that the risk of invol-
untary activation is reduced to a minimum. As described
in the previous chapter, no analog ancestor with a natu-
ral interface exists that would provide metaphors we could
use for a portable music player. Hence, we looked at affor-We do not have an

“analog” ancestor to

revert to.

dances of possible interaction surfaces that are available in
a mobile context, and opted for clothing which is a nearly
ubiquitous interaction surface. In this chapter, we explore
the space of fabric interfaces, focusing on how to utilize
their natural affordances to control a portable music player.
By creating textile controls with a higher interaction band-We will use the

natural affordances

of fabric to make

clothing a ubiquitous

interaction surface.

width, we allow to control continuous values using a sin-
gle point of input and we replace binary command buttons
with simple gestures on easily reachable input surfaces.

2.1 Portable music player controls

The Sony Walkman, introduced in 1979, was the firstPortable music

players had the same

basic transport

controls as their

stationary

counterparts.

portable music player small enough to be a permanent
companion while on the go and as such, defined a new de-
vice category. As with its stationary counterparts, the trans-
port controls were designed around the medium, meaning
that fast forward winds the tape at a faster speed, resulting
in a high-pitched playback or without any audio feedback
at all, depending on whether the playhead remains on the
tape or not. Being a linear medium, content on the cassette
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can only be parsed in a time-based manner, since direct ac-
cess to specific tracks is not possible.

2.1.1 From Analog to Digital

With the introduction of random access media, like the
CD, users could easily switch from one track to another,
or to a specific time in a track. The controls of portable
CD players are those of tape players adapted to the new
functionality, i.e., fast forward was replaced by next. Since
users mostly wanted to skip tracks, not search in them, the
seek-functionality was only available as secondary function
when keeping the skip button pressed. Well designed de- Portable CD players

just adapted the tape

controls.

vices allowed eyes free control through the tactile design of
their physical buttons, and to allow the player to be stowed
away, small remote controls inline with the headphone ca-
ble appeared, providing access to essential functions. With
a CD able to hold around 74 minutes of audio, the available
controls can be considered appropriate for managing this
amount. Despite these advantages over tape, the standard
CD player controls still require the user to memorize the
order of songs on the CD, as navigating through the tracks
is linearized by the use of skip-buttons.

In the late 90’s and early 2000’s, the MP3 file format radi- MP3 players required

new controls to

manage the large

music collections

they could store.

cally changed how we manage music. Suddenly, large mu-
sic collections were not distributed on physical media and
could all be stored on a single hard drive. This made it pos-
sible to easily carry large amounts of music and audio on
a portable device. The first models like the successful Di-
amond Rio PMP300 (Figure 2.1), however, just copied the
controls from portable CD players, which only allowed lin-
ear navigation within the music collection stored on the de-
vice. With increasing storage capacity, it became apparent
that this is not practicable. Apple’s iPod introduced a large
planar scroll wheel which increased the input bandwidth
enough to make large musical collections manageable on a
portable device.

With progressing evolution, the dedicated portable MP3-
player and the mobile phone eventually merged into one
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Figure 2.1: The Diamond Rio PMP300 was the first com-
mercially successful portable MP3 player. Although users
were now able to carry large music collections with them,
the controls were still the same as on other portable music
players (Image courtesy of John Fader).

single device: the modern smartphone. The large touch-Music players on

smartphones do not

provide haptic

feedback and require

visual attention.

screen allows for more adaptive interfaces than the fixed set
of hardware buttons available on dedicated players, which
makes it possible to easily manage large collections of mu-
sic. However, these software interfaces do not provide any
haptic feedback and require constant visual attention.

In most use cases, listening to music is an auxiliary activity
to a primary task, with which interacting with the player
should interfere as little as possible. If we think of situa-
tions like sports, handling a touchscreen mostly means in-
terrupting the primary activity. To solve this problem, man-
ufacturers often integrate a minimal remote control into
the headphones, providing quick access to functions like
play/pause, next or previous track, and volume control.
In contrast to the cable remotes used with portable CD
players, these also contain a microphone for voice input,
which restricts their size and weight because they need to
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be placed such that they can record a clean voice signal.
This reduces the number of buttons to three, which limits Headset remotes

only have a very

limited interaction

bandwidth.

the expressivity of these controls and results in some func-
tions only being accessible through time-based commands.
On the iPod, a single press toggles playback, a double press
jumps to the next track, and pressing three times jumps
back to the previous track. Interacting with these remotes
requires a steady hand as otherwise you easily pull out the
earplug. Such fine motions are difficult during physical ac-
tivity. Larger headphones offer the possibility to integrate
more dedicated controls, either by using simple buttons,
or more complex capacitive sensors which enable gestures
on the earcups (such as on the Jabra Revo Wireless1 or the
Intelligent Headset2). However, such headphones are not
suitable for physical activity due to their size and weight.

2.1.2 Wearable Interfaces

Our own body provides a relatively stable frame of refer-
ence, in which we can reach points on the arms and up-
per body successfully even while in motion [Wagner et al.,
2013]. Proprioception helps us compensate for the relative
movement between the hands and the touch target, thus,
using the body as input potentially alleviates the issues we
face using inline remotes. EarPut [Lissermann et al., 2014] Proprioception helps

us when using the

body as input.

is a small array of capacitive proximity sensors placed be-
hind the pinnae that augments the human ear with touch
functionality. iSkin [Weigel et al., 2015] generalizes this
idea by using printed patterns of conductive ink on a flexi-
ble substrate which are then connected to a microcontroller.
With this technology, a number of additional dedicated in-
put controls can be added to any part of the body, inde-
pendently of the size of the earphones. The disadvantage
is that there is no physical hint where the different control
areas are located, which, in the case of EarPut, limits the
number of precisely distinguishable control areas to four.
In addition, placing the sensitive areas on exposed areas of
the body increases the risk for involuntary activation.

1jabra.com
2intelligentheadset.com
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Instead of creating potentially obtrusive tactile cues on the
human body, is to use the natural segmentation of the hu-
man body to delimit different functions. Skinput [Harrison
et al., 2010] and the system by Mujibiya et al. [2013] use the
propagation of sonic waves inside the human body to dis-
tinguish between touches at different positions of the lower
human arm. This allows one to differentiate taps on the dif-These controls are

not always

accessible, and

involuntary activation

is an issue.

ferent fingers, and as such, provides clearly separated input
surfaces for different commands. Depending on the situ-
ation, for example when wearing gloves in cold weather,
this approach might fail due to the dampening effect of ad-
ditional layers of material.

Looking for potential surfaces to increase the input band-
width for interaction with a mobile music player, we inves-
tigated textile interfaces, as these can easily be integrated
into everyday clothing. The idea to augment clothing with
additional functionality to control electronic systems has
been around for over a decade [Rantanen et al., 2002]. A
closer look at the small number of commercial products
like the Rosner mp3blue3, however, reveals that the inter-
action concepts of these wearable controls are basically a
direct transfer of known concepts, e.g., buttons, to a wear-
able context, and do not use any of the natural affordances
of fabrics. Furthermore, depending on the technology usedClothing is a nearly

ubiquitous interaction

surface.

to implement these buttons, operating these still requires
visual attention. A capacitive button registers a touch the
moment you reach it, meaning that you cannot stroke over
a series of buttons and count the tactile landmarks, since
passing over them would already trigger actions. If placed
at an exposed location, buttons also have the problem of
involuntary activation, which is hard to solve without in-
terfering with their regular use. The appropriation of reg-
ular clothing components, such as cords or the fabric itself,
has many advantages. They provide large surface areas for
interaction, allowing continuous input in potentially many
dimensions. Schwarz et al. [2010] built and evaluated sev-
eral prototypes of cord-based controllers which could sense
touch location, pulling force, and rotation. The preferred
interaction dimensions are twisting for continuous input,
e.g., changing the volume, and pulling for toggle actions,
auch as play/pause. These results demonstrate that using

3rosner.de
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the intrinsic affordances of textiles leads to easy to use in-
terfaces. But what if the personal clothing style does not
include cords?

We will now present textile input controllers that can be
integrated nearly everywhere into everyday clothing.

2.2 Pinstripe

When we interact with the fabrics that surround us every-
day, we explore these with our hands to determine their
properties by folding, crumpling, and caressing them. The
idea behind the Pinstripe textile input controller is to lever-
age two of these characteristics of interaction with fabric:
grasping and deforming . The user pinches a fold into the
textile and rolls it between her fingers to control an contin-
uous value.

The underlying technology of Pinstripe is very simple: A
number of parallel stripes of conductive thread are sewn
into the garment. Once the user grabs a fold, some of these
lines get connected, which can easily be sensed by a mi-
crocontroller (cf. Figure 2.2). By determining which of the Pinstripe consists of

parallel lines of

conductive thread

used to measure the

size and position of a

fold.

lines are interconnected, we can measure the size of the fold
and its movement. The fact that the amount of technology
needed to create such an interface is minimal, allows it to
fulfill a number of design requirements that are posed on
to smart clothing which can roughly be categorized as fol-
lows.

Wearability commonly refers to the demand that integrat-
ing electronic components should not influence the pri-
mary functionality of the clothing itself. This, for exam- Wearable interfaces

should not interfere

with the primary

function of the

clothing.

ple, includes body temperature distribution and insulation,
breathability of the fabric, and wearing comfort in general
[Marculescu et al., 2003; Martin et al., 2007; McCann et
al., 2005]. A detailed analysis of the influencing factors on
wearability can be found in Gemperle et al. [1998].

Fashion compatibility should be maintained by minimizing
the influence the electronics have on the visual aesthetics
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Figure 2.2: Pinstripe senses the movement and size of a fold
that the user pinches into the garment and moves between
her fingers (Adapted from [Karrer et al., 2011]).

of the garment, or to be invisible altogether [Holleis et al.,
2008; O’Donnell, 2003; Marculescu et al., 2003; Toney et al.,
2003]. While the electronics like LEDs can be an integral
part of the visual appearance of a piece of clothing, a visible
wiring on the outside of the garment make it look like a
technical prototype and not like something that would be
worn in daily use.

Durability is a crucial quality for the success of basically any
clothing. Just as regular garments, smart clothing should
be engineered to withstand many cycles of washing and
drying without limitation in functionality [Linz et al., 2005].

Interaction with wearable controls in itself already poses a
series of challenges [Martin et al., 2007]. While the manip-
ulation of the control should obviously work as intended,
wearable interfaces are much more subject to external in-
fluences than their desktop counterparts for example. They
should not activate involuntary [Komor et al., 2009], e.g.,
by body contact with other people in a crowded area, and
since their interaction area is limited, they should be easy to
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detect on the clothing through visual or haptic cues [Holleis
et al., 2008].

2.2.1 System Design

When worn, clothing either exhibits loose folds in differ-
ent areas, or, if it is made from stretchable material, a fold
can easily be grabbed into it. Pinstripe lets wearers provide Pinstripe senses the

size and position of a

fold to control a

continuous linear

value.

input by pinching a fold between thumb and another fin-
ger into their clothing, and then rolling this fold between
their fingers (see Figure 2.2). This movement changes the
relative position of the two sides of the fold, which results
in connections between the conductive lines sewn into the
fabric being closed and opened, which is measured and in-
terpreted to a continuous change in value.

This design addresses the interaction problems mentioned
above: Pinstripe is operated one-handed, and since it is not
necessary to create the fold at an exact specified location
(control is non-local), Pinstripe is well-suited for eyes free
operation. This non-local control also results in a high ro-
bustness against the garment shifting relative to the body
while worn. While a button on the outside of a sleeve may
easily move from its position on the back of the wrist to its
side when the sleeve of the garment twists, Pinstripe works
equally well, no matter where on the interactive surface the
fold is located. Pinstripe does not directly activate when Pinstripe avoids

involuntary

activation.

being touched, making it robust against involuntary acti-
vation, since pinching a fold in the fabric is rarely done ac-
cidentally. Nevertheless, body areas like joints where gar-
ments fold naturally while moving, are, of course, not a
suitable position for Pinstripe.

Since the active areas do not need to be highlighted on the
garment, and the conductive threads run on the inside of
the textile, the impact on fashion is minimal. The only part
of the systems that impacts wearability is the sensing mi-
crocontoller which can be mounted on a flexible printed
circuit board (PCB) and miniaturized to reduce the non-
flexible components to a minimum. The conductive threads
are spaced apart enough to maintain breathability and pre-



22 2 Augmenting Haptics: Wearable Controls for Audio Playback

Figure 2.3: By pinching and rolling deeper or smaller folds
into the textile, the user can define different granularities of
control. (Adapted from [Karrer et al., 2011])

serve other engineered properties of the fabric. Modern
conductive yarns, flexible PCBs and their interconnection
become increasingly robust and can withstand many wash-
ing cycles [Linz et al., 2005], such that Pinstripe can be con-
structed as a durable textile interface

Continuous Value Input

Control elements for continuous values usually exhibit an
inherent problem of domain scaling. A GUI slider, for ex-
ample, can only provide as many distinct values as it occu-
pies pixels on the screen. Hürst et al. [2004] proposed the
use of an adaptive scale which can be varied by moving
the mouse orthogonally to the primary axis of the slider.
With increasing distance to the slider the resolution gets
finer, which allows a quick coarse navigation followed by
a fine tuning of the location at the end. This principle is
implemented, for example, in Apple’s iOS music and video
players. Pinstripe allows a similar interaction by taking the
size of the fold into account. Pinching a large fold resultsThe user can control

values at varying

granularities.

in coarse control while a grabbing a small fold yields more
fine-grained control (Figure 2.3).
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Menu Navigation

Besides providing control over a linear value, such as the
volume of your MP3 player, Pinstripe can also be used to
navigate linear or nested menu structures, e.g., the music
player’s playlist. In this setting, scrolling the fold through
your fingers moves the current selection across the list. The
size of the fold indicates the level of scrolling, e.g., a small
fold scrolls though the list of tracks of an album while a
large fold scrolls at the level of albums. Several ways to
issue confirmation and cancellation commands are think-
able. Some which can easily be recognized by the micro-
controller are dwell time, activate-on-release, and grab-and-
crumple. Dwell time confirms a selection if the current selec-
tion is held for a certain amount of time and cancels it if the
fold is released before reaching that time. As timeout-based
interfaces are known to negatively affect the usability, we
chose not to use this method in our prototypes. Activate- To activate a

selection, the user

crumples the sensor.

on-release issues an implicit confirmation when the user re-
leases the fabric, which means that an additional cancel
item has to be added to the list. Furthermore, depending
on the use context, an uninterrupted use cannot be guar-
anteed, which would result in a number of unintended se-
lections. Grab-and-crumple is triggered by the user grabbing
the fold in her fist, which results in a large amount of the
stripes being connected to one another. This makes this
gesture easy to distinguish from the normal gesture, both
for the user and the microcontroller.

2.2.2 Implementation

We evaluated the concept with a series of increasingly so-
phisticated prototypes. The initial implementation was
built from 18 parallel lines of conductive thread sewed at
2 mm intervals on the inside of a sleeve of a t-shirt (Fig-
ure 2.4). Every line was connected to a single digital I/O of
a LilyPad Arduino4. The digital pins of the LilyPad were
initialized as inputs and their state set to HIGH by acti-
vating the internal pull-up resistors. The actual measure-

4lilypadarduino.org
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Figure 2.4: The initial Pinstripe prototype. 18 parallel lines of conductive thread
are sewn into the sleeve of a T-shirt and connected to a LilyPad Arduino (Image
taken from [Karrer et al., 2011]).

ment was performed by iterating over the stripes and set-
ting one of them as an output at LOW-level, and checking
the state of the remaining stripes. If one of these is pulled
to LOW-level, we know that there is a connection to the
output stripe. The result of these measurements is stored
in a matrix which is then sent to a remote computer over a
serial connection for further processing. Since the matrixThe first prototype

had 18 stripes

connected to a

LilyPad.

is symmetric, except for measurement errors and outliers,
we only consider the upper right triangular matrix for our
search for a connected area of positive entries. The posi-
tion and size of this area describes the two main features
of the fold: Its position along the primary diagonal repre-
sents the position of the fold, while the position on the sec-
ondary diagonal indicates the size of the fold (see Figure
2.5). When the user rolls the fold, the area of positive en-
tries moves along the primary diagonal. The values were
low-pass filtered before sending them off to the application
to be controlled, which can interpret them, e.g., to control
the volume of a portable MP3 player, to adjust the temper-
ature of a garment with built-in heating or cooling, or to
navigate through graphical or auditory menus on a device.

While in this first implementation the data processing en-
tirely happened on a computer, we built several iterations
of prototypes, up to an autonomous version, to further ex-
plore the concept. To test the applicability of the concept in
a real world scenario, we built an improved version based
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input : stripes: An array containing the mapping from
stripe numbers to I/O pins

output: connections[# of stripes][# of stripes]: An upper
right triangular matrix containing the connection
information of the stripes

set all pins as input
enable all PullUps
for (i < |Stripes|) do

set stripes [i] as output;
set stripes [i] to LOW
for (i < j < |Stripes| do

if (stripe == LOW) then
connections [i][j] = 1;

else
connections [i][j] = 0;

end

end

end
Algorithm 1: The original Pinstripe sensing algorithm

on the findings of our previous study [Karrer et al., 2011].
Instead of sewing single lines of conductive thread into the
sleeve, we used a piece of fabric with conductive patches
(Figure 2.6a). These patches are connected in vertical di-
rection but not in horizontal direction and thus form the
stripes of our sensor. The larger patches create more reliable We built several

prototypes with

different conductive

fabrics.

connections with each other which results in lower noise in
the sensor readings and makes them easier to interpret. To
connect the fabric with the electronics, we first sewed lines
of conductive thread into the stripes on the one side and
into a small piece of copper foil on the other end, allowing
for a soldered connection of a wire going to the microcon-
troller. We could increase the number of stripes to 24 and
adapt the size of the sensor patch accordingly. Since this
required a larger number of available digital I/O pins, we
replaced the LilyPad Arduino by an Arduino Mega based
on an Atmel ATmega 1280 microcontroller. Running with
a faster CPU clock speed (16 MHz instead of 8 MHz), we
could also increase the sample rate from 2.8 kHz to more
than 5 kHz to compensate for the lag introduced by the fil-
tering. To remove jitter we used a simple median-of-three
filtering and smoothened the mean loop position and size
using an exponential low-pass filter.
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Figure 2.5: The connection matrix (filtered to remove out-
liers) and a corresponding fold. Entries in the connection
matrix show which lines are currently connected through
pinching. The ‘blob’ of all connection entries in the matrix
indicates the size and placement of the fold across the con-
ductive threads. Here, lines 7 and 13 (blue) as well as 8
and 12 (green) are connected; the user has formed a small
fold for fine-grained control. Note that the matrix is always
symmetric. (Adapted from [Karrer et al., 2011])

2.2.3 Evaluation of the Pinstripe Interaction

As a real-world application, we implemented a music
player which was controlled using the Pinstripe sensor to
either change the volume or the current track in a playlist.
Every new pinching gesture resets the origin of the fold,We evaluated

Pinstripe using a

music player

application.

meaning that the changes communicated for every subse-
quent rolling of the textile are relative to the value that is
currently controlled (e.g., track number or current volume).
When controlling the volume, the size of the fold was used
as a scaling factor for the step size (Figure 2.5). The smallest
detectable fold of our prototype was 2 mm in size, result-
ing in two neighboring stripes to be connected, while the
largest fold was detected when the two outermost stripes
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Figure 2.6: Dimensions of the Pinstripe base materials we
used in different iterations. (a) The fabric consists of a series
of conductive pads that are connected in vertical direction.
(b) The material consists of conductive stripes.

connected (approx. 14 cm). For volume control, moving the Participants had to

change the volume

and navigate through

a playlist.

fold 2 mm (distance between two threads) changes the vol-
ume by 1% for the smallest and 33% for the largest fold size.
When switching through the list of tracks, ‘next track’ and
‘previous track’ commands are issued every time a prede-
fined threshold is crossed, which happens approximately
every 4 mm.

Our music player application copied the behavior of many
mobile MP3 players that apply volume changes directly
while they give a brief audio feedback in form of a beep be-
fore they switch over. Additionally, our application played
a distinct sound when reaching either end of the playlist.
Moving the selection mark while navigating in the graph-
ical menu works similar to changing tracks, but without
audio feedback. We adopted the ‘grab-and-crumple’ ges-
ture described earlier to confirm the selection, which is trig-
gered when 35% of all possible thread connections are ac-
tive. All of these settings were derived from the results of a
small pilot study performed beforehand with members of
our lab.

We concluded the study with a standard SUS questionnaire
[Brooke, 1996] that we extended to include the following
questions specific to our project.
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m
en

u
m

o
d
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1 move to the next item in the menu
2 move back to the previous item
3 move ahead 3 items in the menu
4 skip to the last item in the menu
5 go back to the first item in the menu
6 select the item “flower” in the menu
7 deselect the item “lightning” in the menu

v
o

lu
m

e
m

o
d

e

8 adjust the volume to a suitable value
9 adjust the volume to minimum

10 adjust the volume to maximum
11 adjust the volume to a suitable value

p
la

y
li

st
m

o
d

e

12 move to the next item in the playlist
13 move back to the previous item
14 move ahead 3 items in the playlist
15 go back to the first item in the playlist

Table 2.1: Tasks to be performed during the qualitative
study.

• I felt that I could control the volume precisely.

• I felt that it was easy to switch between tracks.

• I had difficulties navigating the graphical menu.

• I would be uncomfortable to use a final version of the
system in public.

• I would buy clothing with this functionality to control
my portable music player.

• I would be willing to pay an extra EUR for cloth-
ing that included this functionality.

2.2.4 Results

A total of 14 people (2 female) with an average age of
26 (range 21-31, SD=2.5) participated in this study with
only one being left-handed. Most users experimented with
touch input first when being introduced to the Pinstripe
garment, but were able to successfully use Pinstripe af-
ter being shown by the experimenter and a short learning
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Figure 2.7: Median ratings of Pinstripe on a five point Lik-
ert scale (1: strongly agree, 5: strongly disagree).

phase. Our system received an average SUS rating of 68.9 Pinstripe received an

average SUS score.(SD=13.3) (Figure 2.7), which means it only has an aver-
age usability [Sauro, 2011] and there is room for improve-
ment. While we did not perform a quantitative evaluation,
we made some interesting observations while participants
performed the assigned tasks.

Sensor location and angle: Consistent with the findings
from our study on sensor placement [Karrer et al., 2011], the
angle at which people pinched the sleeve was aligned with
the stripes of the sensor and very consistent across partic-
ipants. The position at which participants interacted with
the sensor, however, varied strongly, ranging from the out-
side to the inside of the arm. This supports the argument to
prefer non-local controls like Pinstripe over capacitive but-
tons and similar controls. To work reliably for a large pop-
ulation, the sensor needs to be large enough to span the full
circumference of the arm to avoid ‘slipping off’ the sensor
patch.
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Ease of use: All participants felt at ease navigating the
graphical menu and immediately understood how to ac-
tivate menu items by grabbing the fold with the full hand
and crumpling the textile. Most people preferred the vi-Participants

immediately

understood the

concept.

sual feedback of the menu condition over the audio only
feedback of the music player. A possible explanation is
that users can see the direction they are navigating and the
step size they are using. This problem of visibility might be
of less importance if they navigate their own, well-known
playlists.

Variations in gesture: During the study, we made an in-
teresting observation: while none of the participants expe-
rienced problems to switch to the next track or turn the vol-
ume up, some struggled with the opposite direction. We
took a closer look and found that these users performed
the Pinstripe gesture in a way that resulted in asymmetric
forward and backward finger motions. To perform the for-
ward gesture, they held the thumb against the index finger
and moved the fold by bending and stretching the index
finger while holding the thumb steady. This is similar to
the way the instructor performed the demonstration ges-
ture (Figure 2.8 left). However, when going the opposite
direction, they bent the thumb against the steady index or
middle finger, which results in a limited movement due to
the smaller angular range of the thumb joint. Users per-
forming the gestures in this way usually felt that reaching
the threshold for, e.g., skipping to the previous song re-
quired a larger movement of the thumb in contrast to the in-
dex finger although the threshold was equal in both cases.
Some participants performed the gesture in an entirely dif-
ferent way with the thumb and fingers being parallel to the
fold (Figure 2.8 right). Instead of bending the fingers, they
formed a flat surface with their fingers and then rolled the
fold by sliding with the thumb over that surface. These
users perceived no difference in the amount of movement
required to issue forward and backward commands, pre-
sumably because the thumb can be slid sideways in both
directions equally well. However, they generally felt that
the distance they had to move their thumb to reach the next
piece or menu item was too large.
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Figure 2.8: Different Pinstripe gestures (Adapted from
[Karrer et al., 2011]).

The mapping of movement direction to what the users ex-
pected to match ‘forward’ was consistent with our predic-
tions based on the first study in [Karrer et al., 2011]. In 79% The mapping of

up/down matched

the expectations of

79% of the

participants.

of the cases, the system’s behavior matched the user’s ex-
pectations, while the rest found the mapping to be more
natural the other way around. Thus, the mapping should
be easily adaptable to the user’s preference in final versions
of the product.

All participants understood the domain scaling concept
that the fold size influences the granularity of volume
changes. However, some users encountered the problem Participants

understood the

mapping of fold size

to change granularity.

that while rolling the fold through their fingers to change
its position, they also changed its size. This made control-
ling the volume more difficult for these users.

Further experiments with different materials revealed that
not only the conductive material has an impact on how
good the fold can be rolled between the fingers, but that
the type of base fabric also determines the amount of grip
and thereby the amount of force one needs to apply to the
Pinstripe sensor.

2.2.5 Embedded Prototypes

To be able to study this influence in more detail, we iter-
ated on the prototypes to have a self-contained version that



32 2 Augmenting Haptics: Wearable Controls for Audio Playback

we could easily use with different types of base fabric. At
the same time we wanted to come closer to an end-user
ready implementation and get rid of the complex and frag-
ile wiring of our previous prototypes. Instead of the fabric
with the patches, we used a knitted fabric that was man-
ufactured to our specifications by the textile engineering
department of our university5 (Figure 2.6b). It is made ofTo evaluate the

impact of the base

fabric, we built a

self-contained

prototype.

3 mm wide stripes of conductive thread, separated by 4 mm
of non-conductive material. To improve the wearability we
reduced the rigid components required to a minimum and
placed them on a 19×25 mm2 large PCB [Thar, 2013]. To
connect the PCB to the fabric we used a flexible PCB which
we stapled to the stripes on one side and soldered to the
rigid PCB on the other side. This can certainly be improved
with industrial manufacturing, where the microcontroller
would be soldered directly onto a flexible substrate and the
connection would be glued or stitched [Linz et al., 2005].

We also simplified the sensing algorithm and adapted the
filtering part to better fit the limited floating-point capabil-
ities of the microcontrollers. The two values we need toTo run on a

microcontroller, we

simplified the

sensing algorithm.

measure are fold size and fold position. In the first imple-
mentations we recorded the entire connection matrix to de-
rive this information, which mostly consists of redundant
information for the desired result. Basically, it is not rele-
vant to know to which other stripe the currently measured
one is connected, but only that there is a connection be-
tween two stripes. The modified sensing algorithm works
as follows: Instead of a large matrix of connections, we
only have a one-dimensional array the size of the number
of stripes containing the connection information. The filter-
ing was reduced to simple integer comparisons to be run
smoothly on the microcontroller itself. After a debouncing
of the stripes to reduce jitter in the array of connections,
fold size and position are compared to specific threshold
before triggering the according commands.

With this simple setup, we built five prototypes which onlyWe tested how well

people can

manipulate the fold

depending on the

type of base fabric.

differed in the type of base FABRIC. For the simplest one
(nothing), we just applied a transfer film for t-shirt prints
on the back of the striped fabric. For the other prototypes,
we used this transfer film to apply a sheet of silk, cotton,

5www.ita.rwth-aachen.de
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input : stripes: An array containing the mapping from
stripe numbers to I/O pins

output: connections[# of stripes]: An array containing the
connection information of the stripes

set all pins as output
set all pins to LOW
for (i < |Stripes|) do

set stripes [i] as input;
enable PullUp for stripes [i]
if (stripe == LOW) then

connections [i] = 1;
else

connections [i] = 0;
end

end

set stripes [i] as output;
disable PullUp for stripes [i]

Algorithm 2: The simplified Pinstripe sensing algorithm

Figure 2.9: The results of the simplified sensing algorithm
(Adapted from [Thar, 2013]).

polyester/cotton mix, or fly net to the back of the fabric.
The materials range from low (silk) to grip (fly net) and from
flexible (nothing) to stiff (cotton).

Evaluation of the Base Fabric

Participants had to try out the Pinstripe gesture on all fab-
rics and rate them on a five point Likert scale according
to their appropriateness for this purpose. After that, they
could choose their preferred fabric for the remaining tar-
get acquisition tasks. We compared different types of CON-
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TROL mechanisms regarding their usability by implement-
ing a continuous volume slider, a discrete skip slider, a com-
bination of the two where the fold size is used to switch
between the sliders, and an indexed slider where the user
has to crumple the sensor to confirm the selection All of
these mechanisms were evaluated in a target acquisition
task, where a certain value had to be set on a slider. Af-
ter each condition participants had to fill out a question-
naire covering specific aspects of the usability of that con-
dition: response time, erroneous movement in the wrong
direction, no reaction, possibility of error correction, and
everyday usability. All participants completed the tasks in
the same order.

Results

A total of 16 users (2 female) participated in this experiment
with an average age of 32 years (SD = 16.3). The ratings
for the five FABRICS can be categorized in two groups (see
Figure 2.10): nothing (IQR = 1.75), polyester (IQR = 1.75), fly
net (IQR = 1) all have a median rating of 2, whereas silk
(IQR = 0.75) and cotton (IQR = 2) only reach a median score
of 4 on a 5-point Likert scale with 1 being the best. Half of
the participants chose nothing to continue the experiment
as they judged it to be the best fabric The remaining usersSilk is very flexible,

but does not provide

much grip.

chose Polyester (4), Cotton (2), and the fly net (2). The textile
sensor needs to provide a good balance between grip and
flexibility. Silk for example, is highly flexible, but the fine
structure does not provide much grip, whereas the fly net
is on the other side of the spectrum.

The number of actuation errors, e.g., scrolling in the wrong
direction, was highest in the switch condition (M=57.4,
SD=67.5), but much lower in the remaining conditions: vol-
ume: M=8.3, SD=13.6, skip: M=1.4, SD=1.8, select : 4.9,
SD=6.9. The difficulties in handling the switch control also
showed in the participant’s ratings. All but the switch con-
dition received positive ratings (Figure 2.11). Grabbing dif-
ferent fold sizes showed to be more complicated than ex-
pected, which means it should not be used as a dedicated
selection switch, but only as a scaling factor for the changes
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Figure 2.10: Median ratings of the different fabrics on a 5-
point Likert scale (1 being the best) regarding their appro-
priateness for the Pinstripe fold-and-roll interaction (boxes
denote quantiles, error bars the range).

Figure 2.11: Median ratings of the different fabrics on a 5-point Likert scale (1 be-
ing the best) regarding the aspects of response time, errors, reaction time, error
correction, and everyday usability.
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in value. Participants did not like confirming the selectionThe fold size should

only be used to scale

the input domain.

with an additional crumple gesture at the end as they per-
ceived this to be an unnecessary additional step. Both the
continuous and discrete slider received similarly good rat-
ings.

2.3 Intuitex

While the concept of Pinstripe is simple to implement and
robust, it is also quite limited because it can only ma-
nipulate one dimension at a time and the fold has to be
picked up parallel to the stripes to work well. One way
to tackle the problem of limited dimensions would be to
integrate several sensor areas for different purposes, e.g.,
the left arm controls volume, the right arm controls the
playlist position. However, the fold orientation remainsIntuitex uses the

interaction of

Pinstripe for 2D

input.

problematic: With the sensor integrated into the sleeve at
upper arm level, the orientation is mostly determined by
ergonomic factors, but at lower arm level there is no natu-
ral orientation of the fold. To provide a sensor that works
independently of the fold orientation we designed a two-
dimensional version of Pinstripe called Intuitex.

Again, we wanted to leverage the textile’s affordances of
grasping and folding. Instead of parallel stripes, we use a
hexagonal pattern of 30 hexagonal conductive pads, which
are connected one by one to a microcontroller. To allow an
easy movement in all directions, they are embroidered us-
ing a circular arrangement of stitches, preventing the fil-
aments to snag on each other when the user moves the
fold. The lines from the patches to the landing zone for theInstead of stripes, we

use conductive

patches.

microcontroller are insulated by a non-conductive thread
stitched over them. The user folds the sensor and moves
the fold with her thumb on the surface defined by the re-
maining four fingers. The working principle is the same as
in Pinstripe: when folding the textile, some of the conduc-
tive patches get connected. Observing these connections
over time while moving the fold gives us a change in val-
ues of a 2D coordinate system. To provide an orientation
independent two dimensional output, we first need to de-
termine the axis of symmetry in the matrix, i.e., the direc-
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tion of the fold. Movement along this axis will be mapped
to output on the X-axis while a perpendicular movement
to the axis will result in changes of the Y-axis (Figure 2.12).
To reduce sensor jitter, we filtered the connection matrix by
taking the two last measurements into account with the fol-
lowing formula Mt = (Mt−2 ∨ Mt−1) ∧ Mt. We apply a

Figure 2.12: Input is generated by creating a fold and mov-
ing between the fingers along the two axes. Movement
along the fold is mapped to Y-axis, while movement per-
pendicular to the fold is mapped to the X-axis (Taken from
[Heller et al., 2015]).

principal component analysis (PCA) on the connection ma-
trix to determine the fold angle. We then divide the con-
nection matrix along the line of symmetry defined by the
first PCA component (first eigenvector) followed by a cal-
culation of the center of gravity on one half of the matrix.
We then apply a simple low-pass filter (α = .3) on these
coordinates before they are communicated to the host.

Since every patch requires its own connection to the micro-
controller, we had to think about how to easily connect a
large number of conductive threads. Tying the threads to
conductive pads like with the LilyPad Arduino was not an
option as we wanted to be able switch between various em-
broidered patterns during our prototyping process. This
possibility is also potentially relevant for the final prod-
uct, as it allows to remove the electronics before washing
and to use the electronics on different textiles. We devel-
oped a clipping mechanism that simply pushes the ends
of the conductive threads against a contact area on the
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Figure 2.13: The Intuitex prototype with 30 conductive
pads connected to the landing zone for the microcontroller
on the right.

PCB containing the microcontroller. During the prototyp-We developed a

clipping mechanism

to attach the

electronics to the

textile.

ing process, we encountered problems with unwanted con-
nections, which we could track down to single fibers de-
taching from the thread and bridging the gap to the neigh-
boring contact pad. We solved this problem by creating lit-
tle bins in the plastic clip (Figure 2.14a) which fix and sep-
arate the ends of the conductive thread. The snaps at the
edges of the plastic clip (Figure 2.14b) reach the PCB on top
of the fabric through two holes in the fabric, and pull the
PCB down against the fibers, ensuring a stable connection.

Figure 2.14: The orange clip provides bins for the endings
of the conductive thread. The PCB just has simple contact
areas on the bottom side and is pressed against the fabric
by the orange plastic clip. The black part is the top case of
the enclosure (Taken from [Heller et al., 2015]).
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2.3.1 Limitations

In its current state, the prototype has only a very coarse
resolution as the number of conducive pads is low due to
the manufacturing process. When the conductive thread
passes the needle during the stitching, single fibers detach
from the thread and may create unwanted connections.
This limits the minimal distance between two parallel lines The resolution is

limited by the

manufacturing

process.

of conductive thread to around 3 mm. These restrictions
make it very hard to control something like a cursor with
this sensor as only few discrete steps can be differentiated.
However, controlling a cursor is not a setting suitable for
wearable interfaces anyways as it requires high resolution
visual feedback. Through its low physical resolution, the
sensor basically discretizes the user’s input, making it a po-
tential controller for different types of commands. If the
software interface is adapted to the wearable setting, ac-
tions such as navigating a playlist, changing the volume,
or taking a call are feasible to perform. For binary deci-
sions, we only need to differentiate between up/down or
left/right, while we have to take the movement distance
into account for continuous value input.

2.4 Fabritouch

As smartphones are more and more replacing the dedicated
portable MP3 player, and at the same time provide more
functionalities and rich interaction through touchscreens,
we explored the possibilities to extend wearable input from
the one dimension that Pinstripe offers to two dimensional
input. During our user tests with Pinstripe, we often ob-
served that people first tried to interact with the textile
interfaces as they know it from touchscreens, by tapping
and swiping. While this contradicts our initial thoughts of
leveraging the affordances of cloth, we wanted to investi-
gate how to take advantage of this, now ubiquitous, inter-
action pattern. Furthermore, the touchpad allows a much
higher resolution than our Intuitex approach.

The DIY community has prototyped different approaches
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to textile touchpads6, but it is unclear how well they per-
form in practice. A standard capacitive touchscreen can beThe DIY community

has prototyped textile

touchpads.

re-calibrated to work reliably under an additional layer of
fabric, which allows rich and precise input [Saponas et al.,
2011], even up to single letters. Thomas et al. [2002] eval-
uated the placement of a regular PC touchpad at different
body locations and with at different postures. They found
that a placement of the touchpad on the upper thigh works
best when sitting, kneeling, or standing, while obviously, it
does not work in a prone position. Thus, while it is possi-Capacitive input

using textile sensors

on the body is

difficult.

ble to use a standard capacitive screen through clothes, the
rigid enclosure reduces the wearability. Simply removing
the enclosure to make the sensor flexible will not work if
the sensor is placed directly on the skin. Additional shield-
ing or spacing layers are needed and the calibration has to
be adapted further.

2.4.1 Textile Touchpads

Because of its simplicity and robustness, as most textile
touchpads we opted for a resistive implementation based
on conductive fabric and piezoelectric foil. A spacing mesh
separates a piezoresistive foil from a layer of conductive fab-
ric to prevent any touch detection when no finger is placed
on the surface (Figure 2.15). The piezoresistive foil’s electri-
cal resistance varies with the force applied at a touch point
and its distance to the points of measurement. If we apply
a reference voltage to the conductive fabric and press on
the surface, we create an electrical connection between the
fabric layer and the foil by bridging the gap created by the
spacing mesh. With the measured relative voltages at the
four corners of the foil we can calculate the position and
pressure level of a single touch.

2.4.2 The Fabritouch Prototype

The placement of wearable controls on the body has re-
ceived great attention and following the literature [Holleis

6instructables.com/id/EJKTF3WGV490JGK
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Figure 2.15: The layered architecture of our textile touch-
pad.

et al., 2008; Karrer et al., 2011; Thomas et al., 2002; Reki-
moto, 2001; Wagner et al., 2013], we chose the upper thigh
to place our Fabritouch pads because it offers a large inter-
action surface and can easily be reached in different body
postures. To determine the appropriate size and position of
the sensor, we let 26 participants perform a series of simple
gestures (e.g., circles, lines, crosses) with baking flour on
a piece of fabric attached to their upper thigh. After each We determined

optimal size and

position for a

wearable touchpad.

participant, we took a picture of the fabric to document the
coverage of these gestures. Superimposing these pictures
showed that an 80×80 mm2 sized interaction surface was
suitable. It should be placed parallel to the thigh, centered
285 mm down from the waist and 10 mm towards the out-
side from the top of the thigh (Figure 2.16).

Based on these findings, we constructed a series of proto-
types. Figure 2.17 shows the final version7. We used .1 mm
thick Caplinq ESD protective sheet as piezoresistive foil.
The conductive textile layer was made of Shieldex Med-
Tex180 silver-plated nylon cloth. The spacing layer con-
sists of tulle, a textile mesh, with a thickness of .45 mm
and a hole diameter of around 2.1 mm. Placing the mea-
suring electrodes at the corners of the piezoresistive foil
has the disadvantage of having distorted measurements,
mostly towards the borders of the layer, which requires a

7Build instructions at hci.rwth-aachen.de/fabritouch
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Figure 2.16: Two Fabritouch pads integrated into a pair of
trousers. Users tried both parallel (left) and crossed touch
gestures (right) (Taken from [Heller et al., 2014a]).

more complex calibration and reduces resolution. We used
long strips of copper foil placed pairwise on top and bot-
tom side of the piezoresistive layer as electrodes measur-
ing along the two axes. We raised the border of the sen-
sor surface by placing a rubber outline under the outer gar-
ment as we noticed that it is difficult to feel the borders of
the sensing area. An Arduino board collects the measure-
ments and communicates (x, y) coordinates at a resolution
of 100×100 points (31.75 ppi) at 30.3 Hz to the attached
computer. There, we use the 1€ filter [Casiez et al., 2012] to
reduce sensor noise in software. The pressure signals were
quantized into binary single-touch input.

Figure 2.17: Fabritouch layer materials, placed side-by-
side to show material structures (Taken from [Heller et al.,
2014a]).

2.4.3 Evaluation: Support Surface Rigidity

While many sensors are demonstrated and tested on rigid
surfaces such as tables, actually integrating them into cloth-



2.4 Fabritouch 43

ing leaves them on top a flexible, nonplanar surface with-
out firm support, and subject to body movements. We hy-
pothesized that this would significantly impact touch input
performance, and tested this in a study.

Procedure: Users used the Fabritouch pad to manipulate a
cursor and acquire circular targets (70 px diameter) that
randomly appeared in a 5×5 grid on a desktop computer
screen. To manipulate the cursor, users depressed the pad
to generate input signals, which were mapped absolutely
to 800×800 px on-screen. To acquire the target, users had
to stay engaged in the target area for at least 2 seconds (a
visual countdown was provided). Lifting the finger reset
this engagement.

We performed a within-subject study; the touchpad was
placed either on a table or on the upper thigh (counterbal-
anced order, 20 repetitions per condition). For the thigh
condition, the touchpad was mounted on a large piece of
cloth firmly attached to the users’ trousers. Prior to each The support surface

rigidity has a

significant impact on

the usability of our

touchpad.

condition, users familiarized themselves with the touchpad
until they felt comfortable. The dependent variable was
task completion time. We log-transformed the data and
used mixed-model ANOVA with USER as a random effect.

Participants: We recruited 26 volunteers (8 female, age 18–
34, M = 25) from our campus. All had a computer sci-
ence background and reported high familiarity with laptop
touchpads (Mdn = 5 out of 5-point Likert scale).

Results: Users performed twice as fast on the table (M =
5.90s) as on the thigh (12.00), F1,897 = 296.64, p < .001, Co-
hen’s d = 1.01 (Large effect size). The lack of statistical sig-
nificance of repetitions (F19,897 = 1.11, p = .3302) and inter-
action effect (F19,897 = 0.82, p = .6873) indicates no learning
effect.

We also observed that all users applied more pressure in the
thigh condition. Even so, they perceived this condition as
less stable (P10: “It felt like writing on a sheet of paper on your
thigh”, P4,7: “You should really hold your breath”). Both in-
creased pressure and perceived instability could be a cause
of the slower performance in this condition. Even though
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the muscular nature of the upper thigh provides a rather
firm base, finger pressure is still distributed over a larger
area, reducing the sensitivity of the touchpad. These factors
indicate that pointing input may not be suitable for fabric
touchpads.

These results suggest stark differences of user behavior be-
tween the rigid support of the desk and the soft support of
the thigh. Therefore, it seems crucial to assess and fine-tune
wearable user interfaces with realistic sensor placement, on
the body rather than conveniently on a lab desk.

2.4.4 Evaluation: Usage Posture

Users’ posture influences their performance in wearable
UIs [Thomas et al., 2002]. Additionally, the progress of
each touch movement changes trackpad properties, such
as its flatness, rigidity, or contact to the surface below. In
this study, we investigated how these two factors influence
gesturing performance. We chose horizontal and verticalWe evaluated our

prototype while

sitting, standing, and

walking.

swipe gestures for their simplicity and ubiquitous use in
2D touch UIs.

Procedure: In our within-subject study, users navigated a
two-level hierarchical menu [Zhao et al., 2007] using Fabri-
touch integrated into a pair of trousers (Figure 2.16). Nav-
igation on the top level was performed using horizontal
swipes while the second level was navigated with vertical
swipes. A rubber band ensured tight fitting of the trousers.
The independent variables were POSTURE = {sitting, stand-
ing, walking} and swipe DIRECTION towards the user’s
{FEET, HEAD, non-dominant hand (NH), and dominant
hand (DH)}. HEAD swipes mapped to moving the cursor
downward (Figure 2.19), as recommended by [Thomas et
al., 2002] and supported by our pilot study (6 users). Hori-
zontal swipes were mapped like on a smartphone: Swiping
towards the left moved the selection to the left.

As with a standard menu bar, the top level and the cur-
rent submenu were always visible. A trial ended when theParticipants had to

navigate a 2D menu. cursor reached the target item; the subsequent trial contin-
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Figure 2.18: The path the users had to follow in the walking
condition (Taken from [Heller et al., 2014a]).

ued without resetting the position of the selection. The se-
quence of menu items was predetermined to balance the
number of swipes across all directions. Users acquired five
targets for training and seven for testing per POSTURE, re-
sulting in M = 68.60 swipes per POSTURE (SD = 8.86).

In the WALKING condition, where users had to walk
around a predefined path (Figure 2.18) in the room, we pro-
jected the menu on a wall to ensure its visibility.

Data analysis: For each recognized swipe, we analyzed
overall task completion TIME, DURATION of individual
gestures, and the dimensions of the gesture bounding box:
the LENGTH along the swipe direction and the DEVIATION

orthogonal to the swipe direction. All variables were log-
transformed before analysis with a mixed-model ANOVA
with USER as a random effect, followed by a Tukey HSD
for post-hoc tests. Descriptive statistics were calculated by
inverse-transforming log statistics.

Participants: We recruited 17 volunteers (3 female, age 21–
34, M = 26) from our campus. Six were ambidextrous8,
and two were left-handed. They all had a technical back-
ground and reported high familiarity with typical laptop
touchpads (Mdn = 5 out of 5-point Likert scale).

Results and Discussion

Posture: There was a significant effect of POSTURE on TIME

F2,32 = 3.44, p = .0442. Post-hoc testing indicates that

8They scored less than 4th decile in Edinburgh laterality
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Table 2.2: The effect of direction on the gesture is significant
across the board while posture has significant effect only on
the duration.

only walking (M = 470s) took significantly longer than sit-
ting (351). Standing (409) did not significantly differ from
both. Gesture duration while walking (M = 1.42s, 95% CITo be usable under

all conditions,

commands should be

triggered by simple

gestures.

[1.35,1.50]) was significantly shorter than sitting (1.70, [1.60,
1.81]) and standing (1.71, [1.61, 1.82]) (cf. Table 2.2). The
longer TIME and the shorter DURATION suggest that ges-
turing while walking was more difficult than in other pos-
tures.

Gesture directions: DIRECTION has a significant effect (Ta-
ble 2.2). NH swipes were slowest (1.73s [1.57, 1.92]) and
were significantly different from FEET swipes (1.50 [1.41,
1.59]), which were fastest. Users were significantly less
precise in performing horizontal swipes (DEVIATION M
= 1.85mm [1.59, 2.16]) than vertical swipes (1.35 [1.24,
1.46]) (Figure 2.19). NH swipes were significantly shorter
(LENGTH M = 5.03mm [4.79, 5.28]) than other directions
(5.68 [5.46, 5.91]).

Horizontal swipes (NH, DH) were harder than vertical
ones. One reason was that horizontal swipes generated
more wrinkles in the fabric while vertical swipes (espe-
cially FEET) stretched the cloth. The upward movement
from the outside of the thigh towards the center in NH ac-
centuated this effect, producing shorter swipes. The non-
significant interaction effect indicates that the movements
during walking did not make any particular DIRECTION

harder.

Gesture location: While users reported that the ridges al-
lowed them to orient their finger (Mdn = 4 out of 5-point
Likert scale), most gestures were performed in the middle



2.4 Fabritouch 47

Figure 2.19: Left: Menu navigation mapping in Study 2. A swipe towards the
user’s head moves the menu selection downward. Middle: Gesture traces in differ-
ent directions show high deviation of horizontal swipes towards the non-dominant
hand. Right: Contour plots show the density of touch locations from Study 2. Users
perform gestures mostly in the center third of the touchpad (Taken from [Heller et
al., 2014a]).

third of the sensor (Figure 2.19). This indicates that users
used the ridges to orient their finger initially but performed
the swipes without relying on the ridges. Informal observa-
tions during our study and qualitative feedback indicated
that users rarely looked at the touchpad during the test.

Handedness preference: Despite no explicit instructions, al-
most all users used the touchpad on the side of their dom-
inant hand. Only P1, who was right-handed, used the left
touchpad with his right hand to “give it a try” in the STAND-
ING condition. His performance here did not differ from
others’.

2.4.5 Design Implications

Use vertical swipe gestures instead of horizontal ones: Users
perform vertical swipes faster and in a smaller bounding
box than horizontal swipes, which should be considered
in the gesture recognition. Horizontal swipes from the Vertical swipes are

easier to perform on

the thigh than

horizontal ones.

outside of the thigh towards the center result in dragging
upwards which requires a constant complex adaptation of
pressure and should therefore be avoided. Due to the high
touch pressure required, we do not recommend using this
touchpad type for pointing.
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Performing gestures on fabric touchpads while walking is harder:
If activity detection is possible, e.g., via accelerometers, re-
laxing the gesture duration criteria of the gesture recog-
nizer’s tolerance during walking could reduce gesturing
difficulties. Since the gesture duration is shorter, design-
ers should avoid including both sliding and flicking in the
gesture alphabet used while walking.

On-body and multi-posture tests are necessary: To cover the
breadth of realistic user experiences, fabric touchpads need
to be tested on-body in both static and dynamic postures.
According to our study, we recommend testing with at least
standing and walking postures.

2.5 Conclusion

In this chapter we investigated the extension of the haptic
interaction bandwidth in audio playback interfaces using
the example of wearable controls. While we did not extend
the functionality of audio playback interfaces, we adapted
the control mechanisms to leverage our manual skills to a
larger extent. As we could not revert to metaphors whose
origins evolved over centuries as in the case of drawing,
we utilized the natural affordances of fabric to make cloth-
ing a ubiquitous interaction surface. Pinstripe detects theSince no evolved

ancestor exists, we

looked for other

interaction surfaces.

size and relative movement of a fold created by the user
pinching into a piece of cloth. This manipulation can eas-
ily be mapped to changes of a continuous linear value, like
volume, making it a natural interface for portable music
players. The gestural input on the two dimensional textile
touchpad Fabritouch accounts for the touchpad-style input
users are acquainted with. It avoids the problem of invol-
untary activation we know from wearable buttons and, if
of adequate size, provides a convenient interaction surface.

Participants in our first study successfully used Pinstripe to
change volume and select tracks from a playlist in a music
player application. In a second study, they used Fabritouch
to successfully select items from a two dimensional graph-
ical menu. While it required some practice to confidently
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manipulate these interfaces, this is also the case for memo-
rizing the button arrangement on your music player.

Compared to the precision achieved by standard electronic The physical

resolution of textile

interfaces is

comparatively low.

circuits with sub-millimeter pitch, the possibilities of tex-
tile manufacturing are fairly limited. The flexibility of the
support material and the real-world problems of filaments
coming loose from the conductive thread make it difficult
to create input devices with a comparable resolution to the
one we know from physical computing. This leads to the Yet, they leverage

our fine manual

motor skills.

paradox that we leverage our very fine manual motor skills
using devices with a low physical resolution. However, the
physical resolution of our wearable controls is still substan-
tially higher than that of a binary button.

In this chapter we analyzed possibilities to increase the in-
teraction bandwidth via haptics. In the following chapter
we build on an existing system with high haptic interaction
bandwidth to extend the visual modality.
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Chapter 3

Visual Augmentation of
a Digital Vinyl System

“. . . there are three levels of design: standard
spec, military spec, and artist spec. Most

significantly, I learned that the third, artist spec,
was the hardest.”

—Bill Buxton [Buxton, 1997]

3.1 Introduction

To explore the effects of increasing the interaction band-
width of the visual modality, we will build on an audio
playback controller that already takes rich haptic input: the
turntable. From all the analog audio playback interfaces,
the turntable is probably the one which best matches our

Publications: DiskPlay was published as a note and presented as interactivity in-
stallation at CHI ’12 [Heller, Borchers, 2012]. The second iteration was published
as short paper and demo at NIME ’14 [Heller, Borchers, 2014b]. For all publica-
tions, the author of this thesis was the main author. Both Justus Lauten [Lauten,
2011] and Sebastian Burger [Burger, 2013] worked on this project as part of their
Bachelor or Diploma thesis under the supervision of the author of this thesis.
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current concepts of tangible interaction and direct manip-
ulation. Although it seems old-fashioned and primitive,
in contrast to many digital players the turntable provides
immediate access to playback controls and detailed visual
feedback. Its basic interface consists of a Play/Pause but-Although a purely

analog technology,

the turntable is still

common DJ

equipment.

ton, a possibility to switch to the according playback speed
(33 or 45 RPM), and an optional pitch control that allows
to adjust playback speed by around ±10%. The difference
to the transport controls on other players is that the navi-
gation on the medium is performed by displacing the sty-
lus on the record by moving the tonearm. While there is no
precise timing information available for navigation, the dif-
ferent groove styles on the record clearly show where the
track starts and ends as those in the lead-in and lead-out
areas (before and after the actual track) are spaced much
more loosely (Figure 3.1a). Additionally, grooves in louderTraditional vinyl

records contain

visual cues to their

content.

parts of the track are larger and need more spacing than
those in quiet parts [Schlager, 1994] (Figure 3.1b), making
the song’s structure visible on the record which can be used
to navigate to certain parts of a song, e.g., a break, and al-
low similar navigation as with a waveform visualization
on the computer. Playback progress is easily perceived by
looking at the position of the stylus within the track.

Figure 3.1: Physical structure of a vinyl record. (a) The
lead-out at the inner end of the record looks different from
the grooves inside the track. (b) Groove spacing varies de-
pending on the volume of the audio signal (Taken from
[Heller, Borchers, 2012]).

The intended way of playing back a record on a turntable
actually does not include direct manipulation of the record
itself. In fact, to achieve a lasting high audio quality one
would be very careful to keep any form of dirt off the
record. But the open design allowed different interactions



3.1 Introduction 53

to emerge, like DJs stoping the record and spinning it back
and forth by simply touching the record. Around the di-
rect manipulation of stylus and record emerged the scratch-
ing technique, an own form of art which uses the turntable
more as musical instrument than as mere playback tool
[Hansen, 2010]. The creation of new sounds by quickly
moving the vinyl back and forth, which results in playing
a small audio sample over and over at different speeds and
in different directions, requires a lot of practice to be per-
formed well. The fact that DJs who put effort and time to DJ value the

turntable for its

unique haptic nature.

perfect their skills did not want to switch to the less expres-
sive CD player made this purely analog technology an irre-
placeable performance tool [Lippit, 2006] and survive long
into the digital era.

3.1.1 From Analog to Digital

Some CD players, such as the Numark CDX1, the Denon
DNS50002, or the Technics SL-DZ1200, are equipped with
a turntable-like control interface to mimic its handling, but
their adoption in the community was poor. Since today’s Some CD players try

to mimic the handling

of a turntable.

music production workflows are largely digital and digital
music distribution channels are fast and cheap, the market
for vinyl records is small. While you can easily carry your
entire music library on a laptop, the physical records a DJ
needs for a set become heavy and cumbersome quickly, and
wear and tear of a record that is played extensively limits
its lifespan [Hansen, Bresin, 2010].

When using traditional records increasingly felt out of date,
digital vinyl systems (DVS) bridged the gap between the
haptic feedback the DJs are accustomed to and the digi-
tal media on the computer. Today’s most important com- Digital vinyl systems

lifted the turntable in

the digital era.

petitors are Serato’s Scratch Live3 and Native Instruments’
Traktor Scratch4, which both work with a similar setup.
Instead of a music track, the control vinyls for DVS con-
tain an analog version of a digital timecode combined with

1www.numark.com/cdx
2denondj.com/products/view/dn-s5000
3serato.com/scratchlive
4www.native-instruments.com/traktorscratch
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Figure 3.2: Traktor Scratch Pro user interface. The left track
is close to the end, indicated by the waveform overview
flashing red.

a sine-wave signal [Wardle, 2007]. The sine wave allows
very fast detection of changes in speed, as slowing down
the record will result in a lower pitch and in a higher pitch
when speeding up the record. The digital timecode is used
to determine the absolute timing information on where the
stylus currently is on the record. The timecode record is
played on an unmodified turntable and the signal is routed
to the computer trough an additional audio interface. ThereTimecode records

contain an analog

version of a digital

timecode.

it is interpreted into parameters such as playback speed,
direction, and absolute playback position and mapped to
the MP3 playback. The result is then sent back to the DJ
mixer through the audio interface (see Figure 3.3). This lets
DJs build on their perfected manual skills with the usual
equipment, while providing the advantages of digital me-
dia storage and playback, including independent control of
pitch and tempo.

To be usable as generic controller for a large variety ofTimecode records do

not provide visual

cues related to the

song that is played.

songs, the control records contain around 10 to 17 minutes
of timecode. However, neither the length of the timecode
nor the physical features on the record that were visual cues
on traditional records relate to the song loaded in the soft-
ware (Figure 3.4). As visualization and control are sepa-
rated in this kind of setup, this forces the DJ to look at the
computer screen to find essential information such as the
remaining time in the song while at the same time han-
dling the turntable. While all information that was visible
on a traditional record is still there, it is not co-located with
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Figure 3.3: The DVS setup: the timecode signal is sent to the computer, analyzed,
and mapped to MP3 playback. The result is sent back to the mixer.

the haptic input anymore. This reduction of visual output
bandwidth complicates task such as navigation since ori-
entation based on the groove pattern is only possible in
the time domain. Searching for a certain point in a track
thus degrades from placing the stylus close to the desig-
nated groove to a binary search with visual feedback on
the distant screen. This leads to a phenomenon where the Haptic input and

visual output are

physically separated.

DJ seems to constantly stare at his laptop and loses the con-
nection to the crowd and called the “Serato face” [The Serato
Face 2013].

In this chapter, we will show how increasing the interaction
bandwidth through visual augmentation of the turntable
can bring back the missing features of traditional vinyl
records to DVS setups. This recreates the embodied inter-
action unit that the turntable was in the analog era.
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Figure 3.4: The physical features of a Traktor Control Vinyl
Mk II timecode record. The timecode is textured in sec-
tions of 1 minute length to simplify the orientation, how-
ever, these features are not related to the track loaded in the
software.

3.1.2 Terminology

DJ terminology and tasks have been elaborately explained
in [Beamish, 2001], but we will briefly recap some of the
terms. The DJ culture builds around two types of DJs: the
scratch DJ and the beatmixing DJ. For both types, the basic
setup consists of two turntables and a mixing console. A
felt slipmat between platter and record lets the DJ manip-
ulate the record independently of the rotating platter be-
neath (Figure 3.5). The scratch DJ uses short samples of
a song to create a new one by quickly moving the record
back and forth and switching between the two records. The
beatmixing DJ plays a series of tracks, called a set or mix,
thus creating a single longer, seamless new track. She starts
by playing a record on the first turntable. While this out-
going track is playing, she puts another track on the sec-
ond turntable and, using headphones, matches the tempo
of this second, incoming track to the one of the first, but
without playing it to the audience yet. To synchronize the
speed, the DJ will first search for the first beat on the in-
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coming track and, without stopping the turntable, halt the
record with her fingers. She then waits until the accord-
ing beat of the outgoing track is reached and releases the
vinyl such that the tracks are now playing in parallel. By
accelerating or slowing down the platter, the DJ keeps both
tracks in sync while adjusting the playback speed with the
turntable’s pitch fader until both tracks play at the same
tempo. At some point, usually close to the end of the outgo-
ing track, the DJ will mix the incoming track into the outgo-
ing one, such that the audience cannot determine where the
outgoing track ends and the incoming one starts. After this DJ mix several songs

to give an

appearance of a

seamless stream of

music.

transition, she switches the track on the first turntable to a
new incoming track, and the process starts again, with the
two turntables switching roles. This way, “each song will
be mixed into the next to give the appearance of a seamless
stream of music” [Beamish, 2001].

3.2 Related Work

Numerous projects in research and industry have aimed to
enhance turntable-based interaction in the DJ context.

TIMBAP [Pabst, Walk, 2007] focuses on turntable-based
navigation of a media library. Using a top-mounted pro-
jector, the artwork of each piece is displayed on the record,
and the DJ can navigate through his music library by ei-
ther seeking linearly (i.e., spinning the record) or searching
tracks by a tag cloud interface that is manipulated by dis-
placing the stylus on the record. However, this system is
used only for track selection. It does not support in-track
navigation and does not bring back the individuality of the
medium.

An artistic installation using timecode records is Vinyl+
[Bohatsch, 2010]: an image of colored bubbles and dots is
projected onto the record. When the stylus passes a dot,
a specific sound sample and a visual effect are triggered.
Vinyl+ connects visual and auditory channels, but does not
support navigation inside existing tracks, making it more
of a musical instrument.
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The Lupa hard- and software interfaces [Lippit, 2006] are
designed to prohibit all physical and minimize visual inter-
action with the laptop during the performance. The user
interface provides an at-a-glance overview and does not
support presets or automation. This design promotes the
liveness of a performance and creates an experience for the
audience that is truly unique.Several research

projects augmented

the turntable. D’Groove [Beamish et al., 2004] is a force feedback-enabled
turntable to explore new ways of manipulating music. The
turntable has distinct marks for the four beats of a bar, and
its rotation speed is coupled to the song tempo such that
the beat marks form a spatial landmark while beatmatch-
ing two songs. A motorized slider indicates the progres-
sion of the track over time and allows to control the play-
back position. Among the force feedback modulations im-
plemented are a bump-for-beats mode providing a physical
sensation of each beat, and a resistance mode that makes it
harder to move the record “when it is playing an area of
high-energy music”. The system conveys additional track
information over the haptic channel, which supports local
in-track navigation. However, D’Groove introduces new
turntable hardware with new interaction techniques, and it
does not provide an at-a-glance overview of the track struc-
ture.

A series of projects looked into the use of multitouch
screens and interactive tabletops for their use as DJ con-
trollers. Lopes et al. [2011] compared the mixing perfor-
mance of a multitouch DJ interface running on a tabletop
to traditional vinyl, DVS, and a standalone software. Al-
though the participants showed great interest in the system,
they took longer to complete the mixing task using the mul-
titouch installation. While the multi-touch system suits the
expectations of mix-DJs, especially scratch-DJs preferred
the turntable and DVS, since they provide better haptic
feedback and control.

Instead of having a virtual turntable rotate, the interface
can also be a viewfinder moving over the waveform, also
referred to as the “conveyor-belt” metaphor [Lopes et al.,
2011]. Consisting of a large touchscreen, the Attigo TT5 is

5http://www.attigo.co.uk
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designed as an in-place substitute for the turntable. Similar
to vinyl records, it lets you manipulate the song by touch-
ing the waveform, making it easy to shortly stop the track,
scroll forward and backward, or scratch, but it lacks haptic
feedback and requires learning a new set of gestures. Touchscreens and

tablets are now used

for DJing as well.
Being portable and providing enough storage capacity for
a large music collection, multi-touch tablets are an attrac-
tive platform for DJs. Traktor for iOS6 does not mimic the
traditional setup of two turntables and a mixer, but pro-
vides an interface adapted to small touch screens. It uses
two conveyor belts to show the waveforms and provides
a two-channel mixer with equalizer and effects section.
The integration of loops and effects extends the DJ’s per-
formance from mere playback to live remixing of tracks.
Fukuchi [2007] presented a similar multi-track mixing in-
terface that allows rapid switching between tracks by just
dragging from one track to the other, thus using the entire
surface as crossfader.

Like all touch devices, it does not provide any haptic feed-
back and the space for artistic expression is fairly limited.
In their analysis of scratching, Hansen and Bresin [2010] de-
scribed that the crossfader can be opened in bursts as short
as 10 ms, for which the predominant techniques require a
physical control [Hansen, Bresin, 2006]. This need also ex- Touchscreens lack

haptic feedback.plains the growing number of dedicated hardware DJ con-
trollers available for iPad and iPhone.

To speed up navigation in the track, modern DJ CD players
like the Pioneer CDJ-2000 or controllers like Native Instru-
ments’ S87 provide a touch-sensitive strip that is used as a
slider to jump to a certain position in the track. The song is
mapped to the length of the strip, meaning that if you press
in the middle of the slider, playback jumps to the middle of
the track.

6http://www.native-instruments.com
7native-instruments.com/de/products/traktor/dj-

controllers/traktor-kontrol-s8
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Figure 3.5: Using top projection, DiskPlay augments a
white timecode vinyl disc with information about the struc-
ture of the current track, such as its starting point, length,
and cue points. (Taken from [Heller, Borchers, 2012]).

3.3 The DiskPlay System

The focus of DiskPlay is to augment a DVS setup such that
the information that was available on a classic vinyl be-
comes visible again. Current DVS implementations sep-
arate visualization (on the computer) and control (on the
turntable), which requires the DJ to repeatedly glimpse at
the computer display while he is mainly working with the
turntable. For example, most DVS software implementsDiskPlay re-creates

the visual cues of

traditional vinyl on

timecode records.

some kind of visual alert to inform of the upcoming end
of a track, e.g., by some flashing UI element (Figure 3.2),
which is easily missed if the DJ is focussed on the turntables
or requires permanent attention. DiskPlay integrates visu-
alization and control on the turntable by augmenting the
timecode record with important information (Figure 3.6).
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Figure 3.6: DiskPlay displaying a track. (a) Remaining
playback area (blue). (b) Part already played as progress
indicator (green). (c) Unused timecode part (red). (d) Cue
points (yellow dots) (Taken from [Heller, Borchers, 2012]).

The information which was most obvious on traditional DiskPlay visualizes

track start and end,

playback progress,

and cue point

position.

records, but which is not visible on the timecode record
anymore, is track length. When loading a track onto a vir-
tual deck in the software, DiskPlay colors the part of the
timecode vinyl that covers the playback length of the track
in blue while the remaining, unused part is colored red.
This shows where the track begins and ends.

As playback progresses, the part of the track that has al-
ready been played is colored green to indicate the progres-
sion over time (Figure 3.6).

We took further design inspiration from watching several
videos of the DMC World DJ Championships8. To quickly
jump to specific points in a track, DJs use stickers that
they place as markers on the record. If placed correctly,
these stickers can also push back the stylus by one groove,
thereby creating an infinite loop. While with traditional
vinyl, one can leave the stickers on the record, this con-
flicts with the idea of the timecode record as generic con-
troller. Therefore, we integrated the bookmarking idea of

8dmcdjchamps.com
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cue points and visualize them on the record with yellow
dots. To simplify navigation to a cue point, an orbit, a con-
centric black circle is drawn with the dot’s radial distance
to the center as radius. This helps place the stylus in the
correct groove while the record is spinning.

To study our interaction design, we built a prototype
around a standard DJ turntable using a white timecode
record and a projector above it (Figure 3.7). We extended
the open-source DJ software Mixxx9 with an on-record dis-
play. Mixxx [Andersen, 2003] is a software framework to
explore new interaction techniques with regard to DJ ap-
plications. Its flexible software design makes it easy to
integrate modules for different input and output modali-
ties. We just added an additional full-screen output win-
dow that was rendered on the turntable by the projec-
tor. The entire timecode-processing was done by Mixxx
and we just retrieved timing and track information to ad-
just our visualization. The user interface of Mixxx is com-We integrated this

visualization into

Mixxx.

mon among popular DVS software, providing our users
with a known environment. One of the turntables was
equipped with DiskPlay, the other one with the current
standard tool set. Tasks of mixing towards and away from
the DiskPlay turntable stressed different aspects of the visu-
alization. While actively mixing with DiskPlay, track start
and cue points are more important, whereas the playback
position and track length are needed while handling the
other turntable.

3.3.1 Evaluation

Since DiskPlay is a tool to support artistic expression, we
conducted an observational study with four professional
DJs, referred to as DJ1–DJ4, to gather qualitative feedback.
All DJs had between 5 and 20 (average 12) years of expe-
rience, and between 0.5 and 5 (average 2.5) years of expe-
rience with DVS. Our setup consisted of two Technics SL–
1200MK5 series turntables (one equipped with DiskPlay)
and a standard Gemini BPM–1000 mixing console. After
a brief explanation of the system and importing each DJ’s

9www.mixxx.org
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personal music library into Mixxx, each participant mixed
for 25 minutes with traditional timecode records as control
condition. We then asked participants to take a short break, We evaluated

DiskPlay with four

professional DJs.

and enabled the DiskPlay visualization. Starting with the
augmented turntable, the DJs continued mixing in the ex-
perimental condition for another 30 minutes. Participants
were encouraged to think aloud and mention anything in-
teresting or intriguing. We then let the DJs perform a seek
task to measure the time they took to find a certain point
they selected from one of their records. We repeated the
task three times, with the order of the conditions DiskPlay,
DVS, and By Ear being randomized. After the mixing ses-
sion, we asked participants about anything we had noticed,
along with some general feedback questions about the sys-
tems. In the following, we present our observations and
insights from those semi-structured interviews.

Figure 3.7: The DiskPlay test setup with the augmented
turntable on the left and the traditional timecode vinyl on
the right. The projector (not in the picture) is above the left
turntable (Taken from [Heller, Borchers, 2012]).

The number of attention switches between the computer
screen and the turntable largely differed between the par-
ticipants and ranged from heavy usage to using the dis-
play only for selecting a new track. The usage of the com-
puter screen was not related to the amount of time that
the DJs had been working with vinyl records. DJ1, who
had worked with turntables for eight years, but of which
only half a year with timecode vinyls, made heavy use of
the software and its visual aids whereas DJ3, who had five
years of experience with turntables and three of them with
DVSs barely used the computer display at all.
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Without DiskPlay, all participants used the computer dis-
play to orient themselves in the track structure and to see
how long a track still had to play. This changed with
DiskPlay. DJ2 only used the computer to load the next
track, then solely worked with the turntables and the mixer.
DJ1 and DJ4 used the cue point functionality to mark the
beginning of the part of the song they wanted to use. Some
tracks contain long intros that DJs often skip, at least while
beatmatching the tracks, as these intros mostly contain only
light rhythmic cues. DJ1 also used the cue point visualiza-
tion for coarse in-track navigation, but then reverted back
to the computer display. He explained that he could not hit
the exact groove of the cue point and did not know if he
had to spin the record one, two, or three times to reach the
cue point. DJ3 looked at the computer very often, with and
without DiskPlay. When asked why, he explained “I often
look to the display, no matter if I want to gain information from
it or not. It’s a habit”. The most important aspect, the visual-
ization of start and end of a track, was very well received.
As DJ1 stated, “the most embarrassing thing that can happen to
a DJ is that the song is over without him noticing it and there-
fore has no time to create a smooth transition by beatmatching”.
This happened to one of our participants during the accom-Participants received

the system very well. modation phase of the test. To prevent such mistakes, DJ3
asked for a functionality that alerts him of the upcoming
end of the track “something flashing would be nice”. Three
of our participants suggested adding an absolute time dis-
play onto the turntable, and two asked for a BPM indicator.
All participants liked the simplicity and intuitiveness of the
augmentation. DJ4, who was more into scratching than the
other participants, mentioned the cue point functionality
as a good replacement for the labeling technique used by
scratch DJs.

Taking into account the small number of participants, the
results from the seek task only reveal a general trend. The
time from lifting the tonearm until reaching the designated
point in the track was, not surprisingly, longest when per-
formed By Ear (M=19.3s, SD=9.4), even though the test was
performed with records from the participant’s personal col-
lection. Using the DVS only was slightly faster (M=11s,
SD=4.7) then with DiskPlay (M=13.3, SD=10.3). A repeated
measures ANOVA on log-transformed task completion
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time with user as random factor found no significant ef-
fect of CONDITION on task completion time (F(2,24)=3.217,
p=0.0578). The slightly higher seek times for DiskPlay
can be explained by the low resolution of the projection,
which makes it difficult to hit the exact groove, compared
to the high resolution of the various information displays
on the computer screen, i.e., waveform, track overview, cue
points, and precise timing information.

3.4 Integration Into a Commercial DVS

Although the development of the first implementation was
easy thanks to the open Mixxx platform, we noticed two
drawbacks of this implementation. First, the tracking al-
gorithms used to decode the timecode in commercial DVS
software work much better, especially at low rotational
speed of the record. Second, the participants of our study
had to adapt to a new user interface, which, although very
similar to the commercial ones, might influence their per-
ception of the system. To avoid switching

host software, we

integrated DiskPlay

into a commercial

DVS.

We took these issues as starting point for our next itera-
tion which should not only be an implementation of the
existing features in a new host software, but extend the vi-
sualization with details that participants of our first study
requested.

Waveform Display We added a semitransparent white
waveform laying on the top layer and positioned at the half
radial distance from the outside of the record to the label
(Figure 3.8). The waveform graphically represents the au- The second DiskPlay

iteration visualizes

the track waveform.

dio content of one revolution of the timecode record and
is presented using a circular conveyor belt metaphor. The
visualized section is synchronized with the playback po-
sition which makes the waveform appear to stick to the
record, meaning that a peak on the waveform corresponds
to a peak in the audio signal when it passes the stylus. To
have a maximum of the waveform visible on the record, it
appears/disappears opposite of the stylus.
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Figure 3.8: Visualization in the second iteration of DiskPlay.
In addition to the features of the first version, we added a
waveform display for precise navigation.

Cue points As in the first iteration, the cue points are vi-
sualized as small dots, color coded as in the DVS software.
Again, a black concentric circle, the orbit, serves as hint
where to place the stylus to quickly navigate to that cue
point. To compensate for the problem that the resolution of
the projector is too low to render a line that matches a single
groove on the record and thus it is hard to hit the cue point
exactly, we added an animation that helps decide whether
you have to rotate the record clock- or counter-clockwise
to reach that cue point. When the playback is closer than
8 s to the cue point, a rectangle and a bar appear next to
the stylus (Figure 3.9a). The horizontal bar indicates theWe integrated a

visualization

supporting

navigation to a

specific cue point.

time to the cue point in both directions and the direction in
which to rotate. The bar length decreases when approach-
ing the cue point (Figure 3.9b) and increases after passing
the cue point (Figure 3.9d). When the cue point is hit, the
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outline of the rectangle is thickened as visual feedback (see
Figure 3.9c).

a) b) c) d)

Figure 3.9: Detailed view of the visualization passing a cue point. The horizontal
bar shows the time to the cue point (a) and the direction in which to rotate to reach
it (b,d). The rectangle’s outline is stroked when the cue point is reached (c). (Taken
from [Burger, 2013])

End-of-Track warning As requested by some of the par-
ticipants in the first study, the record flashes red when the
track is closer than 30 s to the end, similar to the visualiza-
tions in the DVS.

3.4.1 Technical Setup

The goal of the second iteration was to integrate the
DiskPlay visualization into a commercial DVS software
to make use of the advanced tracking algorithms. Un-
fortunately, neither Traktor Scratch nor Scratch Live pro-
vide an SDK for such extensions. Traktor Scratch provides
many MIDI input and output capabilities, but transform-
ing them into information that we could use is tedious
and error prone. Scratch Live can be extended with the
Serato Video10 plugin, initially designed to enable VJs to
use turntables as controllers for their artistic performance.
As such, it supports standard video file formats, with We hooked into a

VJing plugin to get

the timing

information.

the speciality that the Mac version also supports Quartz
Composer11 patches. Quartz Composer (QC) is a visual
programming language designed to quickly create anima-
tions such as iTunes visualizations or screen savers. These
patches are very popular among the VJ community to cre-
ate interactive visualizations, which is why Serato Video

10serato.com/video
11developer.apple.com
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provides QC with detailed track and precise timing infor-
mation. The visualization we wanted to create, however,
was too complex to be realized with a QC patch, so we de-
cided to stream the data to an external application using a
UDP network connection. This separate application gath-
ers all required information and renders the visualization
on the disk. The information about the cue points, unfor-
tunately, is not available through this path so we use on-
screen OCR on the Serato Scratch Live interface to collect
the according timestamps. A detailed description of the
OCR algorithm can be found in [Burger, 2013].

3.4.2 Evaluation: Acceptance

We conducted an online survey to gauge the acceptance of
a tool like DiskPlay in the DJ community. Especially in
the slightly competitive scratch DJ community, the use of
such a setup might be considered cheating. We compiled a
package with the software and detailed explanations how
to set up the system. We published the link to the survey
and the software in a series of popular DJ forums and got
20 valid responses in total. The respondents had an aver-
age experience as DJ of 9 years (SD=6) and on average 4
years (SD=3) of experience with digital vinyl systems. Most
used Scratch Live or Traktor Scratch, only one worked ex-
clusively with a different software. Navigation within a
track with timecode records was not perceived as being
more complicated than with traditional vinyl (Mdn=3 on
a 5-point Likert scale, IQR=2), but 75% of the respondents
felt bothered by having to look back and forth between
computer screen and turntable (Mdn=4, IQR=1, 5 being
“strongly agree”). 70% of the respondents regularly used
cue points to find certain positions in a track, and mostly
1-2 cue points are set per track.

When asked if systems like this should not be used, the par-
ticipants strongly disagreed (Mdn=1, IQR=2), which sug-
gests a high acceptance. Most of the participants wouldAcceptance within

the DJ community is

high.

feel comfortable to perform with a system like DiskPlay
(Mdn=4, IQR=2, 90% approval). One of the major concerns
that the respondents mentioned is the installation of one or
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two projectors above the turntables. This is of course a lim-
itation of the current prototype and the hardware would
need to be ruggedized to be transportable to a nightclub,
but for our research purposes it is a feasible solution. The
system could also be part of the fixed installation in the DJ
booth of a club, like the remaining equipment already is.

3.4.3 Evaluation: Mixing Task

To evaluate the use of our system in practice, we conducted
mixing sessions with four professional DJs with two to
25 years of experience. We let the DJs perform a mixing
task between different tracks with traditional vinyl, using
Scratch Live, and with our system. We set up two Technics
SL-1200 MK5 series turntables and a standard DJ mixer,
along with Serato Scratch Live running on a laptop next
to the turntables. The projector was mounted above the
left turntable only. To ensure this would not affect obser-
vations, we asked the participants if they noticed any pref-
erence in the direction of mixing, but none reported such
observations. The sessions were recorded by two cameras,
one capturing the two turntables and the mixer, the other
one was mounted above the computer screen to see where
the DJ was looking.

All DJs took advantage of DiskPlay’s waveform visual-
ization. They used it to cue up beats and especially to
find the start of the song. While initially, participants re-
lied on the waveform display of the DVS software on the
computer screen, this changed once the participants famil-
iarized themselves with DiskPlay and started trusting the
waveform as a high detail navigational tool. DJ3 and DJ4
additionally used it to pinpoint the exact beat when nav-
igating to a cue point. Although one of the participants
stated to not like to use visual aids, he started using the
waveform actively after a short while.

We could not verify our expectation that visualizing track In our lab study, no

difference in attention

to the laptop could

be observed.

information counters the “Serato face” problem. The num-
ber of attention switches between turntable and computer
screen did not differ in the different conditions, however,
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they vary greatly between participants. One DJ even stared
at the computer screen when he was mixing with tradi-
tional vinyl, and the DVS did not show anything meaning-
ful. The participants described this as a habit, which is con-
sistent with previous evaluations [Heller, Borchers, 2012].

To achieve their sophisticated skills, DJs often restrict their
equipment to a small set of hardware that they know re-
ally well. A new component probably needs some time to
be fully integrated into the performance, which is why we
suggest a long-term study to evaluate the changes in be-
havior.

We observed that two of the DJs used the headphones only
for a last check or not at all, mixing purely with visual feed-
back from the DVS. Our system is very well suited for this
kind of mixing, since finding a beat or a cue point is sup-
ported visually directly on the turntable.Overall, DiskPlay
is a tool to provide an overview of the track structure, and
as such, does not speed up the time to beatmatch two songs.
To support this aspect, the visualization would need to
have a BPM indicator, similar to the UI of the DVS, but this
would add features that are not part of the traditional vinyl
record.

3.4.4 Feedback

In both the online survey and after the mixing sessions,
participants were asked for feedback about the system and
how to improve it. The overall feedback was very positive
to enthusiastic. During the survey we got responses such
as “everything...perfect idea and this would help DJs a lot” or
”the idea is really top and thought through! thumbs up!”. In the
interview after the mixing sessions, three participants men-
tioned being bothered by the focus switches when using a
DVS. One said “It’s about time that someone does something
about this. It has been bothering me since I bought my DVS”,
and added that he liked the idea of having “the visualiza-
tion right where he is working”. DJ1 caught himself looking
at the computer screen even if he did not have to, which he
commented with “Although I could easily use the wave-
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form on the record, I am still looking at the waveform of
Scratch Live”. On the same issue, DJ2 mentioned “I think
it’s a habit that I continue to look at the screen”.

3.5 Changing the Spectator Experience

One very interesting aspect was brought up by a partici-
pant of the first study: “Most people in the audience don’t know
what the DJ is actually doing during his performance. It would be
nice if the visualization could give the people an understanding
of the DJ’s job”. Electronic music performances in general
struggle with the fact that small changes on the tiny knobs
of a filter bank can have a huge impact on the sound, but
that the audience does not necessarily perceive a physical
motion of the artist as correlated to a change in sound [Bell,
2010]. Especially the use of the laptop-turntable combina-
tion seems to be hard to understand for the audience, as
the DJ could just be playing some prepared mix and work-
ing on something else. One of the participants mentioned Electronic music

performances are

intransparent to the

audience.

that a spectator had once asked him if he was checking his
email while playing a set. This lack of communication is
crucial, because “watching the motions of the DJ during
the performance can be almost as exciting as listening to
the music being played” [Beamish, 2001]. As described in
[Hook et al., 2011], the audience does not need to actually
understand what is happening on stage, but they should
be “seeing you on stage performing, and get a sense that
something special is happening”.

Spectator experience can be classified along two axes
[Reeves et al., 2005] that describe how manipulation of
a system in public and its effects both range from hidden
to amplified. The activity in the DJ booth can be classi-
fied as partially hidden, as at least some of the manipula-
tion is visible. With DiskPlay, this is leveraged to visible DiskPlay makes the

DJ’s actions visible.since it becomes easier to get a grip on what the DJ actu-
ally does. With an additional mirroring display, “DiskPlay
could become an explicit part of the DJ’s performance” and
its visual appeal, as suggested during the interviews of our
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first study. Tools like the Emulator Elite12 or the similar
Waves VJ interface [Hook, Olivier, 2010] make the perfor-
mance transparent by showing the artist’s workbench to
the crowd. With the same goal Rouages [Berthaut et al.,
2013] abstracts the internals of electronic music setups and
provides compelling visualizations. In contrast to the two
former interfaces, this visualization does not represent the
actual technology, but the visualizations can be simplified,
abstract, or even artistic. Turntables are essentially music
playback devices, so understanding their working princi-
ple is very easy. However, understanding what a DJ does
with it is difficult, since a lot of the magic happens, un-
heard by the audience, in the headphones of the DJ. The
Cubic Crossfader, a bluetooth enabled tangible control part
of the ColorDex system [Villar et al., 2007], allows the DJ
to move around and thereby get more engaged with the
crowd. However, its gesture-based interaction design does
not support the visibility of the DJs work. A visualization
like the one presented in this chapter, again, makes the per-
formance more transparent and might support the interac-
tion between crowd and artist.

3.6 Future Directions

With the integration of sample players in the DVS software
(called Remix Decks in Traktor or SP-6 Sample Player in
Scratch Live), which can be triggered by standard MIDI
controllers, the barriers between the performance as a DJ
and as an electronic music live act blur. A controller like the
Novation Dicer13, today, is a common add-on to the tradi-
tional setup of two turntables and a mixer. The Reloop RP-
800014 turntable even has the controller already integrated.
This evolution represent a shift, moving the turntable fromWe could integrate

the display directly

into the turntable.

a pure playback device more towards being a controller.
With the adoption of new technology, we imagine the dis-
play becoming an integral part of the turntable, making the
additional top-projector obsolete and having a single, ro-

12smithsonmartin.com
13novationmusic.de
14reloop.com
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Figure 3.10: Left: The Novation Dicer MIDI controller for DVS (Image curtesy of
Focusrite). b) The Reloop RP-8000 turntable with integrated buttons to control the
host DVS software (Image by Reloop)

bust piece of hardware. This would also simplify the setup,
which participants of our second study feared to be com-
plicated and, therefore, would prefer the system to be pre-
installed in a club.

The visualization we presented in this paper can also be
transferred to CD players or DJ controllers. These MIDI
controllers, potentially with motorized platters like Nu-
mark’s NS7II15, essentially have the same problem of sepa-
rating visualization and control. Augmenting these with
an additional display in the jog wheels (similar to Pio-
neer’s CDJs16) would make these even more powerful. The
handling would still be different than a real turntable, but
could fit the personal preference of some DJs.

15numark.com
16pioneerdj.com
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3.7 Conclusions

To study the extension of the visual output bandwidth, we
built upon a system which already has a high haptic in-
put bandwidth: the DJ turntable. Digital vinyl systems
took the effort to lift the analog turntable into the digi-
tal age because of its unreached haptic input capabilities.
While having the advantage of running on an unmodified
turntable, these systems reduce the visual output band-
width of the medium itself. Visual cues present on tra-We visualized cues

that were present on

traditional records,

but were lost during

digitalization.

ditional vinyl records that helped navigate within a song
were lost, as timecode records have become generic con-
trollers for nearly random MP3 files. The software interface
on screen shows all information visible on the traditional
record and even more, but the visualization is spatially sep-
arated from the haptic interaction. This means that the DJWe increased the

visual interaction

bandwidth to have

haptic input and

visual output

co-located in a single

device.

has to split attention between the turntable and the com-
puter. To create an embodied interface, we increased the vi-
sual interaction bandwidth of the combined turntable and
DVS record, to show the required information at the actual
location of attention and interaction.

We published the software online along with a question-
naire regarding the acceptance of such a system within the
DJ community and conducted two lab-studies with profes-
sional DJs. While we achieved our initial goal to merge
haptic manipulation and visual output back into one de-
vice, we could not observe a significant decrease of glances
at the computer screen. This is probably due to our lab
setup in a quiet room where there was not much to see,
which is quite different from the environment of a DJ booth.
The overall feedback of our test DJs is very positive and in
the same line with the results of our acceptance study. From
feedback and observations during our studies we discov-
ered that such an additional visualization potentially im-
proves the spectator experience by reaching a higher trans-
parency of what the DJ actually does behind the decks.

After having covered the visual and haptic modalities, the
next chapter will handle the auditory channel and how we
can use modern rendering technology to create environ-
ments with variable spatial arrangement of sound sources.
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Chapter 4

Audio Augmented
Environments

4.1 Introduction

The last of the three modalities we consider in this thesis is
the auditory one. While we increased the haptic and visual
bandwidth to enhance the interaction with audio, in this
chapter we will rethink the presentation of audio to lever-
age our spatial hearing capabilities. We increase the infor-
mation bandwidth in the audio output stream perceived by
the user by adding spatial components to the recorded au-
dio sources. At the same time, we increase the haptic input
bandwidth to be able to control the playback parameters of
this augmented auditory display in a natural way.

In everyday life, we are surrounded by rich soundscapes

Publications: The work in this chapter was published as Work-in-Progress at
CHI’09 [Heller et al., 2009] and at MobileHCI’14 [Heller, Borchers, 2014a], as full-
paper at CHI’14 [Heller et al., 2014b] and as Note at CHI’15 [Heller, Borchers, 2015]
and MobileHCI’16 [Heller et al., 2016]. For all these publications the author of
this thesis was the main author and performed the data analysis. Thomas Knott
[Knott, 2009], Aaron Krämer [Krämer, 2014], and Jayan Jevanesan [Jevanesan, 2015]
worked on this project as part of their Diploma or Bachelor theses under the super-
vision of the author of this thesis.
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with sounds coming from different sources at different po-
sitions. Our ears and auditory perception use the spatial
nature of sound to help us locate these sources and to dis-
criminate between them, for example to focus on a conver-
sation in a noisy environment (known as the cocktail party
effect) [Arons, 1992]. Compared to this rich auditory en-
vironment, our everyday listening experience of recorded
music is a purely passive activity. In common stereo record-
ings the position of the sound sources is encoded by differ-
ent volume levels for the left and the right ear. When lis-
tening to these recordings via headphones, the sources are
perceived as to be in the head, and not around them, which
is called a lack of externalization. No sensor input is used to
make the audio output react to actions of the listener. UsingWhen listening to

common stereo

recordings, the

relative position of

the instruments is

fixed.

special recording equipment such as a dummy head which
mimics the human body and its characteristics influencing
sound perception, we can record audio in a way that dur-
ing playback, the sources are perceived at their relative po-
sition to the dummy head. This so called binaural record-
ing creates the impression that the listener is sitting at the
same position as the dummy head and provides a static
image of the spatial layout of the sources. Even though
this technique only uses two separate audio channels, the
placement of the microphones in the modeled ears of the
dummy head results in the encoding of the spatial impres-
sion into the recording [Vorländer, 2007]. The parameters
of the listener’s head and torso that create this spatial im-
pression are summarized in the head related transfer func-
tion (HRTF), which is individual to every human. If weWhen listening

through headphones,

HRTFs can create

the impression of

sound emanating

from a source in the

physical space.

apply this individual HRTF to a piece of recorded audio,
we create the impression that the sound emanates from a
location in the physical space. While some years ago, ap-
plying an HRTF required specialized DSPs, the processing
power of today’s smartphones is sufficient to process sev-
eral sources in parallel [Sander et al., 2012]. In combination
with motion tracking of the listener’s head and body, this
technology is used to create audio augmented reality ex-
periences in which virtual sources are perceived to be at
fixed points in the physical space. We use this technology
to create an engaging experience and take advantage of our
natural spatial perception of sound.
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4.2 Foundations of Spatial Hearing

Before we dive into the interaction with audio augmented
reality systems, we will first review the foundations of
spatial hearing and the methods available to create a spa-
tial impression of a prerecorded sound. While the ba-
sic cues for sound localization in the horizontal plane
have been discovered over a hundred years ago [Rayleigh
O.M. Pres. R.S., 1907], the details of a perfect spatialization
have only been discovered around 1982 [Shaw, 1982].

On the way from their source to the ears of the listener,
the sound waves are subject to reflection and diffraction,
not only by the space they are moving in, but also on the
head and torso of the listener. In this thesis, we will re-
strict ourselves to the factors related to the listener, and
leave the influence of the room aside, although room acous-
tics are also part of the human sound localization process
[Kohlrausch et al., 2013]. The distortion of a sound wave on Several physical

factors account for

our spatial hearing.

the body depends on the direction the sound comes from as
it reaches the ears at different times and amplitudes. For ex-
ample, if a sound comes from the left, the waves will reach
the left ear before the right ear (interaural time difference
(ITD)) since they have to travel a longer path, and they will
be dampened resulting in a smaller amplitude (interaural
level difference (ILD)) and shifted frequency distribution
on the right ear.

Figure 4.1: Interaural Time and Level Difference.

Localization in the horizontal plane is mostly performed The interaural level

difference is the main

cue for horizontal

localization.

with these two cues, with the level difference being the
more important one since time differences can result in am-
biguities in phase shifting for frequencies of approximately
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1.3 kHz and higher [Middlebrooks, Green, 1991]. The sim-
plest form of spatial audio rendering is thus plain stereo
panning, which is already sufficient to give a sense of di-
rection to a virtual sound source. For the localization of
sounds in the median plane other features have to be taken
into account as changes in elevation of a source do not re-
sult in significant changes of phase or amplitude. These
monoaural features are mostly distortions created by the
pinna (the outer ear) and are thus not easily replicable since
this information is individual to every human.

4.2.1 Head Related Transfer Functions

The head-related transfer function (HRTF) is a description
of monoaural and binaural cues encoded in the audio sig-
nal when it reaches the eardrum. The technical background
on HRTFs is explained in detail in, e.g., [Blauert, 1996;
Vorländer, 2007]. Basically, an HRTF database consists of
a series of recordings of sound arriving at the eardrum
from different defined positions. Usually, a loudspeaker is
fixed on a boom and moved around the head in discrete
steps (e.g., 1◦, 5◦, 15◦) playing small bursts of noise-like
signals. The microphones are either placed at the position
of the eardrums in a dummy head for a generalized HRTF
[Vorländer, 2007], or small microphones are placed into the
ear canal of a human listener to record her individual HRTF
[Wightman, Kistler, 1989]. Eventually, the HRTF database
contains the recorded distortion of a sound wave for a num-
ber of azimuth and possibly elevation angles. ApplyingLocalization

accuracy with one’s

individual HRTF is as

good as in real

spatial hearing.

this same distortion to a prerecorded single-channel au-
dio signal and presenting it over headphones results in the
sound being perceived as coming from the direction the
HRTF was recorded for. In contrast to simple stereo pan-
ning, this technology has the advantage to result in a better
externalization, i.e., the sound is perceived to come from a
location outside the head.
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Figure 4.2: The head-related transfer function (HRTF) is a
description of monoaural and binaural cues encoded in the
audio signal when it reaches the eardrum.

Localization Accuracy

The localization performance with an individual HRTF is as
good as in real world spatial hearing [Wenzel et al., 1993],
but it only considers listener-related factors. Localizing
sounds in an anechoic room feels as unnatural as a sim-
ulation without room acoustics which should be included
for a perfect experience. The just noticeable difference be-
tween two signals is smallest in frontal direction. As an ap- Measuring individual

HRTFs is tedious,

that’s why we

commonly use

generalized HRTFs.

proximation, human sound localization accuracy is in the
order of 1◦for sources directly in front, around 10◦for sig-
nals coming from left or right, and 5◦for sources in the back.
[Vorländer, 2007].

If a visual stimuli is present along with the auditory one,
our perception tends to fuse these and the perceived loca-
tion of the sound source snaps to the visual stimuli, the so
called ventriloquist effect. Under optimal rendering condi-
tions, this is true for a localization blur of about 10◦, but
can be present for up to 60◦offset with very simple render-
ing algorithms [Alais, Burr, 2004].
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4.2.2 Audio Augmented Reality

Audio augmented reality (AAR), similar to its more promi-
nent visual counterpart [Mackay, 1998], lets the user expe-
rience a tightly coupled integration of virtual elements em-
bedded in the real world. AAR uses spatial audio rendering
and combines it with tracking of the user’s motion to create
the impression that virtual sound sources are at a fixed po-
sition in the physical space. Applications of this technology
include auditory navigation systems [Holland et al., 2002;
Stahl, 2007], interactive experiences [Terrenghi, Zimmer-
mann, 2004; Vazquez-Alvarez et al., 2012; Heller, 2014], au-
ditory menus [Marentakis, Brewster, 2006; Kajastila, Lokki,
2010], and games [Paterson et al., 2010].

The different applications assign different priorities to cer-
tain aspects of the simulation. For an outdoor navigation
tool, realism is not a primary concern, instead it is sufficient
to give the user a sense of orientation. AudioGPS [Holland
et al., 2002], for example, only uses simple stereo panning
and a harpsichord timbre for sources in front of the user,
and a trombone timbre for sources in the back. Distance isSpatial audio

rendering has been

evaluated as

navigation system.

mapped using a Geiger-counter metaphor, with only few
sounds emitted when the user is far from a waypoint and
many, more frequent sounds emitted when the user is close
to a waypoint. The transition to interactive experiences is
quite fluent, as a navigation system can create a more en-
gaging soundscape to give the user a sense of place. The
Roaring Navigator [Stahl, 2007], an AAR guide for a zoo,
still uses stereo panning for orientation and source vol-
ume as distance cue, but instead of an unrelated beacon
sound, it uses sounds of the animals in their respective en-
closure. A Sound Garden [Vazquez-Alvarez et al., 2012] is
a more exploratory experience, where the points of inter-
est not only have a beacon sound attached, but also pro-
vide some additional information when the listener comes
close. While successful navigation is possible with simple
algorithms and coarse tracking [Mariette, 2010], simple al-
gorithms require a considerable angular distance between
two possible sound sources to be matched correctly [Heller,
Borchers, 2015]. Similar to the sound garden, audio aug-
mented reality can be used to create an immersive experi-



4.3 Related Work 81

ence in museums. However, if we want to attach the virtual
sound sources to smaller physical objects, like paintings,
both sensing and rendering have to provide a much higher
accuracy to be able to differentiate between the sources re-
liably. First, we need a rendering with a higher horizontal Spatial audio

rendering can be

used to create

engaging

experiences.

resolution, and since better algorithms are subject to larger
interference through tracking latency [Mariette, 2010], we
also need a fast orientation and position tracking. With the
according technology, AAR can make paintings tell the vis-
itor their own story [Terrenghi, Zimmermann, 2004].

Despite its unique features, audio augmented reality is still
far away from broad dissemination, which is mostly due to
the required sensors. To create a realistic experience, sens-
ing and rendering should of course be state of the art, which
is feasible in a lab setting using optical tracking systems and
complex rendering algorithms. If we want to make AAR ac- The hardware

required for a spatial

audio experience

hinder a broader

dissemination of the

technology.

cessible to a broader public, we have to rely on sensors and
algorithms that are easily available. The question that we
want to answer in this chapter is, if this reduction in track-
ing and rendering quality actually affects the users’ experi-
ence, or if most of it remains unnoticed.

In the remainder of this chapter, we will summarize related
work on audio augmented reality and then focus on sens-
ing and rendering parameters and their influence on the
interaction with virtual audio spaces.

4.3 Related Work

Interacting with virtual audio spaces is actually quite com-
plex as it is influenced by many sources of imprecision
which might result in a suboptimal experience.

Loomis [Loomis et al., 1990] and Mariette [Mariette, 2010]
analyzed the paths and head orientation of people walking
towards virtual sound sources. Results show that in the
case of a large space, users do an initial, large head turn to
get an estimate of the direction, followed by smaller move-
ments to stay on the path towards the source.
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The type of beacon sound has an impact on the localization
performance in AAR. Speech sounds are harder to localize
than non-speech sounds [Walker, Lindsay, 2006], which is
unfortunate for applications such as museums. While most
lab-experiments are conducted with white noise as beacons
sound, this is not feasible for a real-world application. Al-
ternatives like a single pure tone or a sonar ping sound
seem more appropriate and experiments show that these
are preferred over speech beacons [Tran et al., 2000]. TheSpeech sounds are

harder to localize

than non-speech

beacons.

ping sound has the disadvantage that in only allows local-
ization in bursts, which results in a longer task completion
time.

Marentakis et al. [2006] evaluated pointing as an interac-
tion technique in virtual audio spaces. While walking,
participants experienced a sound coming from somewhere
around them and had to point to that source. Whenever the
heading of the pointing gesture was within a certain angle
from the actual position of the source, a feedback sound
was presented to facilitate the task. Results show that thisIt is possible to

interact with the

virtual audio space

using a pointing

device.

technique is feasible to interact with virtual audio spaces,
e.g., auditory menus where the items are arranged spatially
around the head [Kajastila, Lokki, 2010]. While the interac-
tion proposed in section 4.6 is similar, we do not focus on
selecting a certain sound source, but want to create an au-
ditory image of the source positions for navigation.

Our inspiration: the Corona audio space Our test case
is an audio augmented reality experience deployed in the
Coronation Hall (Figure 4.3) of the historic city hall in
Aachen, Germany. This room was the location of corona-
tion feasts for important emperors in medieval Europe, in-
cluding Charlemagne. Of these festivities no apparent vi-
sual traces remain except for a series of coats of arms en-
graved in the pavement. To bring back the atmosphere of
such festivities, we created an audio space that depicts the
well-documented coronation feast of Charles V. from 1520.
Virtual characters discuss different aspects of the ceremony,Corona re-creates a

medieval coronation

ceremony.

providing the visitor with insights in a more personal man-
ner: Maids discuss the order of the dishes, characters at
the window describe the festivities for the common peo-
ple they are watching, and clerics and the king discuss the
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Figure 4.3: The historic Coronation Hall where the Corona
virtual audio space is deployed (Taken from [Heller et al.,
2014b]).

perils of the Black Death. Since the sound sources are not
connected to concrete physical objects but to meaningful lo-
cations, we consider this an augmented environment. The
CORONA audio space combines the atmosphere of a me-
dieval coronation feast with educational content into an ex-
perience of serendipitous discovery.

4.4 Orientation Measurement in Audio

Augmented Reality

In this first section we will analyze how users orient to-
wards sound sources with natural spatial hearing and with
headphones using a spatial audio rendering. Since it is
possible to render high quality spatial audio on a mod-
ern smartphone [Sander et al., 2012], our focus lies more
on reducing the sensor hardware complexity. The goal of
this first experiment was to determine if there is a signifi-
cant difference between the orientation of the head, body,
and device when moving towards a sound source. This
should give us an indicator where to place the compass
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Figure 4.4: The three different reference systems for ori-
entation measurement we compared in this experiment
(Adapted from [Heller et al., 2014b]).

when designing a AAR application. Since nearly everyCan we use the

smartphone

compass to measure

orientation?

current smartphone has an integrated digital compass, us-
ing device orientation is very easy. If the display is not
used, measuring body orientation can be achieved by at-
taching the smartphone such that it rotates with the torso
(e.g., through a lanyard), whereas using head orientation
requires additional hardware like, for example, the Intelli-
gent Headset1.

Technical Setup

To compare the behavior of real spatial hearing with the
orientation in a virtual audio space, we created the follow-
ing experimental setup. We placed 24 Wavemaster Mobi
loudspeakers at 15◦ intervals in a circle with 4 m diameter.
The loudspeakers are designed to stand upwards and emit

1intelligentheadset.com
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Figure 4.5: The experimental setup with 24 sound sources
placed at 15◦intervals (Taken from [Heller et al., 2014b]).

sound in an omnidirectional pattern, which is how sound
sources are modeled in our virtual audio space. We placed
the loudspeakers at roughly head height (140 cm) above
ground to reduce the impact of elevation angle on the lo-
calization. The audio output of the smartphone was con-
nected to the loudspeakers via a cable hanging from the
ceiling. The cable was attached to the user’s waist to avoid
pulling forces on the device and to keep users from stum-
bling over it.

To quantify the influence of smartphone-based spatial au-
dio rendering, we created a virtual audio space that repre-
sented this same setup. Positional tracking was performed
with a Vicon optical tracking system with an update rate of
100 Hz. Spatial rendering was done on an Apple iPhone
4S running iOS 5.1.1 using the OpenAL library and pre-
sented using AKG K-512 headphones. The headphones fit
firmly and have a supple cable so as to reduce the impact
on the amount of head turning. Since we needed the opti- We used a

smartphone as

rendering platform.

cal tracking markers for the head in both conditions, par-
ticipants had to wear a headband during the loudspeaker
trials, which balances this influencing factor. While state of
the art spatial audio rendering technology achieves aston-



86 4 Audio Augmented Environments

ishing results2, the auralization results of this framework
are less realistic. We decided to use this one, as it is a rep-
resentative for a variety of spatial audio rendering frame-
works available for mobile phones, comparable to, e.g., the
AM3D Framework3 used in [Marentakis, Brewster, 2006]
or the Java Advanced Multimedia Supplements used by
Vazquez-Alvarez et al. [2012]. We used the OpenAL ex-

Figure 4.6: Our improvement of the available spatial audio
rendering. To reduce front/back confusion, a low pass filter
is applied to sources in the back of the listener. The inten-
sity of the filter is interpolated linearly from 0 dB at 90◦ to
-36 dB at 180◦ (Taken from [Heller et al., 2014b]).

We applied a

low-pass filter to

create a muffled

impression for

sources in the back

of the listener.

tension ALC EXT MAC OSX which provides a better spatial-
ization based on a spherical head model and including the
following filter factors: interaural level difference, iterau-
ral time difference, head filtering, and frequency dependent
distance filtering. To improve the perception of sources that
are behind the head we used the ALC EXT ASA extension
that enables additional effects, such as reverb, obstruction
and occlusion. As the rendering suffers from front-back
confusion, which is a common problem in spatial audio
rendering [Middlebrooks, Green, 1991], we added a low-
pass filter that muffles the sounds that are behind the lis-
tener.

The low-pass filter intensity is interpolated linearly be-

2Virtual Barber Shop: http://youtu.be/IUDTlvagjJA
3www.am3d.com
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tween 0 dB and 36 dB for sources with an azimuth angle
between 90◦ and 180◦ (Figure 4.6). For the reverb, we used
the medium room preset which best matched our impres-
sion of the physical room’s characteristics. We also tuned
the audio rendering parameters to make the scene sound
as similar as possible in both conditions.

No delay of location or orientation measurement was per-
ceived. With a specified latency of 2.5 ms of the Vicon
Tracker and an average round trip time for the WiFi con-
nection of 4.7 ms, we are below the limit of 376 ms total
system latency defined in [Mariette, 2010] and the 80 ms
head tracker latency defined in [Brungart et al., 2005].

4.4.1 Conditions & Methodology

Since related research indicates that there are performance
differences in the localization of different source sound
types [Tran et al., 2000; Walker, Lindsay, 2006], we decided
to use a non-speech sound and a speech sample. As a non- We used a drum

sound and a speech

sample as beacon

sounds.

speech sound, we chose a drum sample that covers a large
frequency range (Figure 4.7) and is repeated every second.
The repetition rate was chosen based on the recommenda-
tions in [Tran et al., 2000]. We favored the drum sound
over artificial sounds, e.g., noise or a square waveform, be-
cause it fits the mental model of a sound emerging from
a precise single location. The speech sample is a continu-
ous monologue of a male voice, which is close to our use
case. Together with the two presentation modalities head-
phone and speaker, we have four conditions that were bal-
anced across all participants. Our 24 participants, 3 female,
age 19-53 (average 26), mostly had no prior experience with
spatial audio and did not report any known hearing prob-
lems. The position of the sound source was randomized,
such that each participant had to navigate to each of the 24
sources under every condition.

We recorded the position of the head as well as head, body, We logged head

position and head,

body, and device

orientation.

and device orientation. Due to a technical issue, headphone
measurements for source no. 7 were discarded, leaving 23
sources for the evaluation. We did not measure task com-
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Figure 4.7: The frequency spectrum of the non-speech bea-
con sound. We used a drum sample with a broad fre-
quency range as it fits the mental model of a sound that
emanates from one specific location (Taken from [Heller et
al., 2014b]).

pletion time, since this is highly dependent on the source
position (you have to turn around to reach a source in your
back), and it is dependent on the type of beacon sound as
a pulsed signal like the drum only allows localization in
bursts in contrast to a continuous signal.

To be close to our designated use-case in the CORONA au-
dio space, which might be similar to implementations that
use the display to provide additional information, partic-
ipants had to hold a smartphone in their hand. Partici-
pants were instructed to start the task using a button on
the smartphone, go to the sound source currently playing
until it was directly in front of them, and end the task us-
ing the stop button on the device. Participants practiced
all conditions in a 12 trial training session before the actual
experiment.

4.4.2 Results

By looking at the recorded paths of the participants, we can
already see that the rendering has an effect, as the paths
in the speaker condition are much smoother and lead to-
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Figure 4.8: Paths on the way from the start in the center to
the sources on the periphery of the circle. We see that the
paths in the speaker condition are headed more directly to
the source than with virtual audio rendering (Taken from
[Heller et al., 2014b]).

wards the target more directly (Figure 4.8). From the three
orientation measurements head, body, and device, we cal-
culated their relative angles. Following the definition in
[Mariette, 2010], we define head-yaw (θh) as the relative
angle of the head to the body, device-yaw (θd) as the rela-
tive angle between device and body, and head-device-yaw
(θhd) as the relative angle between head and device. We
transformed the values from their reported range of 0◦ to
360◦ to [−180, ..., 180]◦, with 0◦ being the direction of the
user’s torso. We subtracted the initial difference between
head, body, and device measurement at the beginning of
each trial, since this difference is caused by the placement
of the tracking markers.

Most of the time, body and head are aligned, as the means



90 4 Audio Augmented Environments

for θH are close to 0 for both conditions (Headphones: M
= -1.57◦, SD = 15.83, Speaker: M = -2.24◦, SD = 19.98).
The kurtosis4 for the headphone condition is a bit higherMost of the time,

body, head, and

device are aligned.

(Headphones: Kurtosis = 3.08, Loudspeaker: Kurtosis =
2.21), which indicates that the participants turned their
head less in the headphone condition. Although the head-
phone we used has a comparably long and flexible cable,
we cannot totally exclude this as an influencing factor on
the amount and range of head rotations. Overall, body
and device are aligned most of the time, since we have
M = −0.18◦, SD = 8.62◦, Kurtosis = 85.7 with headphones
and M = −0.35◦, SD = 13.05◦, Kurtosis = 5.92 for loud-
speakers.

Since positive and negative angles cancel each other out
when calculating the arithmetic mean, we calculated the
root mean square (RMS) head-yaw and device-yaw de-
viation (θh(RMS) and θd(RMS)), which gives us the average
amount of head and device turns. After performing a log-
transform on the RMS data, a repeated measures ANOVA
revealed a major effect of the used rendering (headphones
or speaker) on θh(RMS) (F(1, 2083) = 132.76, p < .0001).
However, if we take a closer look at the data, we see that theBody and device

orientation can be

assumed equal.

RMS means only differ by about 4◦ (Headphones: MRMS =
13.86◦, SD = 8.05, Loudspeakers: MRMS = 17.75◦, SD =
9.93), which places it in the order of the just noticeable
difference of the rendering. This slight difference is also
noticeable in the head-yaw (θh) distribution. The RMS
means for the angle between head and device (θhd(RMS))
are in the same range as for those between head and body
(Headphones: MRMS = 15.06◦, SD = 9.19, Loudspeakers:
MRMS = 19.73◦, SD = 11.84), which shows that body and
device orientation can be considered equal in this setting.

Not surprisingly, the source position also has a major effect
on θh(RMS) (F(23, 2083) = 22.63, p < .0001). When orienting
towards a source in your back, the amount of head turns
will of course be larger. If we look at the values for the
individual sources however, we cannot attribute this effect
to sources in a specific location.

4Kurtosis is a statistical measure that describes the distribution of data
around the mean. A positive or high kurtosis characterizes a sharp,
peaked distribution.
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Figure 4.9: Mean head-yaw per source. Sources are numbered from 1 to 24 clock-
wise, starting at 12 o’clock. The large deviations at the end come from two users
that took exceptionally long and turned their head extensively at the end of the task
(Adapted from [Heller et al., 2014b]).

4.4.3 Discussion

The head-yaw tracks over time look very similar for both Using device

orientation minimizes

the large initial

head-turn, resulting

in a less natural

interaction.

rendering conditions (Figure 4.9). The high fluctuations at
the end of the tasks are caused by the fact that two par-
ticipants took exceptionally long and turned their head ex-
tensively to discriminate between two possible candidates.
The overall observation is that after a larger initial head-
turn to get an orientation, the head-yaw stays within a
10◦angle to both sides. If we just look at θh(RMS), the mean
value of 14◦is not extensively large, taking into account that
our rendering has a just noticeable difference of about 4◦.
Similar to Fitts’ law tasks, we have a large movement at the
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beginning which is then slowed down to achieve a precise
homing. By using body or device orientation, we risk loos-
ing the large head-turns we see at the beginning of each
trial. This might lead to a seriously degraded sense of pres-
ence in the virtual space as these rotations are necessary to
get the initial orientation. The mean duration of the peaks
exceeding 15◦occurring in the first 4 s of each trial (cf. Fig-
ure 4.10) is 590 ms in the headphone conditions (SD = 750).
This could be considered as an additional head-tracker la-
tency, as the body follows the head with some delay. These
600 ms are too large to stay unnoticed by the user, but com-
pleting navigational tasks is still possible [Mariette, 2010].
Depending on the rendering resolution, technical setup,
and designated use case this might be tolerable.

Figure 4.10: Head-yaw over task time of all users in the
four different conditions. The initial head turn is present in
both conditions (Taken from [Heller et al., 2014b]).

In our setting the device did not show any relevant infor-Do users notice

which compass is

used?

mation, but was used to start and end the trial. Neverthe-
less, all users held it in their hand in front of the body. If
the smartphone is used to display some additional infor-
mation, holding it in this position is further encouraged,
which means that body and device will be aligned most of
the time. Using the device orientation could also allow for
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different interactions with the audio space, such as using it
as a virtual directional microphone (see section 4.6).

4.4.4 Orientation Measurement and Perceived
Presence

Our first experiment showed that to locate and move to-
wards sound sources in the near field, the initial head turn
is a natural behavior, which is not severely influenced by
our rendering algorithm. This initial head turn, however,
makes it difficult to use other sources than head tracking
for orientation measurement. The tracking speed and accu-
racy necessary to measure and analyze this behavior is only
achievable in a lab setting. As many of the existing imple-
mentations are deployed in much larger areas [Stahl, 2007;
Vazquez-Alvarez et al., 2012; Lyons et al., 2000; McGookin,
Priego, 2009], the question remains if the use of a different
device orientation in a larger setting has an influence on
the perceived presence and navigation performance. As in- We evaluated the

impact of the

compass position

used.

dicated in [Vazquez-Alvarez et al., 2012], users might move
slower, enjoy the experience, and pay less attention to the
realism of the installation. To draw the right conclusions
for practical installations from the results of the first study,
we conducted a second experiment in a real-world setting.

Optical tracking is unfeasible for such a scenario, as it re-
quires some kind of marker to be placed on the headphones
and a considerable amount of cameras to cover large areas.
GPS and magnetometers are less precise and may introduce
higher latency and larger error to the measurements fed
into the rendering algorithm, which might have an influ-
ence on the perceived presence.

To account for these different types of installations, we con-
ducted a second experiment using sensors appropriate for
larger implementations.
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Technical Setup

Since optical tracking is not feasible for large areas such as
the Coronation Hall (45×20 m), we used a Ubisense RTLS5

with an accuracy of 15 cm in the center of the covered area,
50 cm at the outer borders, and a refresh rate of approxi-
mately 10 Hz. The location measurement has a specified
latency of 234 ms and the WiFi connection used to trans-
mit the location data to the smartphone adds an additional
average latency of 42 ms, which results in a total location
update latency of around 276 ms. The orientation mea-
surement was performed using a tilt-compensated com-
pass HMC6343 with a refresh rate of 10 Hz. Audio render-
ing was performed with the same engine as in the previous
experiment.

4.4.5 Conditions & Methodology

We varied the placement of the compass, which was at-
tached either to the middle of the headstrap of the head-
phones, to the left shoulder, or to the smartphone. To cre-
ate comparable measurements, we used the same chip for
all three measurements even though the smartphone had a
built-in compass. Participants were not told which sensor
placement was actively used in the respective trial.

We created a series of six audio samples enumerating spe-We let participants

navigate through a

virtual audio space to

different sound

sources.

cific classes of objects, i.e., colors, first names, drinks, fruits,
animals and cities, using a text-to-speech system. The par-
ticipants were instructed to walk to the source shown on
the smartphone display using text and an image. Upon
successful arrival at a source, i.e., entering the capture ra-
dius [Mariette, 2010; Walker, Lindsay, 2006] of 2 m, a short
sound sample notified the user. We created three distinct
paths that were randomly assigned to the conditions. We
randomized the sound sample played at a specific source
position on that path and balanced the order of the compass
placement across participants. The measurements recorded
during the experiment include the path taken, the orien-

5www.ubisense.net
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tation of the compass, and the orientation of the smart-
phone compass. After each trial, we asked the participants
to fill out the presence questionnaire proposed in [Witmer,
Singer, 1998], omitting the questions only related to vision
or touch (Figure 4.11). To avoid that participants start to
pay attention to specific details asked for in the question-
naire after the first trial, and thus making the results in-
comparable, they had to read over it before the first trial.
Participants had to walk around through the audio space
to get acquainted to it before the first trial.

4.4.6 Results

We collected data from 9 users, 2 female, age 20-25 (average
24), who all successfully completed the tasks. All questions
were answered on a 7 point Likert scale, with 1 being the
lowest and 7 the highest score. An analysis of the question-
naires showed no substantial difference between the three
different compass placements. Head tracking receives the
best overall scores (Mdn = 5.3, SD = 0.8), but the difference
to device tracking is very small (M = 4.9, SD = 0.5) (cf. Fig-
ure 4.11). Since the perceived presence questionnaire [Wit- No substantial

impact of compass

placement on

perceived presence

was found.

mer, Singer, 1998] is quite long we will only report the most
interesting results. For the question How natural did your in-
teraction with Corona seem?, head and body compass got the
best results with a median score of 6 (head: IQR = 1.75, de-
vice: IQR = 1.0), followed by body tracking (Mdn = 5.0, IQR
= 2). A pairwise Tukey-HSD test showed no significant dif-
ference with the smallest p = 0.27. The responsiveness of
the environment was rated on a similarly high level: head:
Mdn = 6, IQR = 0.75; device: Mdn = 6, IQR = 1; body: Mdn
= 5, IQR = 1.5. The stability of the sources in space was
perceived better in the head (Mdn = 6, IQR = 2) and device
(Mdn = 6, IQR = 1.5) conditions than with body orientation
(Mdn = 5, IQR = 3). For this question, the difference be-
tween head and body tracking is marginally significant with
p = 0.06. The participants adjusted quickly to the virtual
environment experience, again, with a slight but not signif-
icant advantage for head tracking. Some users mentioned
that, although they were able to complete the task, they felt
confused by the body tracking. The ratings indicate that the
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perception of the virtual audio space is not heavily affected
by the different orientation measurements. This supports
our hypothesis that head tracking is best, but device track-
ing sufficient for certain applications.

Figure 4.11: Mean ratings for the different compass placements on the presence
questionnaire. Overall ratings are fairly high with a slight, although not significant
advantage for the head tracking (Taken from [Heller et al., 2014b]).

From the log files, we calculated the relative angle between
head and device, which we know from the first experiment
to be a good approximation for body orientation. Since the
hardware changed, the results are not directly comparable
to those gained in the first experiment. As the compass chip
uses accelerometer data to compensate tilt, the stability of
the reading is reduced while walking. The average θH (M =
-8.4◦, SD = 33.0) and θH(RMS) = 34.1◦ are around double the
results from the first experiment, which can be partly ex-
plained by the high fluctuation while walking. Future de-
velopments should take different filtering approaches into
consideration and measure their influence on the overall la-
tency. The task completion times for the three conditions
showed a distribution similar to the ratings from the ques-
tionnaire. Head tracking was fastest with M = 192 s, SD =
63, followed by device tracking with M = 198 s, SD = 62,
whereas body tracking was considerably slower with M =
245 s, SD = 106.
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4.4.7 Discussion

The human brain is really good at covering up errors in the
audio simulation. When physical artifacts are augmented
with virtual sound, we can observe the “ventriloquist ef-
fect” [Alais, Burr, 2004]: smaller errors in the combina-
tion of tracking and rendering are simply ignored, and the
sound source “snaps” to the object. When no physical an-
chor is present, the source position only needs to be per-
ceived as stable, as exact positioning is not required. Even
a total failure in the tracking system can be interpreted into
something meaningful. In one case we encountered prob-
lems with the transmission of location data from the server
to the client, so only orientation was updated. The user of
the affected device commented this with “That was amazing!
After some time, the voices started walking with me!”

As a conclusion from these experiments, we recommend to
use head tracking if realism and navigation close to the vir-
tual sound sources is important, e.g., when exploring small
artifacts in a museum. In our experiment, the differences The highest realism

is achieved using

head tracking.

in the ratings between the three orientation measurements
are very small and not statistically significant. Consider-
ing the small number of participants, this is not surprising,
but we expect this not to change with a larger sample. If Device tracking is a

feasible alternative

and requires less

hardware.

the focus of the implementation is rather on serendipitous
discovery, the sources are further apart, or the use of addi-
tional hardware poses a problem, using the available sen-
sors of a smartphone may be sufficient. Even in the case
of nearby sources as in the first experiment, we think it is
more a matter of communicating the functionality (see sec-
tion 4.6).

Looking at the use of audio augmented reality as a navi-
gational tool, the dimensions of the audio space increase
dramatically, e.g., for city wide navigation. In such a sce-
nario, the sources would probably become larger, blurring
the error of the measurement.
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4.5 Impact of Elevation on Audio Aug-

mented Reality

While in this previous section we investigated if there is
an opportunity to simplify the orientation sensing, we are
now going to take a look at audio rendering complexity.
Most of the existing AAR systems only simulate sources in
the horizontal plane, i.e., they are perceived as to be at the
level of the listener’s ears. This is mostly based on two rea-Head orientation is

measured in all three

angles anyways.

sons: inertial measurement units (IMU) have significantly
improved over the past 10 years, starting from simple two-
dimensional compass ICs (e.g. the Honeywell HMC-6352)
which had to be kept level to provide stable output, to mod-
ern ICs (e.g., the InvenSene MPU-92506) which measure 9
degrees of freedom (DOF) and output a tilt-compensated
and filtered heading.

Figure 4.12: Tilting your head changes the relative eleva-
tion of the virtual sound sources. Using an HRTF-based
algorithm allows to integrate richer sensor data including
head pitch and roll into the rendering, which we expected
to increase localization accuracy.

The second aspect is that only HRTF-based rendering algo-HRTF-based

rendering is capable

of simulating source

elevation.

rithms are capable of simulating source elevation, which
are more complex to implement and require more re-
sources. In the previous experiments, we used a medium-
level rendering algorithm that simulates more factors than
simple stereo panning, but not using HRTFs, and thus

6invensense.com
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not capable of simulating source elevation. Since modern
smartphones provide enough computational power to ren-
der several sources in parallel with a high fidelity [Sander
et al., 2012] and the IMUs provide all required information,
we want to evaluate the use of simulating source elevation.
This can improve the experience with AAR systems in two
ways:

1. including more DOFs into the rendering might in-
crease the spatial resolution and allow a better dis-
crimination between proximate sources.

2. it increases the realism for setups where the physical
counterparts to virtual sources are placed at different
heights.

4.5.1 Experiment

To measure the effect of rendering fidelity and simulated
source elevation on the ability to localize virtual sound
sources, we conducted the following experiment: We first
measured the localization performance for sources that are
all at equal height, approximately at the level of the user’s
ears. As tilting your head has an impact on the relative
elevation of the source (cf. Figure 4.12), we ran the experi-
ment with and without simulating the elevation (flat vs. el-
evation). We placed 17 cardboard tubes of 140 cm height
in the range of [−40◦, 40◦] at 5◦ intervals and at two me-
ter distance from the listener (cf. Figure 4.13). To test the We only tested

sources in front of

the listener.

different angular distances between two candidate sources,
we marked some of the tubes as active by placing a physical
marker on top of it. We tested 5◦, 10◦, 15◦, and 20◦ spacings,
by marking all, every other, every third, or every fourth
tube as active respectively. Participants were instructed to We placed sources

at varying horizontal

distance.

look at the source directly in front of them before every trial
to allow the experimenter to check the compass calibration
and recalibrate if necessary. A sound was then played at the
position of one of the markers, and participants had to lo-
cate the source and say its number aloud. Participants were
encouraged to perform some trials before the experiment
to become acquainted with the system. We only played
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Figure 4.13: We placed 17 cardboard tubes at 2 m distance
to the listener and tested sources spacings of 5◦, 10◦, 15◦,
and 20◦. No sound sources were rendered at the outer six
sound source positions (grey) to not artificially limit the
choice of possible candidates towards the border. The ac-
tive sound sources (green) were thus placed within a range
of [−25◦, 25◦]

sounds in the range of [−25◦, 25◦] since head movement
was not restricted and participants would turn their head
towards the sound anyway. This had the advantage that the
choices of candidate sources was not artificially limited to-
wards the outermost sources. In the third condition (height)
we placed virtual sound sources, together with their phys-
ical markers, at two different heights (140 cm or 70 cm),
again at 5◦ intervals, to see if the use of different heights in a
display of virtual sound sources has an influence on recog-
nition accuracy. We only tested the smallest angle in thisWe placed the

sources at two

different heights and

5◦horizontal spacing.

condition to make sure that we can see some effect, as we
expected larger angles to be discernible successfully any-
ways. This resulted in a total of 90 trials per participant.

The sound sample we used was a continuous monologue
of a male voice, which is closer to a real use-case than
the white noise samples used in technical measurements
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[Wenzel et al., 1991]. The order of conditions was coun- We used a

continuous male

monologue as sound

sample.

terbalanced, and locations were randomized using latin
squares. We recorded task completion time, head orienta-
tion in three degrees of freedom, accuracy, and evaluated
the perceived presence in the virtual environment using a
questionnaire [Witmer, Singer, 1998].

4.5.2 Technical Setup

We used the KLANG:kern7 spatial audio rendering plat-
form running on an Apple iPad Air 2, and tracked head
orientation using the Jabra Intelligent Headset8 The render-
ing uses a generalized HRTF which has a resolution of 1◦

in horizontal and 5◦ in vertical direction. We measured a
minimum audible angle of around 6◦ in horizontal and 16◦

in vertical direction. The headset reports changes in head
orientation at a rate of around 40 Hz and has a specified la-
tency of around 100 ms, which is noticeable [Brungart et al.,
2005] but well below the limits of 372 ms defined in [Mari-
ette, 2010]. While sensor data was transmitted via Blue-
tooth, we used a wired connection for the audio output to
minimize latency.

4.5.3 Results

A total of 22 users participated in the study (3 female, aver-
age age 28 years, SD = 5). None reported having a known
problem with spatial hearing. 50% of the participants re-
ported having prior experience with audio augmented re-
ality.

In a museum setting, the most relevant result for real-
world performance is the number of successfully recog-
nized sources. Compared to the recognition rates reported
for other systems [Heller, Borchers, 2015], the HRTF-based
rendering we used in this experiment achieves similar rates

7klang.com
8intelligentheadset.com



102 4 Audio Augmented Environments

at an angular distance reduced by nearly 50% (normal-
ized to 1m distance to source). While some participantsThe HRTF-based

rendering algorithm

doubled the

horizontal resolution

compared to our

previous rendering

algorithm.

were able to achieve an accuracy of 70% and higher for
a source spacing of 5◦, this spacing is not recommended
for practical use without further guidance (elevation: M =
29%, SD = 45%, flat: M = 30%, SD = 46%). Even when
sources are at different heights, recognition rates do not in-
crease significantly (height: M = 33%, SD = 47%, F2,657 =
0.37, p = .69). The recognition rates vary largely at thisRecognition rate did

not increase with

sources being placed

at different heights.

spacing, which can be explained by the fact that it is in
the order of the minimum audible angle of the rendering
algorithm. If we increase the angular distance of source
candidates (cf. Table 4.1), we can see that the recognition
rate also increases, but the differences between flat and el-
evation remain marginal. Overall, the recognition rate is
significantly higher for participants with prior experience
(F1,1743 = 8.02, p < .005), which indicates that after some
time, users accommodate to the auditory experience. For
example, at 10◦ spacing, the average recognition rate jumps
from 56% (SD = 49%) to 70% (SD = 46%) with prior experi-
ence. A post-hoc t-test showed this difference to be signifi-
cant (p < .005).

Participants took much longer to localize the sources on
two different levels in the height condition (M = 12.64 s, SD
= 8.5) compared to the other two conditions with a source
spacing of 5◦, with elevation and flat being quite similar (M =
9.65 s, SD = 5.31 vs. M = 9.02 s, SD = 3.69, t657 = −1.08, p =
0.2795). A post-hoc Student’s t-test with Bonferroni correc-
tion revealed the differences between height and the other
conditions to be significant (vs. flat: t657 = 6.16, p < .0001).
Again, prior experience has a significant impact. The task
completion time in the elevation condition is significantly
shorter for participants with prior experience (M = 7.05 s,
SD = 3.9 vs. M = 8.2 s, SD = 8.2), which indicates that af-
ter an accommodation phase, localization performance in-
creases [Majdak et al., 2013].

We calculated the root mean squares (RMS) of all three head
orientation angles as an indicator of how much participants
moved their head along the respective axes (cf. Figure 4.14).
First we compare the differences across all three conditions
in the RMS angles for the 5◦ source spacing. The amount
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participants turned their head left and right is very simi-
lar in the height (M = 18.96◦, SD = 5.04) and elevation (M =
18.54◦, SD = 2.64) condition, and only slightly higher in the
flat condition (M = 20.26◦, SD = 6.38). A repeated measures
ANOVA with user as random factor showed a significant
effect of the condition on Roll (F2,42 = 6.4287, p = .0037)
and Pitch (F2,42 = 4.2739, p < .05). Post-hoc t-tests with
Bonferroni correction show that participants rolled their
head significantly more in the height condition than in the
other two (p < .01). The RMS pitch angles are only sig-
nificantly different between the height and flat condition,
which shows that, although not really noticeable, partici-
pants nodded while localizing the sources if all three angles
were included in the rendering. For the other spacings, the
RMS angles do not not differ significantly between the three
conditions.

Figure 4.14: The average RMS angles for yaw (left-right ro-
tation), pitch (looking up or down), and roll (tilting head
sideways) by condition and source separation angle. The
height condition was only tested at 5◦ intervals. RMS Yaw
angles are largest as the task was to localize sources in hor-
izontal direction. While the RMS pitch angles are slightly
higher in the height condition, the difference to the elevation
condition is not significant.

The median ratings given on a five point Likert scale (1 be-
ing the best) only differed marginally. None of the differ-
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Angle
Condition 5◦ 10◦ 15◦ 20◦

Recognition elevation 29 % 62 % 76 % 86 %
rate flat 30 % 64 % 80 % 85 %

height 33 %

Task completion elevation 9.65 s 9.18 s 6.24 s 5.43 s
time flat 9.02 s 7.21 s 5.62 s 5.35 s

height 12.64 s

Table 4.1: Percentage of correctly identified sources and task completion time by
angular distance. Including all 3 degrees of freedom of the head into the rendering
does not significantly increase the ability to localize the origin of sounds.

ences in the ratings was statistically significant according to
a Wilcoxon signed rank test. Participants felt equally able
to localize sounds in both conditions (Mdn = 3, IQR = 2).
When asked how consistent the experience with the virtualPerceived presence

is similar across

conditions.

environment seemed with the real world, participants gave
slightly better ratings for the elevation condition (Mdn = 2,
IQR = 2 vs. flat: Mdn = 3, IQR = 2.5). The ratings for the per-
ceived naturalness of the virtual experience were the same
for both conditions (Mdn = 2, IQR = 2). The participants
rated the system as very responsive (Mdn = 1, IQR = 1) and
that they could adapt to it quickly (elevation: Mdn = 1, IQR
= 1.5; flat: Mdn = 1, IQR = 2).

4.5.4 Discussion

The use of a rendering algorithm based on generalized
HRTFs creates a more realistic impression than any simpler
rendering algorithm. Our results show that the increase in
horizontal localization accuracy is drastic. In a realistic set-
ting where the audio sample may contain additional infor-
mation to which physical location it belongs, the recogni-
tion rates may rise even for the smaller source separation
angles.

Contrary to what we expected, using the elevation render-
ing of the HRTF-based algorithm to place the sources at dif-
ferent heights did not increase horizontal resolution. While
the euclidean distance between the sources increases when
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placing sources at different elevations, the impact of the
vertical difference is minimized by the generalized HRTF.
We know that the resolution of human sound localization
is lower in the vertical than in the horizontal plane and
that the generalization of HRTFs mostly affects the features
used to the determine the elevation of a source [Zotkin et
al., 2004]. The inclusion of head roll and pitch into the ren- Perception of

elevation is difficult

with generalized

HRTFs.

dering algorithm did not further improve horizontal reso-
lution. While users moved their head more in the elevation
condition, which indicates that it is noticeable, they also of-
ten asked if there was any difference between the elevation
and flat conditions, indicating that the difference was barely
noticeable consciously.

4.6 Smartphones as Platform for Audio

Augmented Reality

In the previous two sections we evaluated where simpli-
fications in a MAARS setup are potentially possible, ei-
ther on the sensor side, or in the rendering. In this sec-
tion, we will now verify our assumptions by testing the
user’s ability to localize proximate sound sources with a
MAARS implementation that runs on a standard smart-
phone only. As stated previously, with location and ori- Can we use the

smartphone as only

hardware resource

for MAARS?

entation sensing, and sufficient processing power, modern
smartphones integrate all components required to build a
MAARS. However, using the device compass as opposed
to tracking the head orientation decreases the realism of
the simulation. By providing a well-defined mental model, We communicate the

metaphor of a virtual

directional

microphone.

we avoid disappointing users through a possible lack of
realism as they discover that turning their head does not
influence the audio output. We propose AudioScope, a
metaphor that turns your smartphone into a virtual direc-
tional microphone. The user probes the audio space by sim-
ply pointing the device in different directions. If the sound
source is to the left of the device, the sound on the left audio
channel is louder and vice versa.
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Figure 4.15: We compared the IMU of the Intelligent Head-
set (blue) and the iPhone 5S (green). Both report heading
with a similar characteristic and update rate (Taken from
[Heller, Borchers, 2015]).

4.6.1 Implementation

The implementation is very similar to the one used in sec-
tion 4.4. To be able to track the user in a larger area, instead
of using an optical tracking system, we measured head po-
sition at 34 Hz using a Ubisense9 ultra wideband (UWB)
location tracking system with an accuracy of around 5 cm.
Head orientation was measured with the IMU of an Intelli-
gent Headset, while device orientation was measured using
the IMU of an Apple iPhone 5S. We compared both IMUs,We used the

Intelligent Headset

and an iPhone 5S.

which report changes in heading with an update rate of
around 40 Hz, and found that they have a similar character-
istic, with an average difference of only 4.8◦(SD = 3.4◦) (cf.
Figure 4.15). The absolute average orientation error of the
iPhone IMU is 4.25◦(SD = 3.05◦). The specified overall la-
tency of the headphone orientation measurement is around
100 ms, which is noticeable [Brungart et al., 2005] but well
below the limits of 372 ms defined in [Mariette, 2010].

Spatial audio rendering was implemented using the Ope-
nAL framework in iOS 7.1, with the ALC EXT MAC OSX

extension enabled. As in the previous experiments (sec-
tion 4.4), it uses a spatialization based on the spherical head
model and includes interaural level and time difference,
head filtering, and a frequency-dependent distance model
as filters. To enhance front-back separation of sources, we
added a low-pass filter to sources when they are behind the

9ubisense.net
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listener. The intensity increases linearly from 0dB to -36dB
for azimuth angles between 90◦(side) and 180◦(back). The
minimum audible angle of the rendering is around 4◦. This
method, although less realistic than algorithms using indi-
vidual, natural body cues in form of head-related transfer
functions (HRTF), is a good representative of spatial ren-
dering on mobile devices.

4.6.2 Evaluation

In our experiment, participants were instructed to navi-
gate to single proximate sources with either head or de-
vice tracking enabled. We placed 24 loudspeakers spaced
by 15◦at a height of 150 cm forming a circle of 5 m diameter
(Figure 4.16). As in this experiment we only wanted to com-
pare the impact of the orientation measurement using the
same rendering in both conditions, the loudspeakers did
not play any sound but were mere physical representations
of the virtual sound sources.

In the two conditions of our experiment, the audio render-
ing algorithm used the orientation either from the head or
from the device. Participants started every trial standing
in the center of the circle facing source no. 1 and were in-
structed to identify the currently active source as quickly
as possible. Correct alignment of the heading information
with the physical setup was verified before each trial. In a Participants had to

localize sources

using head-tracking

or device-tracking.

real scenario, e.g., a museum or a public place, users might
not be able to get close to the sources. To account for this
factor, and to make sure that the experiment revealed the
impact of orientation measurement, participants were in-
structed to move only in an inner circle of 3 m diameter,
such that they had to determine the exact sound source
from a distance of approximately 1 m. We used an audio
sample of a male voice reciting colors at a fast pace10.

We used a within-subjects design with a balanced order of
conditions, and the order of active sound sources was ran-
domized using Latin squares. Every participant had to nav-

10http://hci.rwth-aachen.de/public/AudioScope/

Colors.au
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Figure 4.16: We placed 24 virtual sound sources, spaced
by 15◦in a circle of 5 m diameter. Participants had to start
every trial standing in the center, facing source no. 1. They
could move freely within the inner 3 m circle (Taken from
[Heller, Borchers, 2015]).

igate to all 24 sources in the head and device measurement
condition and had to complete a 10-trial training before
each condition. We measured the time from users starting
each trial by pressing the start button on the smartphone,
until they confirmed standing in front of the audible source
by pressing a second button. Participants had to name the
source that they assumed was playing. We recorded the
paths the users took to walk to the sources, along with the
orientation fed into the rendering algorithm. After each
condition, participants had to fill out a questionnaire about
their perceived presence in the virtual environment [Wit-
mer, Singer, 1998] on 5-point Likert scales.

In total, 20 users, 8 female, 12 male, aged 21 to 33 (average
26), participated in the study. None reported a hearing dis-
order or known problems with spatial hearing. Seven had
prior experience with audio augmented reality systems.
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4.6.3 Results

The average time users took to navigate to the sound source
was 15.71 s (SD = 8.51) in the head condition and 17.22 s (SD
= 9.72) in the device condition. A mixed model repeated
measures ANOVA revealed this difference to be statisti-
cally significant (F1,916 = 14.79, p < .0001). At the same
time, the rate of correctly recognized sources was 65% (SD
= 0.28) for head tracking and 69% (SD = 0.26) for device track-
ing. This difference is not significant (p = .91) according to
a Wilcoxon Signed Rank test. The recognition rates seem
fairly low, but considering that the 15◦spacing between our
sources is in the range of the localization error of virtual
sound sources [Middlebrooks, 1999; Wenzel et al., 1993]
and that we used a rather simple rendering algorithm, this
is not surprising. Most of the errors were only off by one
source to the left or right. If we count these “off-by-one” an- Novices are slower in

the device condition.swers as correct, then the recognition rates climb up to 97%
(SD = 0.1) for head and 98% (SD = 0.1) for device tracking.
No front-back confusions occurred. While people without No significant

difference was found

for participants with

prior AAR

experience.

prior experience with audio AR were significantly slower
in the device condition (M = 15.97 s, SD = 8.5 vs. M = 18.8 s,
SD = 10.4, F1,622 = 13.207, p = .0003), no significant dif-
ference between conditions could be found for participants
with prior experience (device: M = 14.3 s, SD = 7.5; head: M
= 15.2 s, SD = 8.47, F1,334 = .8466, p = 0.358). The average
distance travelled only differs by half a step between con-
ditions (device: M = 9.00 m, SD = 5.4; head: M = 8.7 m, SD =
6.32, F1,961 = 4.5339, p = .0335).

Median ratings from the perceived presence questionnaire
did not differ by more than one item on the 5-point Likert
scale. Not surprisingly, head tracking (Mdn = 5, IQR = 1.75)
was perceived more natural than device tracking (Mdn = 4,
IQR = 1). For both conditions, the experience was rated
to be consistent with the real world (head: Mdn = 4, IQR =
1.75; device: Mdn = 4, IQR = 2), and participants felt able to
localize sounds well (head: Mdn = 4, IQR = 0; device: Mdn
= 4, IQR = .75). Wilcoxon signed rank tests only revealed Perceived presence

is similar in both

conditions.

the ratings for the natural interface to be significantly better
(Z=60, p=.022) for head tracking, all other ratings did not
differ significantly between conditions.
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The tracking technology did not seem to interfere with the
experience as both the responsiveness (head: Mdn = 5, IQR
= 1; device: Mdn = 5, IQR = 1) and the perceived delay (head:
Mdn = 4, IQR = 1.75; device: Mdn = 4, IQR = 2) received sim-
ilarly high ratings in both conditions. After the experiment,
the participants felt proficient with the interface both with
head tracking (Mdn = 4, IQR = 1) and device tracking (Mdn
= 4.5, IQR = 1). Again, no significant difference was found
between the conditions.

4.6.4 Discussion

Overall, the differences between both orientation tracking
metaphors are fairly small. Out of the answers on the ques-
tionnaire, 85% of the ratings are above 3 out of 5 on a Lik-
ert scale (5 being the best). We are thus confident that the
acceptance of the device orientation measurement is high.
For people with prior audio AR experience, no significant
difference in task completion time could be found which
suggests that the metaphor is easy to adopt. The fact that
the average task completion time was slightly longer (1.5 s)
in the device condition is not critical in practice. Other stud-
ies have revealed that a longer task completion time can
also be a result of people enjoying the experience [Vazquez-
Alvarez et al., 2012], which in case of an audio guide for
museums, is the primary focus. Furthermore, we observed
that users experimented with the handling of the device
tracking even though they completed the 10 training trials
prior to the experiment.

The low recognition rates show that the distance betweenIf hardware

requirements are an

issue, using device

tracking is a feasible

alternative.

the sources was at the limit of what can be differentiated
with our rendering. As stated above, the 15◦spacing is in
the range of the localization error of virtual sound sources.
Participants spent more time in a 1.5 m radius around the
active source than in the rest of the field, which indicates
that they took a long time to differentiate between two can-
didate sources. This problem can be solved by either plac-
ing the sources further apart, or by providing additional
context, e.g., a beacon sound that relates to the physical ob-
ject.
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Some participants stated that they felt faster with the de-
vice tracking, and one mentioned the head tracking being
more difficult immediately after switching conditions. On
the other hand, some participants mentioned being con-
fused by the metaphor of the virtual directional micro-
phone, since when moving the smartphone to the right of a
source, the left channel becomes louder.

The focus of this evaluation is the interaction metaphor, for
which the use of an external location tracking system is ac-
ceptable. However, indoor location tracking is currently
a focus of both researchers and smartphone manufactur-
ers. Technologies such as Estimote beacons (estimote.com)
support that we can expect significant improvements in ac-
curacy in the near future, making smartphones a complete
platform for MAARS.

4.7 Conclusion

In this chapter we augmented the auditory interaction
bandwidth via virtual audio spaces the user can explore
freely. Such audio spaces enable much more interactive
listening experiences than the traditional stereo recording.
Instead of being a static listener, one can navigate through
the orchestra playing [Camurri et al., 2007]. But such audio
spaces can also be used for non-visual navigation, both in
small rooms and outdoors. We increased the

audio interaction

bandwidth.This increase in audio interaction bandwidth, however,
needs to come with an appropriate controller. The num-
ber of parameters defining this environment, even in a
simple implementation is substantially larger than what is
necessary to control stereo playback. The most important To make spatial

audio accessible, we

increased the haptic

input bandwidth to

simulate realistic

listening behavior.

dynamic parameters are listener position and orientation,
since these determine what is to be heard even when the
rest of the environment is static. We evaluated two pos-
sible controllers for these parameters that use a natural
mapping: tracking the user’s head and tracking the user’s
smartphone. Using head tracking results in the most natu-
ral interaction, since it is a simulation of our everyday inter-
action with spatial audio. Using device orientation, com-
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municated through a proper metaphor, however, requires
less hardware while not being perceived as significantly
less natural.

The technical evolution has brought up off the shelf hard-
ware which is capable of simulating a virtual audio space
on a mobile device at the same quality level as complex
hardware systems a decade ago. The drastically lower
hardware requirements make spatial audio available to a
broad audience. However, virtual audio spaces still offer
interesting research questions, on, e.g., how people interact
with moving virtual sound sources.

After having augmented the auditory modality in this
chapter, we will now summarize and conclude the thesis,
and give an outlook on future research directions.
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Chapter 5

Summary and Future
Work

The language of interaction with time-based media, like
audio, has long been defined by technological constraints.
Audio is dependent on a recording and playback device,
as it only exists in the time-domain. Appearing at the end
of the 19th century, audio recording is a comparatively new
technology, that has no century-old ancestors. In contrast
to, for example, drawing, the tools available to manipulate
audio recordings are not the result of an evolution over cen-
turies. Instead, since the first successful attempts to record Audio playback

interfaces are

designed around the

medium.

and play back audio, several different media were used,
but the playback devices were always designed around that
medium. The interfaces of these devices are access to tech-
nical components such as motors or playhead mechanics.

When designing natural interfaces for tasks that have an
“analog” ancestor, we can revert to these and simulate their
behavior as good as we can. In the example of drawing, we How to design

natural interfaces for

audio playback?

have graphics tablets that not only sense the position of the
pen on screen, but also its tilt, applied pressure, and rel-
ative rotation to approximate the reaction of a real pen or
brush. The question this thesis investigates is, how a natu-
ral interface for audio playback might look like. In line with
the research framework described by Jacob et al. [1993] and
definitions by Valli [2008] and Dix [2004], we argue that an
increase in interaction bandwidth results in more natural
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interaction. However, the interaction should become sim-
pler, which means that just displaying more information or
providing more controls will not result in an adequate in-
terface.

Therefore, this thesis provided a systematic exploration of
the space defined by the three modalities involved in audio
playback interaction: auditive, visual, and haptic. For eachWe did a systematic

exploration of the

modality space.

modality, we presented interfaces that simplify the interac-
tion by building on natural human skills and at the same
time, increase interaction bandwidth.

Chapter 2 showed some examples of wearable controls for
mobile music players which leverage our fine grained mo-
tor skills by building on the natural affordances of cloth.
Pinstripe and Intuitex both build on folding a piece of fab-We developed

wearable controls

with an increased

haptic interaction

bandwidth for mobile

music players.

ric as interaction and sense the displacement of this fold in
one or two dimensions. Fabritouch, a wearable touchpad,
accounts for the prevalent gesture interaction users know
from their smartphones and tablets.

In the history of audio playback devices, the turntable is
among those with the highest interaction bandwidth. Digi-
tal vinyl systems lifted this purely analog technology in the
digital era, but at the expense of a loss of visual informa-
tion that was present on traditional vinyl records. In chap-We increased the

visual interaction

bandwidth of a DJ

turntable to re-create

visual information

that was present on

traditional vinyl

records.

ter 3, we used an extension of its visual output bandwidth
to bring back this information. This results in a fully em-
bodied device, where haptic input and visual output are
physically co-located.

We concluded our exploration with the auditory modality.
The common stereo recording does not make much use of
the spatial perception of sound we are capable of. Instead,
the position of the sound sources is fixed once recorded and
if experienced through headphones, are mostly perceived
as to be in the head. Spatial audio rendering allows us to
modify the spatial arrangement of sound sources the mo-
ment we experience them. By simulating the physical ef-We extended the

audio interaction

bandwidth with

virtual audio spaces.

fects that a sound signal is exposed to on the way from its
origin to the human ear, these rendering algorithms create
the impression that the sound emanates from a source lo-
cated in the physical space. In combination with orienta-
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tion and location tracking of the user, we can create expe-
riences with virtual sound sources being perceived to be
at fixed positions in the real world. To make the sheer
amount of playback parameters accessible, we tracked the
user’s head position and orientation and fed this informa-
tion to the rendering algorithm, simulating how the virtual
sources would sound like in the real world.

5.1 Contributions

The general question regarding how to increase the inter-
action bandwidth in interfaces for audio playback can be
solved in various ways. Professional audio equipment of-
fers physical controls for a large number of parameters,
which gives quick access but also requires space and a deep
understanding of the interface and signal flow. The more
interesting aspect is how to implement this bandwidth in-
crease in a way that results in a natural interface which
leverages our natural skills. This thesis approached this
question through a systematic analysis of bandwidth in-
crease in the different modalities involved: haptic, visual,
and auditive.

5.1.1 Haptics

To increase the haptic interaction bandwidth for mobile
music players, we presented three wearable controllers
building on the natural affordances of cloth. Pinstripe was
the first textile controller using a textile fold for a continu-
ous linear value input. We evaluated the concept in con-
junction with a music player, where either volume or the
selected song in a playlist could be changed. Participants Pinstripe is easy to

understand.

Participants all

successfully

completed the tasks.

were able to successfully achieve the task and the prototype
got positive ratings for its usability. The underlying concept
of using the fold as input was not as obvious as expected,
but after a brief explanation all participants immediately
understood it. Intuitex extends this unique concept to a
second dimension, increasing the input possibilities. Due
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to technical limitations, the physical resolution of the two-
dimensional input is comparatively low, which requires an
adaptation of the software interface. In combination with
menus that can be navigated using simple continuous ges-
tures, like marking menus [Kurtenbach, Buxton, 1993], it
still is a powerful wearable controller. Our third prototype,
Fabritouch, is a wearable touchpad. The ideas to build a
wearable touchpad has been around in the DIY community
for some time, but none of these prototypes as been for-
mally evaluated, making it difficult to estimate how well
these are suited for deployment. We built our own speci-
men and evaluated its input capabilities under realistic con-
ditions. Results show that the underlying support materialOnly simple gestures

should be used as

control input while

walking.

has a significant impact on user’s performance. A wear-
able touchpad designed to be integrated at the upper thigh
should thus not be tested on a table. Furthermore, our re-
sults show that while in motion, only simple gestures like
strokes should be used as input as garment shift and crum-
pling causes unstable sensor readings.

These three prototypes all increase the haptic interaction
bandwidth in a way such that our natural manual capa-
bilities are used to a larger extend than with simple binary
buttons. Additionally, Pinstripe allows one to control a pa-
rameter in various granularities.

5.1.2 Visual

To explore the visual interaction bandwidth, we built on
a device that already has a high haptic interaction band-
width: the DJ turntable. When this purely analog technol-
ogy felt increasingly out of date because the music produc-
tion and distribution already had moved to digital, digi-
tal vinyl systems transformed the turntable from a play-
back device to a tangible controller. During this process of
digitalization, information that was once visible on a tradi-
tional record, like track start and end, was lost. AlthoughHaptic input and

visual output are

co-located in the

same device.

this information is displayed on the laptop, the DJ has to
split attention between the turntable she manipulates and
the visualization on the screen. We used top-projection to
extend the visual output bandwidth of the turntable to re-
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create this information. In two lab studies, we evaluated
the system with professional DJs. While we could not ob-
serve that participants paid significantly less attention to
the computer screen, the overall feedback was very posi-
tive. In an online survey we evaluated the acceptance of An evaluation with

professional DJs was

very positive.

such a system within the DJ community which was very
well received. While our primary focus was to make the in-
teraction simpler for the DJ by co-locating haptic input and
visual output, it is also beneficial for the audience. Our DiskPlay makes the

actions of the DJ

transparent to the

audience.

system addresses the general problem in electronic music
performances of the non-obvious connection between ac-
tions on stage and their audible result. A visualization like
DiskPlay makes the actions of the DJ on the turntable more
transparent.

5.1.3 Auditory

To extend the auditory interaction bandwidth we took a
closer look at spatial audio displays. These leverage our
natural capability to localize the origin of a sound. In com-
bination with location and orientation tracking of the user,
we can create experiences in which virtual sound sources
are perceived as to be fixed in the physical space. While
the processing power of a current smartphone is sufficient
to render a scene with several simultaneous sources, track-
ing head orientation still requires dedicated hardware. We
investigated if we can approximate head orientation mea-
surement using device orientation measurement. We ana-
lyzed the differences in paths and head, body, and device
orientation of participants navigating through a virtual au-
dio space. Results show that navigation is possible even Head tracking results

in highest realism.with simplified rendering algorithms. For highest realism,
head-tracking should be used, but if this is not possible, for
whatever reason, using device orientation is an adequate
replacement. To avoid confusion when using device orien-
tation, we introduced the metaphor of a virtual directional
microphone. Participants of our study were as fast in de- Device tracking is a

feasible alternative

with fewer hardware

requirements.

tecting the origin of a sound source as with head tracking
and the perceived presence in the virtual environment was
equally high. Finally, we evaluated if placing the virtual
sound sourced at different simulated heights can be used



118 5 Summary and Future Work

to reduce their horizontal distance. Our results show that
using elevation has no effect as most participants could not
match the change in the audio output to different heights.

5.2 Future work

Each of the fields presented in this thesis offers interesting
opportunities for follow-up research, however, at this point
we will concentrate on the high-level questions.

In this thesis and in the related literature, the term inter-
action bandwidth is used somewhat informally. To in-
crease the generative power of our systematic exploration,
a defined quantification along each modality is necessary.
Figure 5.1 depicts the interaction bandwidth along eachHow to quantize

interaction

bandwidth?

of the modalities we considered. The blue areas describe
the interaction bandwidth of the original interface, whereas
the green areas describe the bandwidth after augmenta-
tion. Right now, we can only argue why a certain interface
reaches a specific level of interaction bandwidth, but there
are no hard numbers. Such a visualization is a useful tool
to find the modalities considered the least in a certain in-
terface and look for potential extensions. Once this modal-
ity is identified, one can take a look at more specific design
spaces such as the design space if input devices [Card et al.,
1991].

Figure 5.1: A graphical representation of the augmentation in interaction band-
width along each of the modalities. The blue areas describe the interaction band-
width of the original interface whereas the green space describes the interaction
after augmentation.
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While the haptic and visual modalities have received much
attention in terms of structural analysis (e.g., [Card et al.,
1991], [Reinecke et al., 2013]), there is no such overarching
design framework for spatial audio displays. A formal tax- A taxonomy could

help discover

underrepresented

modalities.

onomy including aspects such as beacon sound type, con-
tinuous vs. interval beacons, conveyed information, pas-
sive or active interaction, would provide an overview and
show possible opportunities for exploration.

Finally, we can apply the same systematic process to other
areas of HCI. As mentioned in the introduction, we can
look at drawing and analyze how large the interaction
bandwidth is along the modalities involved. In the case
of a graphics tablet with included display, the visual out-
put bandwidth is already very high. But the haptic output
bandwidth could be increased by adding a simulation of
various surfaces, like paper, cardboard, or canvas.
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Appendix A

Questionnaires

A.1 Pinstripe Questionnaire

The Pinstripe questionnaire is a standard SUS question-
naire [Brooke, 1996] that we extended to include some
questions specific to our project.
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Figure A.1: The questionnaire used for the Pinstripe evaluation
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A.2 DiskPlay Questionnaire

The DiskPlay questionnaire was published online and an-
nounced in various forums.
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Figure A.2: The Diskplay Acceptance Questionnaire (Page 1)
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Figure A.3: The DiskPlay Acceptance Questionnaire (Page 2)
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Figure A.4: The DiskPlay Acceptance Questionnaire (Page 3)
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Figure A.5: The DiskPlay Acceptance Questionnaire (Page 4)
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Figure A.6: The DiskPlay Acceptance Questionnaire (Page 5)
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A.3 Presence Questionnaire

The presence questionnaire in figure A.7 is based on the
one by Witmer et al. [1998]. We started with versions with
more questions, e.g., “how well were you able to control
events”, but participants struggled understanding these. In
our setup, we simulate real-world behavior and there is no
explicit interaction with the environment, thus it is hard
to tell what an action is. Furthermore, the original ques-
tionnaire was designed to cover navigation through the vir-
tual environment using a joystick for example. These ques-
tions regarding the controllers required additional explana-
tion as the one-to-one mapping we used in our experiments
(physical location of the listener corresponds to position of
the virtual listener) was not perceived as being a controller.
Figure A.7 shows the latest iteration as we will use it in fu-
ture experiments.
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Figure A.7: The presence questionnaire used for the audio augmented reality eval-
uations
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Rantanen, J, Impiö, J, Karinsalo, T, Malmivaara, M, Reho,
A, Tasanen, M, Vanhala, J. “Smart Clothing Prototype
for the Arctic Environment”. Pers. and Ubiqu. comp. 6.1
(2002), pp. 3–16.

Rayleigh O.M. Pres. R.S., Lord. “XII. On our perception
of sound direction”. Philosophical Magazine. 6th ser. 13.74
(1907), pp. 214–232.

Reeves, Stuart, Benford, Steve, O’Malley, Claire, Fraser,
Mike. “Designing the spectator experience”. CHI ’05.
2005, pp. 741–750.

Reinecke, Katharina, Yeh, Tom, Miratrix, Luke, Mardiko,
Rahmatri, Zhao, Yuechen, Liu, Jenny, Gajos, Krzysztof Z.
“Predicting Users’ First Impressions of Website Aesthet-
ics with a Quantification of Perceived Visual Complexity
and Colorfulness”. CHI ’13. 2013, pp. 2049–2058.

Rekimoto, J. “GestureWrist and GesturePad: unobtrusive
wearable interaction devices”. ISWC ’01. 2001, pp. 21–27.

Sander, Christian, Wefers, Frank, Leckschat, Dieter. “Scal-
able Binaural Synthesis on Mobile Devices”. Audio Engi-
neering Society Convention 133. Oct. 2012.



Bibliography 139

Saponas, T Scott, Harrison, Chris, Benko, Hrvoje. “Pocket-
Touch: through-fabric capacitive touch input”. UIST ’11.
Oct. 2011.

Sauro, Jeff. Measuring Usability with the System Usabil-
ity Scale (SUS). Feb. 2011. URL: http : / / www .

measuringu.com/sus.php.

Schlager, N. How products are made: an illustrated guide to
product manufacturing. How Products are Made: An Illus-
trated Guide to Product Manufacturing. Gale Research
Inc., 1994.

Schwarz, Julia, Harrison, Chris, Hudson, Scott, Mankoff,
Jennifer. “Cord input: an intuitive, high-accuracy, multi-
degree-of-freedom input method for mobile devices”.
CHI ’10. Apr. 2010.

Shaw, EAG. “External ear response and sound localiza-
tion”. Localization of sound: Theory and applications (1982),
pp. 30–41.

Stahl, Christoph. “The roaring navigator: a group guide for
the zoo with shared auditory landmark display”. Mobile-
HCI ’07. Sept. 2007.

Terrenghi, Lucia, Zimmermann, Andreas. “Tailored audio
augmented environments for museums”. IUI ’04. Jan.
2004.

Thar, Jan. “Pinstripe: Integration & Evaluation of a Wear-
able Linear Input Controller for Everyday Clothing”.
Bachelor Thesis. RWTH Aachen University, Feb. 2013.

The Serato Face. 2013. URL: http : / / seratoface .

tumblr.com/.

Thomas, B, Grimmer, K, Zucco, J, Milanese, S. “Where Does
the Mouse Go? An Investigation into the Placement of a
Body-Attached TouchPad Mouse for Wearable Comput-
ers”. Pers. and Ubiqu. comp. 6.2 (Jan. 2002), pp. 97–112.



140 Bibliography

Toney, Aaron, Mulley, Barrie, Thomas, Bruce H, Piekarski,
Wayne. “Social Weight: Designing to Minimise the Social
Consequences Arising from Technology Use by the Mo-
bile Professional”. Pers. and Ubiqu. comp. 7.5 (Oct. 2003),
pp. 309–320.

Tran, Tuyen V, Letowski, Tomasz, Abouchacra, Kim S.
“Evaluation of acoustic beacon characteristics for navi-
gation tasks”. Ergonomics 43.6 (2000), pp. 807–827.

Valli, Alessandro. “The design of natural interaction”. Mul-
timedia Tools and Applications 38.3 (2008), pp. 295–305.

Vazquez-Alvarez, Yolanda, Oakley, Ian, Brewster, Stephen
A. “Auditory display design for exploration in mobile
audio-augmented reality”. Pers. and Ubiqu. comp. 16.8
(2012), pp. 987–999.

Villar, Nicolas, Gellersen, Hans, Jervis, Matt, Lang, Alexan-
der. “The ColorDex DJ system: a new interface for live
music mixing”. NIME ’07. June 2007.

Vorländer, Michael. Auralization: Fundamentals of Acoustics,
Modelling, Simulation, Algorithms and Acoustic Virtual Re-
ality. 1st. Springer, 2007.

Wagner, Julie, Nancel, Mathieu, Gustafson, Sean G, Huot,
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