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Abstract

This paper evaluates the latest version of our cross-
language information retrieval (CLIR) system. Our
system first translates a given query into the tar-
get language, and then retrieves documents rele-
vant to the translated query. We use bilingual dic-
tionaries to derive possible translations and colloca-
tional statistics to resolve translation ambiguity. To
enhance the query translation, we use three types
of dictionaries. We also compare two different re-
trieval engines. Our experimental results show that
enhancements of query translation and retrieval en-
gine individually improve the CLIR performance.

Keywords:  cross-language information re-
trieval, query translation, multiple dictionaries,
transliteration, vector space model, the NACSIS
collection

1 Introduction

We have recently developed a Japanese/English
cross-language information retrieval (CLIR) sys-
tem [6, 7, 8], where the user presents queries in
one language (J or E) to retrieve documents in an-
other language (E or J)!. This paper extensively
compares variations of our latest system, using the
official version of the “NACSIS” test collection [15].

Since queries and documents are in different lan-
guages, CLIR needs a translation phase along with
the monolingual retrieval phase. To cope with this
problem, three types of CLIR systems have been
proposed, i.e., query translation [1, 2, 3, 10, 14, 19],
document translation [9, 18] and interlingual repre-
sentation [2, 5, 20, 23] approaches. Among these ap-
proaches, we currently adopt the query translation
approach, because we can combine a query transla-
tion module and existing monolingual retrieval en-
gines with minimal cost.

1Some of our recent publications are available from
http://www.ulis.ac.jp/ fujii/publication.html.

Consequently, our focus is to translate sequences
of content words in user queries rather than all the
documents in a given collection. In the NACSIS
collection, documents are technical abstracts pub-
lished by Japanese associations, and thus query de-
scriptions are usually short phrases consisting of one
or more technical terms. To sum up, translation of
technical terms is a crucial issue within our frame-
work. Through preliminary experiments, we identi-
fied problems associated with technical term trans-
lation as give below:

e technical terms are often compound word,
which can be progressively created simply
by combining multiple existing morphemes
(“base words”), and therefore it is not entirely
satisfactory to exhaustively enumerate newly
emerging terms in dictionaries,

o Japanese often represents loanwords (primarily
for technical terms and proper nouns) based on
its special phonogram called katakana, which
creates new base words progressively,

¢ technical compound words sometimes include
general base words, such as “AI shoug?” (shougi
is a Japanese chess-style game).

To counter the first problem, we use the compound
word translation method, which selects appropriate
translations based on the probability of occurrence
of each combination of base words in the target
language [7, 8]. For the second problem, we use
a transliteration method, which identifies phonetic
equivalents in the target language [7]. Finally, for
the third problem we combine technical term and
general word dictionaries to enhance our bilingual
dictionary for base words.

2 CLIR System Overview

Figure 1 depicts the overall design of our CLIR sys-
tem, where most components are the same as those
for monolingual IR, excluding “translator”.



First, “tokenizer” processes target language doc-
uments (“doc in T”) to produce an inverted file
(“surrogate”). Since our system is bidirectional, to-
kenization differs depending on the target language.
In the case where documents are in English, tok-
enization involves eliminating stopwords and iden-
tifying root forms for inflected words, for which we
used “WordNet” [17]. On the other hand, we seg-
ment Japanese documents into lexical units using
the “ChaSen” morphological analyzer [16] and dis-
card stopwords. In the current implementation, we
use word-based uni-gram indexing for both English
and Japanese documents. At the same time, we ex-
tract the “collocation” of content words from out-
puts of the tokenizer, which is used for the subse-
quent query translation.

Thereafter, the “translator” processes a source
language query (“query in S”) to output the trans-
lation (“query in T”), using the “dictionary”.

Finally, the “IR engine” outputs top 1,000 docu-
ments according to the similarity between the trans-
lated query and each document, in descending or-
der. We compare two different IR engines. The first
engine is a naive implementation of the vector space
model with TF-IDF term weighting [22], which we
also used in the previous experiment [7]. The sec-
ond engine is the SMART retrieval system [21],
which is applied only to the retrieval of English doc-
uments. In practice, the SMART system includes
the tokenization process. However, note that we use
the “tokenizer” to extract the “collocation” disre-
garding which IR engine is selected.

translator

docinT

collocation

(query in T )—>] IR engine |«—( surrogate )

result

tokenizer

Figure 1: The overall design of our CLIR system

3 Query Translation

3.1 Overview

Given a query in the source language, tokenization
is first performed as for target documents (see Fig-
ure 1). To put it more precisely, we use WordNet

and ChaSen for English and Japanese queries, re-
spectively. We then discard stopwords and extract
only content words. Here, “content words” refer to
both single and compound words. Let us take the
following query as an example:

improvement of data mining methods.

For this query, we discard “of”, to extract “improve-
ment” and “data mining methods”.

Thereafter, we translate each extracted content
word individually. We currently do not consider
relation (e.g. syntactic relation and collocational
information) between content words. We trans-
late each content word on a word-by-word basis,
maintaining the word order in the source language.
Note that a preliminary study showed that approx-
imately 95% of compound technical terms defined
in a bilingual dictionary maintain the same word
order in both source and target languages.

In the case of Japanese-English translation, we
consider all possible segmentations of the input con-
tent word, by consulting our dictionaries, because
Japanese compound words lack lexical segmenta-
tion. Then, we select such segmentations that con-
sist of the minimal number of base words. Dur-
ing the segmentation process, we derive all possi-
ble translations for base words. For this purpose,
we use different types of dictionaries, i.e., “tech-
nical term”, “general term” and “transliteration”
dictionaries. However, a preliminary study showed
that the number of translation candidates is great
and thus computational cost can be prohibitive,
when we consult multiple dictionaries simultane-
ously. Therefore, we consult those dictionaries se-
quentially. To put it more precisely, the second
(third) dictionary is used only when base words
unlisted in the first (second) dictionary are found.
However, the transliteration dictionary is used only
for katakana base words. On the other hand, in the
case of English-Japanese translation, the transliter-
ation dictionary is used for any unlisted base word
(including the case where the input English word
consists of a single base word).

After deriving possible translations for base
words, we resolve translation ambiguity using a
probabilistic model. The formula for the source
compound word and one translation candidate are
represented as below.

S = 81,82,...
T == tl,tQ,...

»Sn

7tn

Here, s; and ¢; denote i-th base words in source and
target languages, respectively. Our task, i.e., to se-
lect T which maximizes P(T|S), is transformed into



Equation (1) through use of the Bayesian theorem.
1)

P(S|T) and P(T) are approximated as in Equa-
tion (2).

arg max P(T|S) = arg mqg,xP(S|T) - P(T)

n

P(S|IT) = HP(si|ti)
- (2)
P(T) = HP(ti+1|ti)

We estimate P(#;11]t;) based on the “collocation”
in Figure 1. For the estimation of P(s;|t;), we use
the correspondence frequency for each combination
of s; and ¢t; in our dictionaries.

It should be noted that our query translation
method uses a target document collection and bilin-
gual dictionary independent of the collection. This
feature provides a salient contrast to other methods
which rely on bilingual document collections for the
query translation [3, 14, 19].

In the following three sections, we will explain
the way to produce our dictionaries, which can be
summarized in Figure 2.

heuristic-based dictionary
technical term dictionary . Lo
algorithm-based dictionary

general word dictionary

transliteration dictionary

Figure 2: Different types of bilingual dictionaries
used for the query translation

3.2 Technical Term Dictionary

For the production of our technical term dictio-
nary for base words, we used the EDR technical
terminology dictionary [13], which includes 120,000
English-Japanese translations related to the infor-
mation processing field. Since most of the entries
are compound words, we need to segment Japanese
compound words and correspond English-Japanese
translations on a word-by-word basis. However, the
complexity of segmenting Japanese terms becomes
multiply greater as the number of component base
words increases. In consideration of these factors,
we extracted 59,533 English words consisting of two
base words, and their Japanese translations?. We

2The number of base words can easily be identified based
on English words, while Japanese compound words lack lex-
ical segmentation.

then used two different segmentation methods.

The first method is the same as performed in
our previous experiment [7], that is, we used sim-
ple heuristics to segment Japanese compound words
into two parts. Those heuristics rely mainly on
Japanese character types (i.e., kanji, katakana, hi-
ragana, alphabets and other characters like nu-
merals). As a result, we extracted approximately
24,000 Japanese base words and 8,000 English hase
words from the EDR dictionary. We shall call this
“heuristic-based dictionary”.

For the second method, we used the segmenta-
tion method for Japanese compound words we pre-
viously proposed [6]. Our method is based on the
assumption that the set of technical terms in a given
domain should consists of as small number of base
words as possible [11]. To put it more precisely,
we first identified heuristics that segment Japanese
compound words with a great confident, as given
below:

o C+K+ = C+/K+,

o C+A+ = C+/A+,

o A+K+ = A+/K+,

o K+A+ = K+/A+,

e KKKK = KK/KK.

Here, C, K and A denote kanji, katakanae and al-
phabet characters, respectively. While symbol “X”
denotes a single character, “X+” denotes one or
more characters. Thereafter, using the resultant
base words as a seed, we segment remaining com-
pound words, so that the total number of base word
types becomes minimum?®. For this purpose, we
implemented an efficient algorithm which requires
O(N) computational cost, given that N is the total
number of compound words. The resultant base
word set, the “algorithm-based dictionary”, con-
tains marginally smaller entries than that for the
heuristic-based dictionary.

3.3 General Word Dictionary

We produced our general word dictionary from the
EDR bilingual dictionary [12]. However, unlike the
case of the technical terms, it is not necessarily fea-
sible to segment general compound words into base
words (e.g. “hot dog”). Therefore, we simply use
single word entries (i.e., words that consist of a sin-
gle base word).

3A preliminary study showed that the accuracy of our
segment method is approximately 93%.



3.4 Transliteration Dictionary

Figure 3 shows example correspondences between
English and (romanized) katakana words, where we
insert hyphens between each katakana character for
enhanced readability. The basis of our transliter-
ation method is analogous to that for compound
word translation described in Section 3.1. The for-
mula for the source word and one transliteration
candidate are represented as below.

S = 81,824...,8n
T .ty ..t

However, unlike the case of compound word trans-
lation, s; and ¢; denote i-th “symbols” (which con-
sist of one or more letters), respectively. Note that
we consider only such T’s that are indexed in the
inverted file, because our transliteration method of-
ten outputs a number of incorrect words with great
probabilities. Then, we compute P(T'|S) for each
T using Equations (1) and (2) (see Section 3.1),
and select k-best candidates with greater probabili-
ties. The crucial content here is the way to produce
the transliteration dictionary, i.e., a bilingual dictio-
nary for symbols. For this purpose, we used approx-
imately 3,000 katakana entries and their English
translations listed in our technical term dictionary.
To illustrate our dictionary production method, we
consider Figure 3 again. Looking at this figure, one
may notice that the first letter in each katekana
character tends to be contained in its corresponding
English word. However, there are a few exceptions.
A typical case is that since Japanese has no distinc-
tion between “L” and “R” sounds, the two English
sounds collapse into the same Japanese sound. In
addition, a single English letter corresponds to mul-
tiple katakana characters, such as “x” to “ki-su” in
“<text, te-ki-su-to>”. To sum up, English and ro-
manized katakana words are not exactly identical,
but similar to each other.

We first manually define the similarity between
the English letter e and the first romanized letter
for each katekana character j, as shown in Table 1.
In this table, “phonetically similar” letters refer to
a certain pair of letters, for which we identified ap-
proximately twenty pairs, such as “L” and “R”. We
then consider the similarity for any possible combi-
nation of letters in English and romanized katekana
words, which can be represented as a matrix, as
shown in Figure 4. This figure shows the similarity
between letters in “<text, te-ki-su-to>". We put
a dummy letter “$”, which has a positive similar-
ity only to itself, at the end of both English and
katakana words. One may notice that matching

plausible symbols can be seen as finding the path
which maximizes the total similarity from the first
to last letters. The best path can easily be found
by, for example, Dijkstra’s algorithm [4]. From Fig-
ure 4, we can derive the following correspondences:
“<te, te>7, “<x, ki-su>" and “<t, to>". The re-
sultant correspondences contain 944 Japanese and
790 English symbol types, from which we also es-
timated P(s;|t;) and P(¢;41]t;), for the translitera-
tion.

English katakana
system shi-su-te-mu
mining Ma-1-Ni-1-gU
data dee-ta
network ne-tto-waa-ku
text te-ki-su-to
collocation | ko-ro-ke-i-sho-n

Figure 3: Examples of English-katakana correspon-
dence

Table 1: The similarity between English and
Japanese letters

| condition | similarity |
e and j are identical 3
e and j are phonetically similar 2
both e and j are vowels or consonants 1
otherwise 0

teiki suito§$

Figure 4: An example matrix for English-Japanese
symbol matching (arrows denote the best path)



4 Experimentation

This section investigates the performance of our
CLIR system based on the NACSIS workshop eval-
uation method: each system retrieves 1,000 top doc-
uments from the NACSIS collection, and 11-point
average non-interpolated precisions were calculated
(using the TREC evaluation software).

The NACSIS official collection consists of 39
Japanese queries and approximately 330,000 doc-
uments (in either a combination of English and
Japanese or either of the languages individually),
collected from technical papers published by 65
Japanese associations for various fields. Each docu-
ment consists of the document ID, title, name(s) of
author(s), name/date of conference, hosting orga-
nization, abstract and keywords, from which titles,
abstracts and keywords were used for our evalua-
tion. We used as target documents approximately
187,000 entries where abstracts are in both English
and Japanese. Each query consists of the title of the
topic, description, narrative and list of synonyms,
from which we used only the description. Relevance
assessment was performed based on one of the three
ranks of relevance, i.e., “relevant (A)”, “partially
relevant (B)” and “irrelevant (C)”.

We compared four J-E CLIR systems using differ-
ent query translation methods, (1)-(4), and mono-
lingual IR system (5) as a baseline for CLIR:

(1) only technical term dictionary is used,

(2) technical term and transliteration dictionaries
are used,

(3) technical term and general word dictionaries
are used,

(4) technical term, transliteration and general
word dictionaries are used,

(5) J-J monolingual IR.

Note that (as explained in Section 3.1) in sys-
tems (2), (3) and (4), we use the subsequent dic-
tionary only when base words unlisted in the pre-
ceding dictionary are found. We also compared the
heuristic/algorithm-based technical term dictionar-
ies. We then varied the number of translation can-
didates used for the retrieval (k = 1, 3,10). Finally,
we compared two retrieval engines, i.e., the naive
vector space model and SMART systems. From
Tables 2 to 5, we show average (non-interpolated)
precisions for different systems. Note that in Ta-
bles 3 and 5 the average precisions for J-J IR are
not available, because the SMART system is not im-
plemented for the retrieval of Japanese documents.

It should also be noted that in Tables 2 and 4 the
average precisions for system (3) with k& = 10 are
not available because of a memory problem in the
naive VSM engine.

We summarize what can be derived from these
results as follows. First, the performance was
improved as the number of dictionaries used in-
creases. Although the general word and translitera-
tion dictionaries individually improve on the perfor-
mance obtained only with the technical term dictio-
nary, when used together the improvement was even
greater. Second, in most cases the performance ob-
tained with & = 1 was marginally higher than that
for other values of k. Third, the algorithm-based
dictionary is more effective than the heuristic-based
dictionary with respect to CLIR performance. To
sum up, it is generally observable that system (4)
with the algorithm-based dictionary and k = 1 out-
performed other CLIR systems. In addition, in Ta-
ble 2 system (4) with the algorithm-based dictio-
nary and k = 1 outperformed the system (5), and
in Table 4 both systems are quite comparable in
performance. At the same time, note that com-
parisons between systems (4) and (5) are biased to
some extent by the different properties inherent in
English and Japanese IR.

Finally, comparing Tables 2 and 3 (or Tables 4
and 5), one can see that the use of the SMART
system improved the performance obtained with the
naive VSM search engine. It is expected that using
a more sophisticated IR engine, our CLIR system
will achieve a higher performance independent of
the query translation method.

5 Conclusion

In this paper, we evaluated the performance of
the latest version of our cross-language informa-
tion retrieval (CLIR) system. We combined a query
translation module, which uses different types of
bilingual dictionaries, with different monolingual re-
trieval engines. Our experimental results showed
that the combination of technical term, general
word and transliteration dictionaries outperformed
other dictionary combinations. We also showed
that our CLIR system achieves a higher perfor-
mance using a more sophisticated retrieval engine.
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