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Abstract

Our information retrieval system which achieves
its goals by taking advantage of numerous character-
istics of the information and applying numerous so-
phisticated techniques is described. Robertson’s 2-
Poisson model and Rocchio’s formula, both of which
are known to be effective, have been applied in the
system. Characteristics of newspapers such as loca-
tional information were applied. We give examples
of this method’s effectiveness in retrieval from collec-
tions of newspaper articles, such as the document set
for NTCIR 3. We present our application of Fujita’s
method, where longer terms are used in retrieval by
the system but de-emphasized relative to the empha-
sis on the shortest terms; this allows us to use both
compound and single-word terms. The statistical test
used in expanding queries through an automatic feed-
back process is described. The method gives us terms
which have been statistically confirmed to be related
to the top-ranked documents that were obtained in the
first retrieval. We describe the success of the system in
four tasks (Korean, Japanese, English, and Chinese)
of monolingual information retrieval at NTCIR 3; i.e.,
the highest scores for precision on all tasks, except for
average precision on the ”rigid” CC task, where its
score was second highest. In terms of the other evalu-
ated measures and monolingual information retrieval
in other languages, the system obtained both the best
average precision and the best R-precision.

Keywords: Monolingual IR, High Perfomance, Lo-
cational information, De-emphasis of longer terms,
Statistical test

1 Introduction

In NTCIR-3, we used our exsiting system (System-
A of NTCIR-2) which achieves its goals by taking
advantage of numerous characteristics of the informa-
tion and applying numerous sophisticated techniques.
Robertson’s 2-Poisson model and Rocchio’s formula,

both of which are known to be very effective, have
been applied in the system. We used such character-
istics of newspapers as locational information. This
method is very effective in retrieval from collections
of newspaper articles, such as the document set for
NTCIR 3. We applied Fujita’s method, where longer
terms are used in retrieval by the system but are as-
signed lower weights than the shortest terms; this al-
lows us to use compound terms as well as single-word
terms. We also used a statistical test in expanding
queries through an automatic feedback process. This
method gives us terms which have been statistically
confirmed to be related to the top-ranked documents
that were obtained in the first retrieval. We applied the
system to the four tasks of monolingual information
retrieval at NTCIR 3, referred to as JJ, CC, KK, and
EE.� Our system obtained the highest scores for pre-
cision on all tasks, except for average precision on the
”rigid” CC task, where its score was second highest.
In terms of the other evaluated measures and mono-
lingual information retrieval in other languages, our
system obtained both the best average precision and
the best R-precision. This paper gives a detailed de-
scription of our system, which showed a high level of
performance at NTCIR 3.

2 Outline of our system

Our system uses Robertson’s 2-Poisson model[7],
which is a probabilistic approach. In Robertson’s
method, each document’s score is calculated by using
the following equation.� The documents that obtain
high scores are then output as the results of retrieval.� � � 
 � � � � � �

below is the score of a document
�

against

�
CC means Chinese monolingual information retrieval, means

Japanese monolingual information retrieval, KK means Korean
monolingual information retrieval, and EE means English mono-
lingual information retrieval. JJ, CC, and KK were official tasks in
NTCIR-3 and EE was a unofficial task in NTCIR-3.�

This equation is BM11, which corresponds to BM25 in the case
where � � � [8].
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where 2 indicates a term that appears in a query.2 3 4 5 7 2 8
is the frequency of2 in a document

5
, 2 3 : 4 � 7 2 8

is the frequency of2 in a query
�
,

5 3 4 2 8
is the number

of the documents in which2 appears, and; is the to-
tal number of documents,< = ? A 2 B 4 5 8

is the length of a
document

5
, and C is the average length of the docu-

ments.D F and D : are constants which are set according
to the results of experiments.

In this equation, we call � � � 
 � � �� � � 
 � � � � � ! " 	 $ & � ( � 
 �) the

TF term, (abbr. H J 4 5 7 2 8
), " � & MN O P ! R the IDF term,

(abbr. S T J 4 2 8
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! O W P . Y ! R! O W P . Y ! R Z [ . the TF: term (abbr.H J : 4 � 7 2 8
).

In our system, several terms are added to extend this
equation, and the method for doing this is expressed by
the following equation.
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 _ � � � abbbc
bbbd

�
term �
in
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 � � � * n N w ! s t p * z " � & - �� � � � � | [ } W 1� " 	 $ & � ( � 
 �" 	 $ & � ( � 
 � � ) � (2)

The TF, IDF and TF: terms in this equation are identi-
cal to those in Eq. (1). The value of the termp w u � ! �p w u � ! � Z �
increases with the length of the document. This term
is introduced because, in a case where all of the other
information is exactly the same, a longer document is
more likely to include content that is relevant as a re-
sponse to the query.; �

is the total number of queries
and

� 3 4 2 8
is the number of queries in which2 occurs.

Those terms which occur more frequently in queries
are more likely to be such as� � ”document” and��

”thing”. We use< � A � :: � � F � to decrease the scores for
stop words. � � � � � F � � � and � � � F � � � are extended nu-
merical terms that are introduced to improve the pre-
cision of results. � � � � � F � � � uses the location of the
term within the document. If the term is in the title
or at the beginning of the body of the document, it is
given a higher weighting.� � � F � � � uses the information
such as whether the term is a proper noun and or a stop
word. In the next section, we explain these extended
numerical terms in detail.

3 Extended numerical terms

We use the two extended numerical terms� � � � � F � � �
and � � � F � � � in Eq. (2). In this section, they are ex-
plained in detail.

1. Locational information (� � � � � F � � � ) �
The title or first sentence of the body of a docu-
ment in a newspaper will generally indicates the
subject. Precision in information retrieval can
thus be improved by assigning greater weight to
terms from these locations. This is achieved by� � � � � F � � � , which is used to adjust the weight of
a term according to whether or not it appears at
the beginning of a document. A term in the title
or at the beginning of the body of a document,
is assigned a higher weight. A term elsewhere is
given a lower weight.� � � � � F � � � is expressed as
follows:

n p q r s ! t q u � 
 � � �
� abbbbc

bbbbd
� p q r s ! t q u Y �
(when a term� occurs in the title of
a document



),� � � p q r s ! t q u Y � � " 	 $ & � ( � 
 � � ¡ £ ¥ � 
 � � � �" 	 $ & � ( � 
 �

(otherwise)

(3)

¦ 4 5 7 2 8
is the location of a term2 in the docu-

ment
5
. When a term appears more than once

in a document, the location in which it first ap-
pears is used to set this parameter.D � � � � F � � � § ¨
and D � � � � F � � � § © are constants to which values are
assigned according to the results of experiments.

2. Other information (� � � F � � � )� � � F � � � is a more detailed numerical term that
uses different information, such as whether or
not a term is a proper noun and whether or not
it is a stop word such as� � ”document” and� �

”thing”. If a term is a proper noun, it is
assigned a high weight. If a term is a stop word,
it is assigned a low weight.� � � F � � � is expressed
in the following way for simplicity; the variables
for the document and term,

5
and 2 , have been

omitted:

n N w ! s t p � n N w « r ¬ ­ n ¯ ¬ q ¯ w ¬ ­ n u ° ± (4)

The respective terms in this equation are ex-
plained below.² � � � ³ � ´

When a term is obtained from the title of
a query, i.e. DESCRIPTION,� � � ³ � ´ =µ

This method was developed by Murata et. al. [4].
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 �
. Otherwise,� � � � � 	 = 1. This

is because we can assume that terms ob-
tained from the description of the query
are important.

� � � 	 � � � 	
When a term is a proper noun,� � 	 � � � 	
= � � 	 � � � 	 
 � 
 �

. Otherwise� � 	 � � � 	 = 1.
This is because terms that are proper nouns
are important.

� � � ! "
When a term is numeric,� � ! " = � � ! " 
 %


 �
. Otherwise,� � ! " = 1. A term which

consists solely of numerals will not con-
tain much relevant information, and thus
lacks importance for the query.

4 How terms are extracted

We are only able to use Eq. (2) in information re-
trieval after we have extracted terms from the query.
This section describes how this is achieved. We con-
sidered the several methods of term extraction listed
below.

1. Using only the shortest terms

This is the simplest method. In this method, the
query sentence is divided into short terms by us-
ing a morphological analyzer or similar tool. All
of the short terms are used in the retrieval pro-
cess. The method used to divide the query sen-
tence into short terms is described in Section 5.

2. Using all term patterns

The first method produces terms that are too
short. For example, ”enterprise” and ”amalga-
mation” would be used separately while “enter-
prise amalgamation” would not be used. We felt
that ”enterprise amalgamation” should be used
with the two short terms. Therefore, we decided
to use both short and long terms. We call this the
”all term-patterns method”. For example, when
”enterprise amalgamation realization”& was in-
put, we used ”enterprise”, ”amalgamation”, ”re-
alization”, ”enterprise amalgamation”, ”amal-
gamation realization”, and ”enterprise amalga-
mation realization” as terms in information re-
trieval. We felt that this method would be ef-
fective because it makes use of all term patterns.
We also felt, however, that having only the three
terms ”enterprise”, ”amalgamation”, and ”real-
ization” derived from ”... enterprise ... amal-
gamation ... realization ...”, while six terms are'

This example is not a term in English and is the English
translation of a Japanese term “( * (enterprise)+ - (amalgama-
tion) . / (realization)”. Its meaning is “realization of enterprise
amalgamation”.

enterprise amalgamation materialization

enterprise amalgamation 

enterprise amalgamation materialization

amalgamation materialization

Figure 1. An example of a lattice
structure

derived from ”enterprise amalgamation realiza-
tion” would lack balance. We examined several
methods of normalization in preliminary experi-
ments, then decided to divide the weight of each

term by 0 � 1 � 2 3 4
5 , where

6
is the number of

successive words. For example, in the case of
”enterprise amalgamation realization”,

6 8 :
.

3. Using a lattice

Although the above method effectively uses all
patterns of terms, it needs to be normalized by

using the ad hoc equation0 � 1 � 2 3 4
5 . We thus

considered a method in which all term patterns
are stored in a lattice. We used the patterns in
the path with the highest score on Eq. (2). The
method is thus almost the same as Ozawa’s [6].
The differences are in the fundamental equation
used for information retrieval, and the use or
non-use of a morphological analyzer.

In the case of ”enterprise amalgamation realiza-
tion”, for example, we obtain the lattice shown
in Fig. 1. The score for each of the four paths
shown in this figure is calculated by using Eq.
(2), and the terms along the highest-scoring path
are used. This method does not require the ad
hoc normalization which the method of using all
term patterns requires.

4. Using de-emphasis of longer terms
(”down-weighting”) [1]

Fujita proposed this method at the IREX con-
test [10]. It is similar to the all-term-patterns
method. All term patterns but the method of nor-
malization is different from that used in the all-
term patterns method. The weights of the short-
est terms are kept constant while the weights of
the longer terms are decreased. We decided to
apply the weight� � � ; � > ? 3 to such terms, where@ is the number of shortest terms and� � � ; � was
set according to the results of experiments.
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5 Dividing the query sentence into short
terms

We used morphological analyzers to divide the
queries into terms. We used ChaSen [3] for JJ and
HAM5.0/KMA5.0 for KK. In EE, we used the OAK
system for stemming terms in sentences. In the case
of CC, we used the following three methods to divide
the query sentences into short terms.�

1. Using a morphological analyzer

In this method, the query sentence is segmented
by using the CSeg&Tag 1.0 Chinese-language
morphological analyzer [2].

2. Segmentation based on mutual information

This is based on a method [11] which was pro-
posed by Sproat et al. The mutual information
of each two-character unit derived by morpho-
logical analysis is calculated; the two are di-
vided up when the amount of mutual informa-
tion is below some threshold. The details of
our method are as follows. Almost all Chinese
words consist of a single Chinese character or
two Chinese characters.� We thus assumed that
all terms consist of one or two Chinese charac-
ters. Thus, the application of this method starts
with the division of Chinese sentences into frag-
ments which consist of one or two Chinese char-
acters by using mutual information. This is done
by repeatedly applying the following procedure.� Divide up those pairs of adjacent char-

acters that have the lowest amounts of
mutual information, considering each pair
that is part of a fragment which consists of
more than two Chinese characters.

Next, we use the statistics on the Chinese cor-
pus. In this case, we assume that the ratio of
one-character words to two-characters words in
a Chinese text is a:b.� We take this statistic then
re-divide those fragments that consist of pairs of
characters which have little mutual information
into separate one-character words, in such a way
that our process of division produces a text that
has been broken up into one- and two-character
words in the approximate proportion a:b. This is
done by repeating the following procedure until
the text has been divided up in the approximate
proportion a:b.�

We used the three more complicated methods in CC, because
the tagger used for CC does not work in Unix where our informa-
tion retrieval system works. In CC, we used the tagger to segment
query sentences only and did not use it to segment sentences of doc-
uments in CC. We used mutual information to segment sentences of
documents in CC.�

According to one cited paper [11], the rate of occurrence of
words that consist of three Chinese characters is less than 1%.�

Sproat, for example, has stated that this ratio is about 7:3 [11].

� Divide up those fragments which consist
of pairs of characters that have the lowest
amounts of mutual information

The result of this procedure is equivalent to that
of the following procedure.

� Divide up those fragments which consist
of pairs of characters that have levels of
mutual information equal to or less than� � 
 � , where � � 
 � is the amount of mutual
information that will divide up the text to
produce the approximate proportion a:b.

3. Using both of the above two methods

In this method the Chinese sentences are firstly
divided up by the morphological analyzer and
the fragments thus derived are further divided up
by using the mutual information and statistics on
the Chinese corpus.

6 Automatic feedback

Automatic feedback is also used in our system. An
element of automatic feedback is included in our sys-
tem via the IDF term of equation (2). In applying au-
tomatic feedback, we substitute the following equation
for the original IDF term.

� �
� � � � � � � � � � � �

� � �
� ! # � % & ' � � � * ! # � % &

�
� � � � -

� � �
�

/ 1
2

3
� � �

(5)

� � � � � 4 (when a term t is in a query)5
(otherwise) (6)

where 6 8 : < = ? @ : A
is the proportion of the top� B doc-

uments retrieved in the first round of retrieval that in-
clude a term: . 6 8 : < = E @ : A

is the proportion of all
documents in which the term: appears.F E H J B � M @ : A

is
the original IDF term. This formula is based on Roc-
chio’s formula [9]. � N O and � B are constants, which
are set according to the results of experiments.

Term expansion is also applied in our system. All of
the terms in the top� B documents from the first round
of retrieval are tested against a binominal distribution;
those terms which satisfy the test condition are intro-
duced as terms. That is, the terms ‘Terms’, as defined
below, are added to the set of terms.

P Q R T U � � � X Y � � � [ �
\

-
(7)

where
] @ : A

is calculated by the following equation^
and � ` is a constant that is set based on experimental
results.a

In this study, we used the summation of 0 to
�
, but the summa-

tion of 0 to
� * 4 could also be used. When the summation of 0

to
�

is used, an expression having a lower value for
Y � � �

is judged
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where
� �  ! � "

is the number of combinations when
we select

�
items from x items,

#
is equals to is$ & , $

is the number of times the term' occurs in the top$ &
documents, and� � ' "

is calculated by

� � � � � freq
� � �


 (9)

where freq
� ' "

is the number of the documents where
the term ' appears and( is the number of all
documents.�

7 Weighting of the numbers counted in
the automatic feedback process

We considered that terms which occur in higher-
ranked documents and are retrieved on the first re-
trieval are more important than those in documents of
lower rank and those retrieved later on. Thus, when
counting the frequency with which a term' occurs in a
document d that has a rank of) * # $ � , "

, the system ap-
plies the following factor� / � � ' ! , "

to the frequency.

� 1 � 2 3 4 6 8 9 2 : ; < � = > 8 ? @ A : ; < � B C D : 2 6 8 ? >: � ? > (10)

where $ F G H is a constant that is set according to the
results of experiments. The frequency calculated by
the above equation is used in calculating Equations (5)
and (7).

8 Experiments

The experimental results are given in Table 1.
”Query” indicates the parts of the query definition that
provided inputs to our system. ”T” indicates the ti-
tle, ”D” indicates the description, ”N” indicates the
narrative, and ”C” indicates the concept field of the
query. The column ”ID” indicates the system iden-
tifiers in the NTCIR 3 contest.I � ”–” in ”ID” indi-
cates a system which was not submitted for the formal
run of the NTCIR 3 contest. The values of$ & and$ F G are as given in Table 1. Entries in the columns

to be an expression that occurs in the top documents less often than
the average occurrence in the top ducuments and it is eliminated.
When the summation of 0 to

: ? > is used, an expression having a
higher value for

K 2 3 8
is judged to be an expression that occurs in

the top documents more often than the average occurrence and the
expressions other than such an expression are eliminated.�

This method of term expansion using a statisctical test was de-
veloped by Murata, Utiyama, and et. al. in NTCIR 2 [5].L � We could submit up to three systems to each task of NTCIR 3.

marked ”dw”, ”af” and ”L” indicate the application of
the longer-term de-emphasis method, automatic feed-
back method, and the use of locational information,
respectively. Use of the given method is indicated by
a ”y”, with non-use indicated by ”n”. When we do
not apply de-emphasis, we extract terms according to
the shortest-terms method.I I The other parameters are
set as follows: $ N P Q F S U P W X I Y Z � �

, $ N P Q F S U P W X \ Y � � Z
,$ Q F S ] _ P & ! Y � � Z

, $ S Y Z
, $ a Y %

, $ b Y � � '
,$ F G H Y � � )

, $ c ] d Q & = 1, $ b & P b ] & = 1, and$ W h j = 1. In
CC, we used both the morphological analyzer and mu-
tual information in term extraction from a query and
we used only mutual information in term extraction of
automatic feedback.$ Q j U = 4.

The following findings are indicated by the experi-
mental results.

l The automatic feedback method was always ef-
fective.

l The use of locational information as a character-
istic of newspapers articles was often effective
(compare ”S3” and ”S4”, ”S9” and ”S10” un-
der ”R-precision; rigid”, and ”S20” and ”S21”
under ”rigid”).

l The longer-term de-emphasis method was
sometimes effective. (compare ”S3” and ”S5”)

Although we did not check the effectiveness of the
other methods applied in our system, they would be
effective. Each method and technique may only make
a small contribution to the overall effectiveness. How-
ever, using all of them makes for a better system.

9 Conclusion

Multiple characteristics of information and many
sophisticated techniques are applied in our informa-
tion retrieval system. The techniques included Robert-
son’s 2-Poisson model and Rocchio’s formula, both
of which are known to be very effective. We used
such characteristics of newspapers as locational in-
formation. We used Fujita’s de-emphasis (”down-
weighting”) method, which provides a reasonable way
of including compound terms as terms used in re-
trieval. We also used a statistical test in expanding the
queries through automatic feedback. We participated
in four tasks of monolingual information retrieval (CC,
JJ, KK, and EE). Our system obtained the highest val-
ues for precision on almost all of the tasks. This is
because we had applied almost all of the more effec-
tive methods.L L

In previous work [4], we had confirmed that using all term pat-
terns is not a good approach, while even the simple method of using
only the shortest terms leads to good results.
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Table 1. Experimental results
Parameters R-precision Ave. precision

Task Query ID dw af L � � � � � rigid relaxed rigid relaxed
S1 CC TC 3 y y y 5 0.7 0.3084 0.3872 0.3001 0.3780
S2 CC D 2 y y y 5 0.7 0.2874 0.3678 0.2672 0.3448
S3 CC TDNC 1 y y y 5 0.7 0.3463 0.4330 0.3379 0.4165
S4 CC TDNC – y y n 5 0.7 0.3468 0.4258 0.3243 0.3996
S5 CC TDNC – n y y 5 0.7 0.3253 0.4247 0.3232 0.4062
S6 CC TDNC – n y n 5 0.7 0.3316 0.4207 0.3148 0.3901
S7 CC TDNC – y n y 5 0.7 0.3359 0.4014 0.3115 0.3797
S8 JJ D 3 y y y 5 0.7 0.3090 0.3861 0.3312 0.3965
S9 JJ TDNC 1 y y y 5 0.7 0.3768 0.4758 0.3990 0.4896
S10 JJ TDNC 2 y y n 5 0.7 0.3679 0.4736 0.4016 0.4898
S11 JJ TDNC – n y y 5 0.7 0.3822 0.4775 0.4027 0.4896
S12 JJ TDNC – n y n 5 0.7 0.3687 0.4792 0.4042 0.4902
S13 JJ TDNC – n y y 5 0.7 0.3659 0.4550 0.3682 0.4558
S14 KK D 3 y y y 5 0.7 0.2762 0.3708 0.2691 0.3602
S15 KK TDNC 1 y y y 5 0.7 0.4056 0.4989 0.3954 0.5022
S16 KK TDNC 2 y y n 5 0.7 0.4037 0.4977 0.4099 0.5005
S17 KK TDNC – n y y 5 0.7 0.4055 0.5029 0.3958 0.5023
S18 KK TDNC – n y n 5 0.7 0.4068 0.4974 0.4117 0.5012
S19 KK TDNC – y n y 5 0.7 0.3658 0.4448 0.3540 0.4304
S20 EE TDNC 1 n y y 5 0.7 0.4595 0.4731 0.4883 0.5000
S21 EE TDNC – n y n 5 0.7 0.4436 0.4777 0.4860 0.5036
S22 EE TDNC – n n y 5 0.7 0.4183 0.4519 0.4549 0.4580
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