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Abstract

In the Document Retrieval Subtask in
the NTCIR-5 Patent Retrieval Task,
the search topic was the claim in a
patent document and the search re-
sults were the patents that invalidate
the claim in the query. Therefore
we can calculate the similarities be-
tween the IPCs in the search topic
and those of each patent document
in the collection and use them for
the patent-to-patent search. In this
task, we extracted the relevance infor-
mation from the search results based
on the similarities between hierarchi-
ca structures of the IPCs, modified
the term weighting in the query pro-
cessing, and got the fina retrieved
documents using the updated query.
As a reault, it was found that there
are no significant improvements from
term re-weighting when considering
the relevance information from the
search results using hierarchica in-
formation of IPCs.
Keywords:similarity metric, hierar-
chical structura information, rele-
vance feedback, patent retrieval

1 Introduction

The notion of similarity is used in many contexts
such as search engines, collaborative filtering, and
clustering. In many cases, the objects being com-
pared are treated as sets or bags of elements drawn
from a flat domain, and this modd is caled a
"vector space model”. For example, a document
is treated as a bag of words in the vector space

model. For similarity calculations, the objects
are treated as vectors in an n-dimensional space,
where n is the cardinality of the element domain
and the cosine of the angle between two objects
is used as a metric of their similarity. This cosine
metric is mainly used for similarity computations
in information retrieval systems based on vector
space models [4].

There are objects that have hierarchica struc-
tures. For example, several IPCs (International
Patent Codes) that represent the information for
the patent claims are assigned to each patent docu-
ment. For such objects that represent hierarchical
structural information, there are some similarity
metrics that exploit the hierarchical domain struc-
ture and that are obtained as natural generaliza-
tions of the traditional metrics [5]. We have ex-
amined the effectiveness of similarity calculations
between two I PC sets in the patent collection con-
sidering the hierarchical information in the IPCs
and it was found that search result are slightly
improved by considering not just the text in the
search topic but also the hierarchical structural in-
formation of the IPCs[9].

In the Document Retrieval Subtask in the
NTCIR-5 Patent Retrieval Task, the search topic
was the claim in a patent document and the search
results were the patents that invalidate the claim
in the query. Therefore we can calculate the sim-
ilarity calculations between the IPCsin the search
topic and those of each patent document in the
collection. We examined the effective of rele-
vance feedback using the search results based on
the similarity metric of IPCs. From the search re-
sult using the similarity metric between IPCs in
the search topic and those of each patent docu-
ment in the collection, we extracted keywords and
calculated their frequencies. After that, we modi-
fied the weights of the keywordsin the text queries
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(e.g. the target claims) considering the keywords
that appeared relatively frequently in the retrieved
documents.

The rest of this paper is organized as follows.
In Section 2, we describe the metrics to calculate
the similarities between objects with hierarchical
information. In Section 3, we present the query
processing and the relevance feedback using the
search results based on the hierarchical informa-
tion of the IPCs. In Section 4, we describe the
outline of our search system and experiments, and
cover the results in Section 5. Findly, we will
discuss the results and offer conclusions regarding
our experimental study.

2 Similarity Metricsfor Hierarchical
Structure

In this section, we describe the similarity met-
ricsfor objectswith hierarchical structuresthat are
evaluated in our experiments[9].

First, we introduce a similarity metric based
on the generalized vector space model [5]. Let U
be arooted tree, with all nodes carrying a distinct
label. Each node can have an arbitrary fan-out,
and the leaves of U can be at different levels. Let
Ly be the set of al labelsin U and LIy be the
set of all labels on the leaves of U. We define the
depth of anodein the hierarchy by the number of
edges on the path from the root of U to that node.
Given any two Ieavesl_f and l_2> inU we define
the Lowest Common Ancestor LC' A(ly, lg ) tobe
the node of greatest depth that is an ancestor of
both 11 and E Let the set of leaf labels LLy
be {ll, lg,.. l }. Then collection A (here the
IPCs in a patent document) is represented by the
vector A = T a;l;, where a; i the weight of
L 4;. For any two leaves[; and [, we define

%
N 2><dethLCAl,l
G(Ii,1j) = P LOA( l—J>)) @

depth(T7) + depth(T])

This metrlc def| nes the similarity between the two
leaves l and l We continue to metric similarity
by using the cosine-similarity metric. If collection
A is represented by the vector q = Yico ailZ
and B by thevector B = 7" bilE , then
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The cosine similarity between A and B is given
by the following formula:

simac = G(X’E))
ool B) = T e m . O

This metric is called the Generalized Cosine-

Smilarity Measure (GCSM) [5]. Here is
an example of the caculation of GCSM.
Figure 1 shows two set of IPCs, A =
{F02M61/14 310, F02M61/18 360} and B =
{F02M61/14 320, F02M65/00 302}.
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Figure 1: IPC Examples

From Equation (1), the intersections be-
tween esch pair of leaves are G(I;, 15) = 2,
G(Ii, 1) = 2, G(I, 1) = 5, G(1,,l5) = &,
G(h, 1) = 1 and G, T = 1. Fromthesein-
tersections, we can calculate the GCSM between
A and B by using Equation (3), and find out
simgosm (A, B) = 0.6847.

Second, we introduce a similarity metric
that extends the GCSM. The depth(LC A(l;,1;))
is monotonously increased in accordance with
LCA(l;,1;) inthe GCSM. In the calcul ation of the
similarity between two leaves [; and /;, we intro-
duce asigmoid function and modify it as follows:
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where a¢ and b are the parameters of the sigmoid
function. By using the sigmoid function, the dif-
ferences of some pairs of nodes are amplified. By
analogy to the GCSM, we introduce the cosine
similarity between A and B asfollows:

. EG(A,B)
smecos B = e X AEG BB
In this paper, we call this metric the Ex-
tended Generalized Cosine-Smilarity Measure
(EGCSM).

In the NTCIR-4 Patent task, we found that
the search results using EGCSM were better than
those using GCSM. Therefore, we used EGCSM
for this task and set the parameters in the sigmoid
function so that @ = 25 and b = 0.5.

3 Term Weighting considering Relevance
Information

3.1 Reevance Information

In our experiment, we use the search results us-
ing the hierarchical information in the IPCsfor the
relevance information. In the vector space model,
the modified query vector (); considering the rel-
evance information is defined as [4],

1 & 1 &
Q1=Q0+n—1;Ri—n—2;Sm (6)

where () is the vector for the initial query, R; is
the vector for relevant document ¢, S; isthe vector
of the nonrelevant document 4, n; IS the number
of relevant documents, and ny is the number of
nonrelevant documents. The search results using
the hierarchy information are not document vec-
tors, and we cannot use the results directly. There-
fore we extract the relevance terms from the initial
search results.

Let D be the document collection and Np be
its size, and D, be the documents retrieved in the
initial search and Np, be the size of the results.
For each term t; extracted from D;, we defined
the following ratio r(¢;).

fo,(ti)/Np,

Folt)/ o @

r(t;) =

Thisr(t;) isarelative frequency that showstje de-
gree to which the term ¢; occurs more frequently
in the retrieved document [6]. We usethisratio for
the term weighting as the relevance information.

3.2 Term Weighting

In the query processing, we extract terms in the
target claim from each search topic. For each ex-
tracted term ¢;, we define the term weight w; as
(ratio)

wj = wo;r(t)

or

w; = wg;logr(t;) (log ratio),

where wy istheinitial term weighting. In our ex-
periment, we used a TF (term frequency) model,
an IDF (inverse document frequency) model, and

aTF-IDF model for the initial term weighting.

4 Outline of Search System and
Retrieval Experiment

In this section, we present an outline of our search
system and our retrieval experiment.

41 IR System

In our experiment, the search topic (query) was
divided into two parts. One of them was a col-
lection of 1PCs assigned to the query patent doc-
ument. The other was a collection of keywords
from the text (i.e., the claim) in the query patent
document. For the query IPCs, we constructed
similarity search systems based on EGCSM. From
the search result using the hierarchical information
of the IPCs, we extracted the termsin the retrieved
documents and their relative frequencies. For each
keyword in the query document, we calculated its
weight considering its relative frequency. For the
weighted keywords we used a baseline IR system
provided by the task organizer [1]. The baseline
IR system uses a word-based indexing by Chasen
v2.2.1 and the IPA dictionary v2.4.4. Theretrieval
model in the baseline system isBM25[7, 8].

The ranking document list from the baseline
system was filtered by the filing date and the ap-
plicant name. Figure 2 shows an overview of our
system.
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Figure 2: System Overview

4.2 Retrieval Experiment

In our experiment, we set up three initial term
weighting models (TF, IDF, and TF-1DF) and three
relative frequency models (none, ratio, and log ra-
tio) in the query processing (see Table 1).

Table 1: Term Weighting Models

wo TF IDF TF-IDF
relative frequency - - -
Run 1D TRL1 TRL2 TRL3
wo TF IDF TF-IDF
relative frequency ratio ratio ratio
Run 1D TRL4 TRL5 TRL6
wo TF IDF TF-IDF
relativefrequency | logratio | logratio | log ratio
Run ID TRL7 TRL8 TRL9

For the comparison, wetried using the pseudo-
relevance feedback provided in the baseline IR
system for each initial term weighting model. The
IDs using the pseudo-relevance feedback were
TRL10 for TF model, TRL11 for IDF model,
and TRL12 for TF-IDF model. We aso set up a
search system using only IPC information based
on EGCM (Run ID:TRL13).

5 Results

In this section, we show the result of our retrieval
experiments. Table 2 shows the mean average pre-
cision (MAP) of each run by using relevant patents

A and B [1], respectively.

In Table 2, NTCIR-4 and NTCIR-5 denote the
search topics used in NTCIR-4 and NTCIR-5, re-
spectively. From these results, it can be seen that
the term reweighting considering the search results
using the information of 1PC improved the search
results for the search topics used in NTCIR-4 but
did not improve the results for the search topics
used in NTCIR-5.

6 Discussion

Here, we will discuss our experimental results. It
was reported that the TF term weighting model
had a negative impact on the search results in the
newspaper-to-patent search task [3]. From Ta
ble 2, the different tendency was observed in the
patent-to-patent search task. However it can be
seen that the differences between the MAP for
the TF model and those for the DF model were
reduced by considering the relevance information
from the IPC search results.

In query patents A, the number of relevant
document is one, so MAP is greatly influenced
by the precision in the top ranking retrieved docu-
ments and becomes unstable. We think that the re-
sults of the NTCIR-4 and NTCIR-5 search topics
using the term re-weighting model considering the
IPC search results deffered because the number of
search topics in NTCIR-4 is much smaller than
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Table 2: Mean Average Precision(MAP)

Run ID TRL1 | TRL2 | TRL3 | TRL4 | TRL5 | TRL6
NTCIR-5A | 0.0849 | 0.0655 | 0.0720 | 0.0529 | 0.0453 | 0.0522
NTCIR-5B | 0.0675 | 0.0539 | 0.0585 | 0.0456 | 0.0398 | 0.0445
NTCIR-4A | 0.1025 | 0.1023 | 0.1012 | 0.1023 | 0.1034 | 0.1023
NTCIR-4B | 0.0975 | 0.0961 | 0.0965 | 0.0916 | 0.0962 | 0.0924 -
Run ID TRL7 | TRL8 | TRL9 | TRL10 | TRL11 | TRL12 | TRL13
NTCIR-5A | 0.0690 | 0.0560 | 0.0668 | 0.0768 | 0.0623 | 0.0696 | 0.0176
NTCIR-5B | 0.0570 | 0.0473 | 0.0547 | 0.0653 | 0.0544 | 0.0577 | 0.0150
NTCIR-4A | 0.1014 | 0.0968 | 0.1060 | 0.0868 | 0.0862 | 0.0989 | 0.0176
NTCIR-4B | 0.1001 | 0.0928 | 0.0981 | 0.1087 | 0.1042 | 0.1113 | 0.0170

that in NTCIR-5. We think that the term reweight-
ing used in our experiment does not improve the
search result significantly. We did not select key-
words from the retrieved documents based on the
IPC information, so we think we need to examine
which terms contribute the relevance information.

Inthefiltering of the ranking document list, we
considered not only the filing date but also the ap-
plicant name. We think we aso need to investigate
the effectiveness of each filtering condition.

7 Conclusion

In this paper, we examined the effectiveness of
relevance feedback using search results based on
a similarity metric for the IPCs. We introduced
aterm reweighting model considering the search
results based on this hierarchical information of
IPCs. The results showed that the search re-
sults were not significantly improved by the term
reweighting when considering the search results
based on the |PC information. For the future work,
we need to examine the term selections from the
documents retrieved by the IPC information for
their relevance information, and the effectiveness
of filtering condision.
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