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Abstract

This report describes Dartmouth College’s approach esults for the 2007 TREC Legal Track.
Our original plan was to use the Combination of Expginn (CEO) algorithm [1], to combine
the search results from several search engines. Howeeadidanot have enough time to build
the index for more than one search engine by the time forissibm for official runs. The
official results described here are based only on the Léindri [2] search engine.

Introduction

This year, all Legal Track participants were requiredstibmit at least one automatic run in
which only the RequestText field was used with no huméervention. In other runs any fields
could be used, e.g., processing the Boolean query sesatémdind synonyms of keywords or
parsing the complaints text to find more context of theesu

Our plan was to use the CEO algorithm [1] to combine thdtseturned from several search

engines. This algorithm uses a probability model to computeah dtore for a document and

then sorts the retrieved documents according to thise.sddris algorithm can also receive

relevance feedback to train the weights given to diffesearch engines. In our experiments to
date we have not used this feature due to lack of timeofiicial results are only based on using
the Indri [2] search engine.

Steps

After downloading the xml files from the TREC ftp site, wsed a program written by the
University of Massachusetts to convert the whole datér@et xml to TREC format. Since the
Lemur toolkit supports TREC documents, we ran the programded\along with the toolkit to

build the index for the Indri [2] search engine.

Another search engine we planned to use was Lucene [3], eansguirce project in Apache.
Unfortunately, it does not support TREC format. Therefostmple parser was written to extract
documents which were then passed to Lucene [3]. In additidretDOCNO and the content text
of a document, other meaningful fields such as titkeghors, document type, and organization
were extracted. Others fields that use numbers sushgescount were not indexed.

The CEO algorithm expects scores to be combined to be priibabiBecause the scores

returned by Indri [2] are the logarithms of probabilities elevance, we normalize them to be
within the range of zero and one. By passing documenatidsnormalized scores as arguments,
the function returns a list of documents sorted byitied §core.



Runs

Our results are all automatic runs. The first run, whichls® our only official run, is the result
returned by the Indri [2] search engine. The second run igirtbficial result returned by the

Lucene [3] search engine, while the third one combines the pretvimusuns using the CEO
algorithm.
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Figure 1.a: Recall-Precision Graph (Indri) Figure 1.b: Document Level Averages (Indri)
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Figure 2.a: Recall-Precison Graph (Lucene)  Figure 2.b: Document L evel Averages (L ucene)



Recall-Precision Curve
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Figure 3.a: Recall-Precision Graph (CEO) Figure 2.b: Document L evel Averages (CEO)
Discussion

As a default the CEO algorithm gives equal weight to eediti engines being combined to
produce its final probability of relevance for a docutne®ince no training was done, this default
mode of combination was used. As shown in the tabled sgcaland 10 documents was slightly
better with the combined run than with either search ergjioree. In further experiments we
plan to use relevance judgments from the relevance feedbsickotdrain the algorithm. We
expect this training to lead to better performance oftperithm.

Future Work

From just passing the whole request text as the queryehis we plan to further process the
request in the future. Through syntactic analysis we Hop#nd keywords in the sentence
automatically and then to use query expansion to producénaligéiery.

We also plan to combine the results of more search enginthe future. Recall and precision
might be increased if more relevant documents aréevett, given the use of more search
engines. We also plan to make more use of the CEO algosittei@vance feedback capability.
Through training the algorithm can assign more accurate tgeiglthe engines being combined,
which should lead to the final combined ranking being mocerate.
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