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Abstract

This paper aims to handle scenario durations of t-timed Petri nets without constructing
the class graph. We use a linear logic characterization of scenarios based on the equivalence
between reachability in Petri nets and provability of a class of linear logic sequents. It has
been shown that it was possible to characterize a scenario with concurrency induced both by
the Petri net structure and by the marking. This approach is based on the rewriting the linear
logic proof of the sequent. But this approach is limited because some structural concurrency
cannot be expressed. In this paper we develop a new approach based on a canonical proof of
the sequent. It does not explicitly characterize the scenario but it delimits its duration through
an algebraic symbolic expression. It allows handling non safe Petri nets and structures which
cannot be uniquely characterized by ’sequence” and parallel” operations.

1 Introduction

The characterization of the behavior of concurrent systems represented by Petri nets, and more
specifically properties concerning the reachability problem of some states, may be addressed by
two different approaches:

e cither the proof of the reachability of a set of states, delimited by the fact that some logical
proposition is true (but these methods need to construct state graphs),

e or the proof that, from a class of initial markings, a set of transitions verifying some partial
order constraints can be fired, producing then a class of final markings.

The first kind of approach is well suited when no explicit quantitative timing consideration is
involved. Modal logic and various classes of temporal logics are then particularly efficient. When
explicit durations are attached to transition firings, it is then possible to build the reachability class
graph [Be 92, Me 83, Me 85] in place of the reachable marking graph. But various difficulties
exist:

e the delimitations of the durations of the scenarios are imprecise because the reachability
class graph is built in relative time (at each transition firing the time is reset to zero),

e the state space is very large and the concurrency relations are not exploited (if ¢; and ¢, are
concurrent, then the sequences t; t» and ¢ t; are both explicitly considered),



e the durations have to be delimited by values, so, no symbolic computation is offered.

The second kind of approach is important for scheduling problems (in manufacturing systems
for instance), for diagnosis etc. It allows the computation of scenario durations taking into account
the partial order constraints. These durations are necessary to derive the delivery dates of products
in a manufacturing system or to define the likelyhood of sequences of fault events by comparing
the duration of the corresponding scenarios with the time interval between the current observation
and the last well known state.

This approach exhibiting partial order relations among transition firings has typically been
based on unfoldings. Transitions are duplicated when they are fired again and places when a
token is put again into them. Generally, the algorithms are restricted to safe Petri nets because
situations for which a transition is concurrent with itself are not clear. A graphical tool has been
developed [DE 97].

Our approach differs from this one because it is neither based on a graphical reasoning nor
on a model checking procedure. In place of using the semantical aspect of logic, we use the
syntactical one. We do not check if a graphical structure is a model of some formula, we prove a
sequent.

The main benefits of this logical framework is that it is possible to formally define the notion
of scenario (it is a sequent). The concurrency and partial order relations are taken into account,
but are not turned explicit. This framework does not implies any restrictions such as the fact
that the net is safe or without any loop (but the combinatorial explosion is not avoided when
it is the consequence of conflicts which are not solved). It is possible to introduce quantitative
durations by adding annotations to the logical atoms and associating algebraic operations on these
annotations to the rules which are used to prove the sequent. The proofs are not altered by the
annotations. It is therefore possible to derive algebraic expressions for scenarios durations in
function of the durations attached to the transitions.

Linear logic, as defined by J.Y.Girard [Gi 87, Gi 95], has been chosen to formalize this ap-
proach because it allows the logical expression of the notion of state change. Representing state
changes within a pure logical framework becomes possible because the two rules of sequent cal-
culus expressing the fact that logical propositions are eternal truth (contraction and weakening)
have been suppressed. This modification has two consequences:

e as equivalent ways of introducing the connectives “and” and “or” in classical logic are no
longer equivalent in linear logic, these two connectives are split into four ones: “times”,
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par”, “with” and “plus”,
e the operators “times” and “par” are no longer idempotent.

In linear logic, propositions are considered as resources which are consumed and produced at
each state change. The only connectives used in this paper are the connective “times” denoted by
® and “linear implies” denoted by —o. The first one represents the simultaneous availability of
various resources and the second one the availability of a state change. That is, A® B denotes the
fact that A and B are simultaneously available and A—o B that by consuming A a possible state
change produces B. The rules of linear intuitionistic logic ILL which are used in this paper can
be found in annex at the end of the paper.

This paper exploits the equivalence between the reachability of a marking M’ from a marking
M in a Petri net and the provability of a family of sequents in the multiplicative fragment of linear
logic. As a matter of fact, the proof tree constructed for proving the linear logic sequent (using the



sequent calculus rules) is used to point out the strictly necessary order relations existing among
transition firings (those which are a logical consequence of the Petri net structure and the initial
marking M). When it is possible to extract these order relations, the duration of the scenario can
be exactly deduced with an algebraic formula.

Section 2 presents the relationships between linear logic and Petri nets. Starting from past
work, it will be shown how it is possible, in some cases, to derive an algebraic expression, based
on the connectives “sequence” and “parallel” expliciting the partial order among the transition
firings in a scenario. This approach takes into consideration the order relations induced by the
structure of the Petri net, but also the ones which are a consequence of the markings. From this
expression, it is easy to obtain an algebraic expression of the scenario duration. But this approach
is limited. An example of Petri net for which the partial order relations and the concurrency
cannot be explicited by means of the two connectives is given.

Section 3 introduces then a new approach. The order relations are no longer explicitly repre-
sented by an algebraic equation, they are just scanned when building the proof tree and temporal
labels are attached to the atoms denoting the tokens in order to compute the scenario duration. We
have no longer an algebraic expression of the scenario, but we preserve an algebraic expression of
the scenario duration. The discussion is restricted to the case of scenarios which are completely
specified, that is scenarios in which no un-resolved conflict occurs.

Section 4 first presents the algorithm for a canonical construction of the proof tree comple-
mented with the duration computation.

In order to see how structural concurrency is handled, the Petri net previously considered in sec-
tion 2 (for which no algebraic expression of the scenario exists) is considered and the scenario
duration is correctly expressed. This example points out the ability to consider some non trivial
structural concurrency relations.

This section also presents how it is possible, using the proposed algorithm, to consider examples
where markings induce some supplementary concurrency relations. We then deal with non safe
Petri nets and with transitions concurrently fired with themselves.

The proposed method can be seen as a symbolic simulation.

Finally, the conclusion compares this approach with other ones and gives some hints for the
case of scenarios which are not completely specified.

2 Relations between linear logic and Petri nets

2.1 Past work

Early in 1989, the relationships between linear logic and Petri nets have been established [Br 89].
An equivalence between reachability in Petri net theory and provability for the multiplicative
fragment of linear logic has been proved through category theory [Ma 91]. Some papers are also
concerned with the fact that Petri nets could be considered as models of linear logic formulas
[EW 90].

However, it is the approach of C. Gunter and V. Gehlot [Gu 89, Ge 92] which has really
motivated us. They have used this equivalence to try to formalize and characterize transition
firing scenarios.



2.1.1 Transition firing scenarios

Informally, a transition firing scenario in a Petri net is a multi-set of transition firings (denoting
events) which permit to reach a final marking M’ from an initial marking M. Each transition has
to be fired the number of times it appears in the multi-set. These transitions cannot be fired in
any order. The transition firings have to respect the constraint that only enabled transitions can
be fired. This constraint induces a partial order among the transition firings. This partial order
depends on the structure of the Petri net, but also on the marking M. It is relatively complex
because a transition may be fired concurrently with itself (if the token loads of its input places
are sufficient) and the partial order constraints which have to be verified by the transitions may
differ according to their firing occurrences. For example, it is possible that the first firing of ¢3 is
preceded by the first firing of ¢; and that the second firing of ¢3 is preceded by the first firing of .
It is why, in general, partial order constraints as well as independence (or concurrency) relations
cannot be directly defined on the alphabet 7' of the transition names.

In Petri net theory, there are two ways for defining a scenario. The first one is the notion of a
firing sequence s which is an ordered list of transitions. The scenario is then represented by :

M =5 M (1)

When firings are assumed to be instantaneous, this representation is generally sufficient. When
explicit quantitative durations are attached to the transitions [Ra 73], it is necessary to express
the concurrency (independence) relations and/or the partial order relations existing among the
transition firings of the scenario. In addition, when industrial applications are involved, it is not
reasonable to restrict to safe Petri nets or to Petri nets for which a transition cannot be fired
concurrently with itself. For instance, in a manufacturing system it is possible that two parts of
the same type are concurrently machined on two machines of the same pool.

2.1.2 Computation of scenario durations

The fact that the duration of the scenario is not the sum of the durations on the transition firings
depends on the partial order and the issue is not fundamentally different if durations are attached
to places [Si 77] or if they are enabling durations of transitions [Me 76].

An important point to be underlined is that the partial order among the transition firings is
also a consequence of the initial marking M and cannot uniquely be derived from the Petri net
structure or from the difference between the final marking M’ and the initial marking. This means
that the fundamental equation:

M —-M=C3s (2)

where (' is the incidence matrix and 5 the characteristic vector of the scenario (describing the
corresponding multiset of transition firings) will be of little help.

To illustrate this point, let us consider the Petri net in figure 1. If it is assumed that the firing
duration of ¢; is d; and if the initial marking is such that there are two tokens in place A and one
token in place C and if the final marking is such that there are two tokens in B and one in C, then
an intuitive simulation shows that the scenario duration is d; + d;.

In contrast, if the initial marking is such that there are two tokens in C' as well as in A, then t;
is fired concurrently with itself and the scenario duration is d;.

In this paper, we will assume that the considered class of nets is the t-timed Petri net one, for
which the durations are firing durations. It does not seem to have a strong impact on our approach
and, as a first step, it is less complex.
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Figure 1: Example of scenarios depending on the initial marking

2.1.3 Gehlot’s approach

In his approach, [Ge 92, Gu 89] V. Gehlot proposes to characterize partial order among transi-
tion firings by an algebraic expression based on two operators: “sequence” denoted by “;” and
“parallel” denoted by “||”.

In the above example (figure 1), the two previously described scenarios would be respectively
expressed by (t1;t1) and (1 || t1).

The issue is then, how is it possible to derive this algebraic expression from the Petri net and
the initial marking of the scenario. V. Gehlot suggested to start from any proof tree proving the
scenario in linear logic and to transform it, by means of a set of re-writing rules, into another
one corresponding to maximal concurrency (and therefore a minimization of the partial order
constraints). As intuitively the introduction of a partial order constraint between two transition
firings corresponds to the use of a “cut” rule in a proof tree, V. Gehlot has suggested that rules
similar to those used to eliminate “cuts” would be the solution. The algebraic expression is then
directly obtained from the proof tree with maximal concurrency.

2.2 Turning markings explicit

In his PhD, L.A. Kiinzle [Ku 97, Pr 99] showed that it was possible to derive, from the algebraic
characterization of the sequence, an algebraic expression of its duration, even in the case of a
fuzzy trapezoidal delimitation of the firing durations. He also pointed out that V. Gehlot was
only taking into account the partial order relations which were a consequence of the Petri net
structure, and that in consequence, the concurrency which could be introduced by the marking
was not taken into account.

Basically, V. Gehlot denotes transitions by proper axioms and does not explicitly represent
markings. For instance, the Petri net in figure 1 is represented by:

ARC F BRC' (3)

As a consequence, whatever the initial marking of the scenario, and therefore whatever the
initial token load of place C, only formula (¢1;¢;) will be derived.

2.2.1 A new logical representation of Petri nets

In the approach developed at LAAS [Gi 97a], the representation of Petri nets by means of linear
logic is different and does not involve the use of added proper axioms. Transitions are denoted
by linear logic propositions which are consumed when fired. The number of times a transition is
consumed in a sequent corresponds to the number of times it has been fired in the corresponding
scenario.



A marking M is a monomial in ®, that is a marking is represented by M = A;®A;® ... QA
where A; are place names. For instance, the two initial markings of the scenarios considered on
the Petri net in figure 1 are AQ AQC and AQARCRC.

A transition is an expression of the form:

M, —o M, 4

where M; and M, are markings. For example, transition ¢; of the Petri net in figure 1 is noted
A®C—oB&C.

A sequent represents a transition firing (and not a transition as in Gehlot’s approach). The
sequent corresponding to one firing of transition M;—o M, from a minimal initial marking is the
following:

M, (My—oMy) = M, 5)

Straightforwardly, the proof of such a sequent results from the rule “—oL” which introduces
linear implication in the left part of a sequent in linear logic (a sequent calculus proof is read from
bottom to top):

A A .

My, (My—oMs) = M, B (6)

In the context of this new representation, the equivalence between Petri net reachability and
linear logic provability has been proved in [Gi 97b] without need of category theory. It is more
precise than the classical one because it involves the number of times each transition is fired. This
result can be expressed by the following theorem.

Theorem 1 Let o be a list of transition names separated by commas (where transition t; appears
n; times), then the two propositions are equivalent:

o M s M' where s is a sequence of firings of the transitions of o (transition t; is fired n;
times)

e Sequent M,o &= M’ is provable in the strict framework of linear logic (without added
proper axioms).

If the sequent is provable, then there exists at least one sequence. But more than one se-
quence s can correspond to a list o. In this framework, L.A. Kiinzle [Ku 97, Pr 99], developed
a mechanism for rewriting proof trees inspired from that of Gehlot but taking into account the
initial marking of the scenario when it is larger than the minimal required one. So, in the case
of the Petri net in figure 1 and with an initial token load of 2 in place A, two different algebraic
expressions are derived according to the fact that the initial token load of C'is 1 (¢1;¢1) or 2
(t1 [ t0).

After rewriting, it is possible to directly derive from the proof tree an algebraic expression of

the scenario using the two operators “;” (for sequence) and “||” (for concurrency).

2.2.2 Calculating scenario duration

From any algebraic expression, it is easy to calculate its duration. Duration of sequential firings of
2 transitions is obtained by adding the two durations while concurrent firing duration is obtained
by a maximum operation. For the two previous scenarios, if duration of ¢; is d; we get respectively
2.d1 for (tl, tl) and d1 for (tl || tl)
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Figure 2: Example of scenario not expressible by ;

2.2.3 Limitations of the above approach

Another result of L.A. Kiinzle’s PhD is that some scenarios in Petri nets cannot be accurately
characterized by means of the two operators ““;” and ““||”. It is indeed not possible to accurately
characterize the scenario starting from one token in A and ending with one token in / with the
Petri net in figure 2.

As a matter of fact, three algebraic expressions may be written for this scenario o

bty (Lo || £5); (s || t6);s ta @)
tl;((tm t3) || t5); te; ta (®)
tiyta; (s || (ts:t6)); ta )

From each expression a different algebraic formula can be derived for the scenario duration.
For instance expression 7 gives (let d; be the duration of ¢;):

duration(o) = di + maz(dy, ds) + max(ds, dg) + dy (10)

When variables d; are replaced by actual values, the obtained duration of the scenario may be
larger than the actual one because each of the three scenario expressions adds at least one supple-
mentary partial order constraint which is not a consequence of the Petri net structure and of the
initial marking. For example, expression 7 induces a precedence relation between the firings of
t3 and t5. According to the values of variables d; this precedence relation may be verified or not
by the scenario. If it is the case the scenario duration is correct, if not it is larger than the actual
value. Let us, for example consider the following values:

d1:O d2:1 d3:2 d4:0 d5:2 d6:1 (11)

The actual scenario duration is 3 whereas the formulas derived from expressions 7, 8 and 9 all
give the value 4.

3 A new approach for scenario duration

3.1 Motivation

We have just seen that linear logic was able to handle partial order relations between transition
firings. However, it has been illustrated that some scenarios could not be adequately character-



ized. This means that the explicit representation of partial order (“cut” rule) and concurrency in
a proof tree is not general.

On the other hand, even in the case of the counter example in figure 2, it is possible, by simu-
lation, to compute the duration of the scenario for given values of the transition firing durations.
The question is: is it possible to formalize this computation in linear logic and therefore to derive
in any case an algebraic expression of the scenario duration? In other words: is it possible to
construct proof trees equivalent to a kind of symbolic simulation of a scenario in a Petri net?

The purpose of this section is to answer these questions. It is shown that indeed a symbolic
algebraic computation of the scenario duration can be done, but the price to pay is the fact that
partial order relations and concurrency among the transition firings are not explicitly represented.

In contrast to the preceding approaches ([Gu 89, Pr 99]), this one is not based on rewriting
rules but on a canonical proof tree. This means that in place of deriving a proof without any
restriction and then rewriting it in order to increase the concurrency, we restrict to a canonical
procedure to derive the proof of the specific sequents representing scenarios. This procedure
does not introduce partial orders if they are not a consequence of the Petri net structure or of the
initial marking of the scenario. Any provable sequent (denoting a scenario) can be proved by this
canonical procedure because each step of this procedure exactly reflects a transition firing in the
net and provability and reachability proofs are equivalent.

3.2 Principles
3.2.1 Temporal labels

In linear logic, propositions are produced and consumed, exactly in the same way as tokens during
the token game. In order to compute the scenario duration, we associate with each proposition
denoting a token in a place its production date. For example, if a token is produced in place B at
date d;, we will write the logical proposition B(d).

3.2.2 Rule introducing linear implication on the left

Proof (equation 6) shows that, with our linear logic representation of Petri nets, firing a transition
corresponds to the introduction of a linear implication in the left part of the sequent. The corre-
sponding rule in linear logic sequent calculus is noted (“—oL”). If we want the proof tree to be
similar to a symbolic execution of a scenario M, o = M’, then we have to define a canonical way
of building it, just by applying this rule.

Let us consider a list of transitions o = t, ¢’ such that transition ¢ represented by M;—oM; is
enabled by the initial marking. This means that this marking can be written M = M;®@Ms. We
can therefore derive the following proof tree:

M F M, Y My My o F M

Ml,Mg,(M1—0M2>,O'/}_M/ L
Mi@Ms, (M, —ol), o' - M’ ® (12)

—oL.

Proof tree 12 points out the fact that it is necessary, before applying rule “—oL” to break
down the monomial in ® describing the marking. This is done by the rule “®L"” which introduces
connective & in the left. In proof tree 12 marking M = M;®M; is broken down into two



monomials which become logically independent M; and M3 (they are now only connected by the
meta connective “,”).

At the top of the proof tree 12 we have a sequent (M5, M3, o’ = M') which no longer contains
transition ¢. It also contains two monomials connected the meta connective “,”: My and Mj. It
appears then that in order to base a proof on the repetitive use of the rule “—oL’” and to correctly
take into account the presence of tokens which are not required for firing the transition at hand,
it is necessary to break down the monomial in ® into a list of atoms separated by the meta
connective “,”. Each atom has an associated temporal label. The update of the temporal labels is
detailed in the sequel, but in this example, if the label of M, is d and if the duration of ¢; is dj,
then the label of M, will be d 4 d;. The label of M3 remains unchanged.

3.2.3 Current step

Definition 1 A Current step in a sequent is a list of atoms corresponding to place names, sepa-

rated by the meta connective “,” each one having an attached temporal label.

Let us consider the Petri net in figure 2, an example of current step is “B(dp), F'(dr)” where
dp is the production date of the token in B. Another one could be (it is not the case for the con-
sidered scenario) “B(dpg1), B(dps), F'(dr)”, which points out the fact that the tokens are turned
individuals by the temporal label. Two tokens in the same place but which have not been produced
at the same time are differentiated.

A current step does not necessarily corresponds to a reachable marking of the scenario for
specific values of the transition durations. For example, the existence of the current step:

C(de), E(dE),G(da)

in a proof tree does not mean that the marking: C®FE®G will effectively be reached. This
marking will be reached for some transition durations and not for other ones. What is independent
of the transition durations is the fact that during one time interval there will be a token in place
C, that during another time interval there will be a token in £ and that during a third one there
will be a token in G. These three time intervals may be disjoint.

Let us now consider the fragment of current step F(dg), G(ds). As the places £ and G are
input places of a unique transition ¢4, the tokens present in them have to be consumed by the firing
of tg. They will remain in £ and G until this firing. The fragment of marking EQG will thus
necessarily be reached. It will be reached at time max(dg, d¢), and on this date transition t5 will
be immediately fired (we assume here that transitions are fired as soon as possible).

It is always possible to transform a marking (or a marking fragment produced by a transition
firing) into a current step by the repetitive application of the rule “®L”. An example is given in
the proof 12. The computation of the temporal label is simple, if the marking of the fragment has
been produced on date d, then all the atoms will have the same label d. For example if C'® E has
been produced on date d¢ g, the corresponding current step will be C(dog), E(deg).

3.3 Scenarios and conflicts

Let Ec be a current step, and let ¢ be a transition of o represented by M;—o M. The current step
Ec and M, can be both considered as multi-sets. Rule “—oL” can be used if and only if M, is
included in Ec (all the atoms of M; are present in /¢ and with a multiplicity which is equal or
less).
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Figure 3: Example of scenario with conflicting tokens

3.3.1 Conflicting tokens

Definition 2 Let Ec be a current step and t a transition represented by M,—o M, of a list o of a
sequent Ec, o = M, it is said that the tokens in place A are conflicting for t at current step Ec if
and only if the multiplicity of A in Ec is greater than that of A in M, and their temporal labels
are not completely ordered.

In order to illustrate this definition, we are looking at three cases where conflicting tokens can
be generated:

e Let us assume, for instance, that for some scenario over the net in figure 2 the current
step F'(dg1), F(dps) is reached. We assume that transition t5 has to be fired once in the
remaining part of the scenario. Transition ¢; may be fired either with the token F'(dg) or
with the token F'(dps). If dp differs from dp, it is clear that the remaining part of the
scenario will be different. If we want to consider all the alternatives, it is clear that two
different proof trees (or two fragments of proof trees) have to be built: one corresponding
to the firing of ¢5 by F'(dp;), the other of that of ¢5 by F'(dps).

If, for any values of the transition durations, dg- (for instance) can be proved to be greater
than dp; and if transition ¢; is the only output transition of place F' which has to be fired
in the scenario, then it is obvious that the duration of the second proof tree will always
be larger than the first one. It is well known, for example, that in an event graph the best
performance is always obtained by firing transitions as soon as they are enabled [Ra 80]. It
is why we restrict the notion of conflicting tokens to the case in which temporal labels are
not completely ordered.

e Let us consider now the net in figure 3 and the scenario going from marking A®B to
C®D by firing once each transition ¢, t5 and t3. Because of the marking ¢; and ¢ are
concurrently fireable. If we have no information about ¢; and ¢, durations, two scenarios
have to be considered: either duration d; is less than dy and t3 is fired after the firing of
t; or, reverserly d; is greater than ds and t¢3 is fired after the firing of ¢5. The durations of
these two scenarios are respectively maz(dsy, dy + d3) and maz(dy, dy + ds). We again get
a case where it is necessary to construct two proof trees. This case illustrates the possibility
of having no order relation between the temporal labels of the tokens.

e The same problem appears if a transition is concurrently fired with itself: it is possible to
get the scenario duration by a unique formula if tokens are completely ordered. If not,
several proof trees have to be generated.
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Figure 4: Example of scenario with conflicting transitions

3.3.2 Conflicting transitions

Definition 3 Let Ec be a current step and t, and ty be two different transitions represented by
My1—o M5 and by My —o Moy which are elements of a sequent Ec,o = M characterizing a
scenario. Transitions t, and to are conflicting at Ec if and only if there is an atom A belonging
to Ec, My, and M.

As in the case of conflicting tokens, there is a choice, and the proof tree will be in general
different for the various alternatives. Consider for example the Petri net in figure 4 and the
scenario going from marking A® B to C®D by firing once each transition ¢, 5 and t3. As place
B contains only one token, either ¢, or ¢3 is fired first. If we have no information about how the
conflict is solved, two scenarios have to be considered. If ¢, is fired first, ¢3 will only be fired after
the firing of ¢; and the duration is max(ds, d; + d3). Reversely, if ¢ is fired first, the duration is
max(ds, d; + dg): it is necessary to construct two proof trees.

More generally, as a conflict involves two different transitions, this implies that there is at least
a place with more than an output arc and it is known that the shortest duration is not necessarily
obtained when transitions are fired as soon as they are enabled. In a manufacturing system this
means that sometimes, it is better to reserve an available resource for a critical operation which
will be possible soon than to immediately start a non critical but long operation. An example of
such issues can be found in [Si 90].

It is why in definition 3 it is not stated that transitions ¢; and ¢, have both to be enabled. In
fact, if ¢, is not enabled at Ec, this does not guarantee that it could not become enabled after the
firing of another transition, say ¢3 and that for specific values of the transition durations it is better
to wait and prevent the enabled transition ¢ to be fired. Such a scheduling choice is equivalent
to adding a partial order constraint between the firing of ¢; and that of ¢, (firing ¢, after ¢;) which
is neither a logical consequence of the structure of the Petri net nor of the initial marking of the
scenario.

3.3.3 Incompletely specified scenarios

Definition 4 Let us consider a sequent M,o = M'. If during the construction of the canonical
proof tree conflicting tokens or conflicting transitions appear, then the corresponding scenario is
said to be incompletely specified

In such scenarios, the partial order relations among the transition firings are indeed not com-
pletely specified. If conflicting transitions appear, firing transitions as soon as they are enabled is



not necessarily the good choice: external decisions have to be made. They correspond to schedul-
ing the transition firings of the scenario in order to choose the optimal duration one. If conflicting
tokens appear, it means we get a current step where at least one place contains several tokens
whose labels are not completely ordered. In such a case, it is necessary to construct several proof
trees: they represent possible behaviors depending on actual values.

A specific problem arises with conflicting tokens: the algorithm used to construct the logical
characterization of the scenario must ensure that all situations with possible conflicting tokens
will be detected (all the possible canonical proof trees are not equivalent with respect to this
problem). Consider for example the Petri net in figure 3 and the scenario going from A® B to
C®D by firing once t1, t; and t3. As we do not know which of the two durations d; or ds is the
smallest, we previously showed that two proof trees have to be constructed: the conflicting tokens
are C'(dy),C(dy). The algorithm used to construct the proof tree has to explicitly point out this
conflict. For example, after applying the logical rule corresponding to the firing of ¢;, the current
step is C(d;), B(0) and both rules for ¢, and t3 can be applied. As ¢, can add a token in place C,
the algorithm has to first apply the rule for ¢, in order to point out all possible conflicting tokens.

3.3.4 A class of completely specified scenarios

In this paper, we only focus on completely specified scenarios. In order to be certain that con-
sidered scenarios are completely specified ones on one hand and to get a simple algorithm on the
other hand, we choose to only consider (as a first stage) scenarios corresponding to event graphs.

This condition can appear restrictive but, doing so we want to show which types of results
can be obtained without using a very complex algorithm. In particular, we will consider in the
rest of this paper Petri nets which were not correctly characterized with the previous approach in
section 2.2 and also scenarios involving non safe markings.

The studied Petri nets are not limited to event graphs but before starting the construction
of the proof tree, we will check that the scenario itself is an event graph: two transitions of
this scenario have no common input places or output ones. This condition firstly ensures that
there are no conflicting transitions and secondly that if a place contains several tokens they have
been produced by the same transition and, consequently, it is possible to completely order their
temporal labels. As it is an event graph, transitions are fired as soon as they are enabled.

4 Computation of the duration of a completely specified sce-
nario

When the scenario is completely specified, at each current step, an atom (a token) can only be
used to fire one transition instance of the list ¢ of the remaining transitions to be fired in the
scenario. As a consequence, when for a current step, more than a transition of the remaining list
is enabled it is that they are concurrent and their firing order has no consequence on the duration.
Their firing dates are computed with different clocks (the temporal labels of the different tokens).
Due to the notion of current step, concurrent clocks are explicitly handled. This would not have
been the case with current markings.



4.1 Algorithm

It is then possible to present the following algorithm for the computation of completely specified
scenarios.

Step 0 : verify the scenario is an event graph.

Step 1 : initial. Repetitively apply the “®L” rule in order to separate all the atoms of the initial
marking and assign to each of them the temporal label 0. This first step constructs the
first current step. Go to step 2.

Step 2 : find a linear implication which can be eliminated. Search a transition of the transi-
tion list such that all the atoms of its left part are present in the current step with at least the
sufficient multiplicity. If no such transition is found, the final marking cannot be reached
and the sequent is not provable, (there is a deadlock in the Petri net on the date correspond-
ing to the latest temporal label of the current step). Go to step 3.

Step 3 : transition firing. Apply rule “—oL for the corresponding transition, let it be ¢; for
instance. In the upper left part of the rule, either an identity sequent (A F A) is obtained, or
a sequent of the form (A;, As = A;®A,) which will be proved by applying rule “®R”. In
the upper right part of the rule, the obtained sequent contains the output marking produced
by transition ¢; and the list of the remaining atoms of the current step after having removed
those which were enabling ¢,. Go to step 4.

Step 4 : computation of the temporal labels. The remaining atoms (upper right part of the rule)
keep their values unchanged. The label of the output marking is derived by applying func-
tion “max” to the labels of the atoms which were enabling ¢; (date for the earliest firing
of ¢;) and by summing it to the duration of #;. By applying “®L” repetitively, the output
marking of transition ¢; is then broken down into atoms. The temporal labels of these new
atoms are equal to that of the marking. If any input place of ¢; contains more tokens than
necessary for enabling ¢;, the consumed ones will be those which temporal labels are the
smallest ones (transitions are fired as soon as possible). If the sequent at the upper right
part of the rule contains at least one transition, go to step 2, otherwise go to step 5.

Step 5 : final. The remaining sequent is either an identity one (A - A), or a sequent of the form
(A1, Ay F A1®A,). Otherwise the sequent is not provable. The scenario duration is then
the result of the application of function “maz” to the temporal labels of the remaining
atoms A; (the earliest date on which the final marking is reached).

By applying this algorithm, we can derive the scenario duration (in a first stage only for
completely specified scenarios) without turning explicit the partial order constraints and the con-
currency relations. This duration corresponds to a policy for which transitions are fired as soon
as they are enabled and as the scenario is completely specified, it is the shortest schedule.

If a partial order among two transition firings has to be established, this can be done by ex-
amining the proof tree. In fact, each atom in a current step denotes a precedence relation between
the transition firing (an application of rule “—oL.”) which has produced it and the transition firing
which has consumed it. In contrast, the concurrency relations cannot be derived straightforwardly.

As the initial marking of the scenario is taken into account, partial order constraints are defined
among transition firings, not among transitions (a transition may be fired several times in different
contexts).



4.2 Structural concurrency
4.2.1 First example

Let us illustrate the main steps of the algorithm on the Petri net in figure 2 by computing the
duration of the scenario:
A7 tlu t27 t3) t47 t57 t6 =1

Transitions are represented by the following expressions:

t1 (duration dy) A—oB®F

to (duration ds) B—oC®FE

t3 (duration dj) C—oD

ty (duration dy) D®H—ol

t5 (duration dj) F—oG

te (duration dg) E®G—H (13)

Transition names will only be replaced by their corresponding expressions in linear logic in the
steps in which they are fired (application of rule “—oL).

This scenario can be considered because it corresponds to an event graph. The initial step is
straightforward. For each transition, we write the rule. The current sequent (remaining part of the
scenario) is written under the bar (bottom of the rule). This sequent starts with the current step,
and then contains the list of the remaining transitions to be fired. The first one is the transition
under examination. The upper right sequent is the one which will be examined in the next step.

Let us consider transition ¢; and detail this step. We have:

. B(d1>7F<dl)7t27t37t47t57t6 l_I

AF A T (BRF)(dy), ta, tg, ta, o, ts - 1

A(0), (A—oB®F), ta, t3, ta, ts,t - I (14)

In the new current step, transitions ¢, and ¢5 are enabled (they are not conflicting and can then

be fired in any order). Whatever the choice, the same atoms (C, F/, G) with the same temporal
labels will be derived. Let us consider ¢ first and skip the exhibition of rule “®L":

®L

—oty

BFEB Y Oy +do), E(dy + do), F(dy), s, ta, s, ts - I

B(dy), F(d)), (B—oCRE), ts,ta, tsits F 1 2 (15)

Let us now consider #5:

FEF C(dy+ds), E(dy + dy),G(dy + ds), t3, ta, te = 1 .
C(dy +do), E(dy + dy), F(dy), (F—oG), t3,ty,te =1 ° (16)

Now transitions t3 and ¢4 are enabled. Let us consider ¢ firstly:

CHC D(d +dy+ds), B(dy +dp), Gldy + ), tarta - T
C(dy + da), E(dy + da), G(dy + ds5), (C—oD), ty,ts =1 7 (17)

Then let us fire t¢:

E.GF ERG D(dl + do + dg),H(dl + maﬂf(dg,dg,) + d6)7t4 I ;
D(dy + dy + d3), E(dy + d2),G(dy + ds), (E®G—oH), ty, -1 °° (18)




where the upper left part is not directly an identity and involves the use of rule “®@R” as follows:

Ere ¢ grg
®R

E.GF E®G (19)

The fact that rule “®@R” has to be employed denotes the fact that the tokens £ and G have to be
synchronized and that the earliest time at which transition ¢ can be fired is

max((dl + dg), (dl + d5)) = d1 + maw(dQ, d5)
And finally let us fire #4:

D, H+-DRH SEQfin
D(dy + da + ds), H(dy + max(da,ds) + dg), (DQH—oI) - I

ta (20)
with
SEQin = I(dy + max((d2 + d3), (max(da,ds) 4 dg)) + da), = I

As the scenario was completely specified, its duration has been completely characterized by
a unique proof tree. The algebraic expression of the duration is:

duration(o) = di + max((dy + d3), (maz(ds, ds) + dg)) + day (21)
which can be written:
duration(o) == dy + max(dy + ds, dy + dg, d5 + dg) + dy (22)

This value is the accurate one whatever the values of the transition durations. We can check
that for the values specified in table 11 the scenario duration is 3, the correct value. For a classical
simulation, based on a notion of current marking, it would have been necessary to specify values
in order to know on each date, the current marking. The approach presented here can be seen as
a symbolic simulation.

4.2.2 Second example

Let us point out another interesting example. Using this algorithm it is possible to consider
scenarios corresponding to cycles in the Petri net. For example, if there is a transition ¢7 in the
Petri net in figure 2 going from place [ to place A (as represented in figure 5), it is possible to
consider the scenario o’

Aty to, ts, ty, ts, te, t7 H A

Constructing the proof tree we get the duration of this scenario:
duration(o') = dy + max((dy + d3), (max(da, d5) + dg)) + dy + dy (23)

These two scenario examples have shown how the method permits to correctly characterize
non elementary concurrent transition firings but in these examples concurrency was only gen-
erated by the structure of the Petri net. In next section we are going to consider concurrency
generated by markings.



7 O O—+Q
B th, C t3 D
tl AK E >til>Q
A I
ﬂn%g]»@
F 15 H

G
Figure 5: Example of scenario with a loop

4.3 Concurrency induced by markings
4.3.1 Concurrent firings of a transition

Let us first look at a simple net, the one in figure 1 and apply the algorithm to the scenario:
AQRARC, t1,t, F B BRC
Firing transition ¢;, we have:

AFA M A0), B(d)),C(dy), 1 - BeB&C t
A(0), A(0), C(0), (A®C—oB®C),t, F B B&C (24)

Then, we can fire ¢; once more:

ArA Y sEQ, t
A(0), B(dy), C(dy), (A®C—oB®C) F B BaC ! (25)

with
SEQ, = B(max((), dl) + dl), B(dl), C(max(O, dl) + dl) F BB®C

The logical proof of SEQ) is:

y BFB ¢ crFrc
BF B ' B,C+ B&C
B,B,C F BBxC

®R

R
’ (26)
and thus, the duration is obtained by considering the max of the labels of all tokens. In this
example, this value is 2.d;: it is the correct one because, as there is only one token in place C' in
the initial marking, ¢; cannot be concurrently fired with itself.

Consider now the scenario:

ARARC®RC, t;,t, F BRBRCKC



Firing transition ¢;, we have (we just give the main points of the proof):

AF A A0),C(0),B(d),C(di),h - BOBRCRC
A(0), A(0), C(0), C(0), (AeC—oB&C), t; F BeBaCaC 27)

Then, we can fire ¢; once more (using the tokens with the smallest temporal labels):

AF A B(dy),C(d), B(d)),C(d)) - BRBRORC
A(0,C(0), B(dy), C(dy), (AeC—oB&C) F BeBaCaC (28)

The duration is now d; because of the concurrent firing of ¢; with itself. It must be pointed
out that there are no conflicting tokens because at the first step the two tokens in place C' have the
same temporal label (0) and at the second step their labels are completely ordered (one is (0) and
the other one (d,)).

4.3.2 Concurrent firings between different transitions

In previous examples we have shown that concurrency of a transition with itself was correctly
considered. We are now looking at non structural concurrency between different transitions. Let
us consider again the net in figure 2 and the scenario o4:

A®E7 tla t2a t3) t47 t57 t6 - I®E
The duration obtained when constructing the proof tree is:
duration(oy) = dy + max(dy + d3, ds + dg) + dy4 (29)

The scenario presented here exactly involves the same transitions as the one considered in
section 4.2.1 (formula 22) but the initial and final markings are different. In this case ¢4 can be
fired before ¢, and, consequently, the scenario duration is no more dependent of dy + dg.

Let us consider a last example on this net, the scenario o, again involves the same set of
transitions but differs on initial and final markings:

A®F7 tl? t27 t37 t47 t57 tﬁ - I®F
The duration is:
duration(oq) = max(dy + ds + ds, dy + da + dg, ds + dg) + dy (30)

This result shows that ¢5 can be concurrently fired with ¢, although these two transitions are
tied up by a structural precedence relation: the scenario duration is no more dependent of d; + d5.

4.4 Discussion

In the context of the above examples, let us compare our approach with Petri net unfordings and
with the construction of PERT graphs for the computation of the overall duration of a set of tasks
with partial order constraints.

The first point is that in any case we directly operate on the Petri net, no specific graph has to
be constructed for each scenario. Scenarios are sequents to be proved and the Petri net structure



is simply used to write down the formulas denoting the transitions. For example, it is possible to
consider that all the scenarios are defined on the net represented in figure5.
The first scenario (presented in section 4.2.1):

AvtlatQat37t4yt5at6 =1

is such that the three paths of the corresponding PERT graph (from A to [ via C, E and GG) are
all present in the Petri net. The unfolding procedure would have been straightforward.
The second scenario (presented in section 4.2.2):

A7 tl; t27 t37 t47 t57 t67 t7 HA

just requires the duplication of place A, the paths are those of the net. It remains simple.
The third scenario (see section 4.3.2):

A®E7t17t27t3’t47t57t6 - ]®E

has a duration expression which only involves two paths as it can be seen in expression 29. These
paths are those connecting A to / via C' and GG. The path connecting A to [ via E has been deleted,
and this is in relation with the fact that place F is not structurally safe. It must be remarked that
there are no conflicting tokens because the two tokens which appear in place E (not necessarily
in the same proof step) are totally ordered. Their labels are (0) and (d; + d3) (the length of the
path connecting A to E). As the transitions are fired as soon as they are enabled in a completely
specified scenario, transition ¢ will always be fired with the token arrived first in E.
The fourth scenario (end of section 4.3.2):

ARFE, ty,ta, s, ty, t5,t6 F IQF

and the analysis of its duration expression 30 shows that the equivalent PERT graphs contains
three paths, the two first are connecting A to I via C' and FE, the last one connects F' to /. Exactly
as in the preceding case, the tokens in place F" have completely ordered labels ((0) and (d)).

In our approach, all these cases have been addressed exactly in the same way, without any
graphical reasoning, just by constructing the proof of the sequent. The length of the proof, linearly
depends on the number of transitions in the scenario (when it is completely specified).

5 Conclusion

We have shown that even when it was not possible to explicitly characterize the partial order
and concurrency relations between the transitions of a Petri net by an algebraic formula, it was
possible to derive an accurate algebraic formula of the scenario duration. This means that all
concurrency relations are taken into account. An algorithm solving this issue in the case of com-
pletely specified scenarios has been presented. The fact that the scenario is completely specified
is guaranted by restricting to event graphs scenarios. The Petri nets can be more complex, but
at a first stage, we limit our approach to a class of completely specified scenarios for which the
condition is easy to check.

We have pointed out examples in which the linear logic representation of Petri nets was fruit-
ful. The current step is indeed not the current marking and the whole approach is based on the



fact that it is interesting to consider a list of tokens distributed in the places which is not a marking
because they are not necessarily all considered on the same date.

On these examples, we have shown that it was possible to characterize the structural concur-
rency on one hand as well as the concurrency due to markings in other hand. Consequently, this
algorithm can be used for non safe Petri nets or for cycles.

With respect to the class graph (for time Petri nets) we can handle more than one token in a
place, we only construct a fragment of the classes because we have an explicit list of transitions
to be fired and we exploit concurrency. However, the class graph and the approach presented here
are complementary. Indeed, when contructing a canonical proof tree we only handle current steps
and we have no information about reachability of intermediate markings.

This algorithm can be extended to deal with completely specified scenarios that are not event
graphs but we are essentially interested in an exploration of incompletely specified scenarios.
A proof tree will be generated for each schedule in the same way it has been elaborated for
a completely specified scenario. The main issue is to introduce the minimal of supplementary
partial order relations between the transition firings, and also to be able to avoid generating very
bad schedule (schedule corresponding to completely specified scenarios which are always worse
than some other examined ones).
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ANNEX

RULES OF THE LINEAR INTUITIONIST LOGIC ILL USED IN THIS PAPER

F, G and H are formulas (not necessarily atomic ones)
I' and A are blocks (with possibly the meta connective ,)

Identity group

Frr d

THF AFFH

cut

IAFH
Structural group
I'NF,G,A+H
T CFEAFH exchange
Logical group
INFGFH

T FoGr H "

THFF AFG
T AF FoG

T-F AGFH
T,A F—oGF H

—oLL




