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Abstract

In this paper, we introduce bi-approximation semantics, a two-sorted relational semantics, via the
canonical extension of lattice expansions. To characterise Ghilardi and Meloni’s parallel computa-
tion, we introduce doppelganger valuations which allow us to evaluate sequents and not only formulae.
Moreover, by introducing the bi-directional approximation and bases, we track down a connection to
Kripke-type semantics for distributive substructural logics through a relationship between basis and the
existential quantifier. Based on the framework, we give a possible interpretation of the two sorts, and
prove soundness via bi-approximation and completeness via an algebraic representation theorem plus
invariance of validity along a back-and-force correspondences.

Keywords: substructural logic, relational semantics, canonicity

1 Introduction

What is a natural relational semantics for substructural logic or resource sensitive logics?
Unlike Kripke semantics for modal logic, we can find several types of relational semantics
for substructural logic based on their philosophy or on their mathematical frameworks.
For example, the study of relational semantics for distributive substructural logics has
led to an operational semantics for relevant implication [20]. In [17], a ternary rela-
tional semantics, a.k.a. Routley-Meyer semantics, has been introduced by a different
interpretation of relevant implication. For distributive substructural logics, we can also
find other relational semantics, see e.g. [16]. Reasoning about relational-type seman-
tics for non-distributive substructural logics, one encounters the interpretation problem
of disjunction, namely how to avoid the distributivity of conjunction and disjunction.
For orthologic, one can solve the problem on Goldblatt frames [12], by introducing a
non-standard interpretation of disjunction. With Dedekind-MacNeille frames and the
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closure operator interpretation in [13] and [14], one can also solve the problem by using a
closure operator. Generalized Kripke frames [7], which are introduced by characterising
the intermediate level of canonical extensions of lattice expansions (see e.g. [5] or [8]),
provide another semantics in which one can avoid the disjunction problem by a Galois
connection.

The aim of the current paper is to propose another possible relational-type semantics
for substructural logic. To achieve our goal, we introduce a two-sorted relational-type se-
mantics, called bi-approrimation semantics, and describe Ghilardi and Meloni’s parallel
computation [11], see also [19]. Our framework is closely related to the works [13], [14]
and [7]. On the other hand, bi-approximation semantics has novel aspects: bi-directional
approrimation, bases, and doppelganger valuations which allow us to evaluate sequents
(Section 3). Based on our setting, we will come across one possible interpretation of the
two sorts, premises and conclusions, and discover a relationship to Kripke-type semantics
for distributive substructural logics through bases and the existential quantifier (Section
4). Furthermore, the connection between bases and the existential quantifier provides
an effective evaluation of sequents in bi-approximation semantics, which is useful to
prove the soundness theorem (Theorem 6.1). In Section 5, we prove the representation
theorem of FL-algebras via p-frames, which is used to show the completeness theorem
in Section 6.

2 Substructural logic

In this paper, we denote propositional variables by p,q,r, p1,..., the set of all propo-
sitional variables by ®, and t and f are logical constants representing true and false,
respectively. As logical connectives, we use disjunction V, conjunction A, fusion (mul-
tiplication) o, implications (residuals) — and <. Formulae of substructural logic are
denoted by ¢, ¥, ¢1,... and 91, ..., and the set of all formulae is denoted by A. The
following BNF generates formulae of substructural logic.

pu=plt|f[oVo|dNnd|Pod|o—d[d—0¢
[, A, 3, 1T are (possibly empty) finite lists of formulae, and ¢ is a list of at most one

formula. Then, we call I' = ¢ a sequent.

Gentzen’s sequent system for substructural logic Let ¢, be arbitrary formulae,
I, A, X, I arbitrary (possibly empty) finite lists of formulae, ¢ a list of at most one
formula: see e.g. [15]. The sequent system FL is the following.

Initial sequents :

o= ¢ =t f=
Cut rule :

I'e o Yoo, =
Y.L =

(cut)

Rules for constants :
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In the sequent system FL, a formula ¢ is provable in FL if the sequent & ¢ is
derivable in FL. The substructural logic FL is the set of all provable formulae in FL.

Proposition 2.1 For all formulae ¢ and v, we have
(i) ¢ is provable if and only if t = ¢ is derivable,

(ii) ¢ = ¢ is deriwable if and only if ¢ — 1 is provable in FL if and only if b — ¢ is
provable in FL,

(iil) ¢1,...,0n = @ is derivable in FL if and only if ¢1 0--- 0 ¢, = @ is derivable in
FL.

The algebraic counterparts of substructural logic FL are known as FL-algebras [6].

Definition 2.2 [FL-algebra] An 8-tuple A = (A4,V,A,x,\,/,1,0) is a FL-algebra, if
(A, V,A) is a lattice, (A, #,1) is a monoid, 0 is a constant in A, and for all a,b,c € A,

axb<c < b<a\c < a<c/b

By Proposition 2.1, we sometimes state that FL is the set of all sequents derivable
in FL. On FL-algebras, each sequent ¢1,...,¢, = ¢ is interpreted as an inequality
e xdn <.
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3 Bi-approximation semantics

In this section, we firstly introduce a polarity, see [1] or [21], which is the foundation of
bi-approximation semantics.

Polarity and bi-directional approximation

Definition 3.1 [Polarity] A triple (X,Y, B) is a polarity, if X and Y are non-empty
sets, and B a binary relation on X x Y, i.e. B C XxY.

Given a polarity (X,Y, B), we induce a preorder <p on X UY as follows, see [7]: for
all z1,22 € X and all y1,y2 € Y, we let

(i) 21 <p x9 <= for each y € Y, x9By implies 1 By,
(ii) y1 <p ya <= for each z € X, xBy, implies xBys,
(ili) 1 <p 1 <= 1By,
(iv) y1 <p w1 <= for each 2’ € X and each ¢y’ € Y, 2/By’ if /By, and z1By'.

Hereinafter, we sometimes omit the subscript _g from the induced preorder <g, and
refer to the triple (X,Y, <) as the polarity. That is, a polarity (X,Y, <) is a preordered
set (X UY, <).

Next, we introduce two approximation functions for polarities. Let (X,Y, <) be a
polarity, p(X) the poset of all subsets of X ordered by inclusion C, and p(Y)? the poset
of all subsets of Y ordered by reverse-inclusion 2. Two functions A : p(X) — po(Y)?
and v : p(Y)? — p(X) are defined as follows: for each X € p(X) and each Y € p(Y)?,

(i) MX):={yeY |V eX o<y},

(ii) v(®) ={r e X |VyeD. z <y}
The functions A and v form a Galois connection, i.e. A 4 v. Hence, the images A[p(X)]
and v[p(Y)?] are isomorphic. Hereafter, we denote the image A\[p(X)] by U and the im-
age v[p(Y)?] by D. We mention that the images are the Dedekind-MacNeille completion
of the quotient poset of (X,Y, <) with respect to the equivalence relation associated
with <, see [1] or [4]. We call each element in D a Galois stable X-set and refer to each
Galois stable X-set by adding the superscript _t, e.g. a'. We call each element in U
a Galois stable Y-set and refer to each Galois stable Y-set by adding the subscript _y,
e.g. ar. Since every Galois stable X-set is an image of some (not necessarily unique)
subset of Y, and every Galois stable Y-set is an image of some (not necessarily unique)
subset of X, we introduce the following terminology.

Definition 3.2 [Approximation and basis] Let X € p(X), 9 € p(Y)?, a! € D and
Br € U. An element o' is approzimated from above by Y and Q) is a (Y -)basis of «, if
at =v(9). An element §; is approzimated from below by X and X is a (X -)basis of 3,

if B = A(%).

Later, we will construct two isomorphic FL-algebras on D and U: see Section 5.
Namely, we will take the abstract algebra whose underlying poset is isomorphic to both
D and U. Then, we can see every point a as a! and as aq. In other words, every
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point in an abstract algebra is approximated from both above and below. The main
concept of bi-approximation semantics is to keep the two directions of approximation:
see e.g. Proposition 4.7.

Bi-approximation model Based on a polarity, we introduce bi-approrimation seman-
tics for substructural logic.

Definition 3.3 [P-frame for substructural logic] A p-frame for substructural logic, p-
frame for short, is a 8tuple F = (X,Y,<,R,Ox,Oy, Nx, Ny), where (X,Y, <) is a
polarity, R C X x X XY a ternary relation, Ox a non-empty Galois stable X-set, Nx
a Galois stable X-set, Oy and Ny Galois stable Y-sets, and F satisfies

R-order: for all z,2’ € X, 2’ < z if and only if
Jo € Ox.[Vy € Y.[R(z,0,y) = o’ <y] or Vy € Y.[R(0,z,y) = =’ <],
R-identity: for each z € X, [Jos € Ox,Vy € Y.[R(z,02,y) = x < y]
and Jo; € Ox,Vy € Y.[R(o1,2,y) = = <],

R-transitivity: for all 1,2}, 22,25 € X and y,y’ €Y,
xll S (L‘17$I2 S r2,Y S y/ and R(.’Ifhl‘g,y) = R(x/17x/27yl)7

R-associativity: for all z1, 29, 23,2 € X,
' € X.Vy € Y(R(z1,2",y) = = < y) and Vy' € Y.(R(z2,23,9") = 2’ <y')]
if and only if
Jz” € X.[Vy € Y.(R(2",23,y) = x < y) and Vy" € Y.(R(z1,22,y") = =" <y")],
O-isom: Ox = v(Oy) and Oy = A\(Ox),
N-isom: NX = ’U(Ny) and Ny = /\(Nx),
o-tightness: for all z1,z5 € X, there exists z € X such that
Yy € Y.[R(x1,z2,y) if and only if z < y],

—-tightness: for each 1 € X and each y € Y, there exists yo € Y such that
Vae € X.[R(x1,22,y) if and only if zo < ys],

«—-tightness: for each 2 € X and each y € Y, there exists y; € Y such that
Vx, € X.[R(x1,22,y) if and only if 21 < y].

A p-frame F = (X,Y, <, R,Ox, Oy, Nx, Ny) is intuitively explained as follows: the
Galois stable sets Ox, Oy, Nx and Ny define the worlds where we assume t, conclude
t, assume f and conclude f. The conditions O-isom and N-isom guarantee that every
x € X where we assume the formula t (f), if and only if every y € Y where we conclude
the formula t (f) have the consequence relation 2z < y. The ternary relation R is another
consequence relation which allows us to reason about logical consequences between two
premises and one conclusion. The R-order condition says that the induced relation on X,
x' < x is also obtained by the ternary consequence relation R. The tightness conditions
guarantee that the ternary consequence relation R respects <.

Remark 3.4 In Definition 3.3 one may feel that the conditions R-order, R-identity and
R~associativity look too complicated. However, we reformulate them in Remark 4.3.

Our framework is similar to generalized Kripke frames in [7]. However, we do not
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assume neither Separation axioms nor Reduced axioms, hence p-frames may not be
RS-frames. Our current purpose is to characterise Ghilardi and Meloni’s parallel com-
putation [11], see also [19]. The most distinct points are how to evaluate formulae on
bi-approximation semantics, i.e. the valuation on two-sorted frames by introducing dop-
pelgdnger valuation, and how to interpret the satisfaction relation IF on each sort, X and
Y.

Definition 3.5 [Doppelginger valuation] Let F be a p-frame. A pair V = (V1 V;) of
two functions V' : ® — D and Vi + @ — U is a doppelganger valuation, if Vi(p) and
Vi (p) coincide for every propositional variable p € ®. That is, V!(p) = v(V;(p)) and
Vi(p) = A(V'(p)) for each propositional variable p € ®.

Given a p-frame F and a doppelgénger valuation V, we call the pair M = (F,V)
a bi-approzimation model. On a bi-approximation model M = (F, V), we inductively
define a satisfaction relation IF as follows: for each x € X,

X-1: M,z IFp <= x € V!(p) for each p € ®,

X-2: Mz lFt <= =z € Oy,

X-3: M,z IFf < x € Ny,

X4: MyzlFopVy < VyeY. MjylkoVey=a <y,

X-5: Mz lFop Ay < M,z lF ¢ and M, x I ¥,

X-6: Myzlkgoy) < YyeY. Mylkgporp = a <y,

X-7: Myzlbgp -9 < Vo' e X,yeY. M,z IF ¢ and M,y IF ¢ = R(z, z,y)],

X8 Myzlby— ¢ < V' e X,yeY. [M,2' I ¢ and M, y IF ¢ = R(x,2’,y)].
For each y €Y,

Y-1: Myylrp <= y € V;(p) for each p € P,

Y-2: MyylFt < y € Oy,

Y-3: Myl f < y € Ny,

Y-4: MyylF oV <= M,y ¢ and M,y I 1,

Y-5: MyylkdAY) < Ve e X. Myzlkd A= x <y,

Y-6: Myyl-¢oyp < Va,ze € X. M,z Ik ¢ and M, 25 I ¢ = R(x1,x2,9)],

Y-7: Myylk¢ - <= VeeX. M,zlk¢— =<y,

Y-8: Mylko) — ¢ < VzeX. Mzl-y —¢=z<y|
In bi-approximation models, the satisfaction relation IF has two distinct interpretations
depending on the domains X and Y. On X, we comprehend M, z I+ ¢ as the formula ¢
is assumed at x, and on Y, M,y IF ¢ as the formula ¢ is concluded at y. Moreover, we

also define F, z I ¢ and F, y I ¢ as usual: for every doppelganger valuation V', we have
F,V,x - ¢ and F,V,y IF ¢, respectively.

An interpretation of the two-sorted semantics To reason about resource sensitive
logics, we make a clear distinction between premises and conclusions, and evaluate logical
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consequences as relations between premises and conclusions. On p-frames, we think
about X as a set of premise worlds where we evaluate only premises, and about Y as
a set of conclusion worlds where we evaluate just conclusions. One may feel that the
satisfaction relation M, y IF ¢, which says “the formula ¢ is concluded at the conclusion
world y”, is the same with “the formula ¢ is true at y.” However, these two concepts are
not the same. This is because, even if we conclude a formula ¢ at y, we cannot logically
judge whether the formula is true or not. For example, if we conclude a formula ¢
meaning “tomorrow is Sunday” at a conclusion world y, we do not have any clue to
justify that the formula is a fact. In other words, we may explain M, y I ¢ as someone
is just claiming “¢ should be concluded” without any reason. Of course, we cannot
consider it as logical reasoning. Only when we also have a reasonable premise like “today
is Saturday” or “tomorrow is Sunday,” we can justify that the logical consequence is true.
More precisely, only when we have a pair of a premise and a conclusion, we can justify
the logical consequence.

Formally the concept of truth of logical consequences on bi-approximation models is
defined as follows. To reason about truth on bi-approximation models, it is necessary
to extend the satisfaction relation IF C (X xA)U(Y xA) to a relation between X x Y
and pairs of two formulae A x A, or sequents. For our purpose, we fix the interpretation
between sequents and pairs of two formulae. Given a sequent ¢q,...,¢, = @, we
translate it to (¢1 0 -+ 0 ¢, ). If n = 0, the left-hand side is empty and we write
(t, ). If the right-hand side is empty, we write (¢; o...0¢,,f). But, whenever it is not
confusing, we do not make any distinction between sequents and pairs of two formulae.
So, both are called just sequents and are denoted by I' = ¢.

Definition 3.6 [Truth] Let M = (F,V) be a bi-approximation model and I = ¢ a
sequent. We let

(i) M, (z,y) F T = ¢ <= a <y whenever M,z |- T and M, y I ¢,

(i) F,(z,y) F T & ¢ < (F, V), (z,y) IF T = ¢ for each doppelgénger valuation V,
(iif) MIFT = ¢ <= M,(z,y)F T gpforallz € X andy €Y,
)

(V) FIFT'e ¢ < (F,V),(z,y) FT = ¢ forallz € X and y € Y, and every
doppelgéanger valuation V.

We interpret M, (z,y) IF T' = ¢ as the sequent I = ¢ is true at the pair (z,y), and
FIFT = ¢ as the sequent I' = ¢ is valid on F.

Remark 3.7 Unlike what happens in the setting of the normal Kripke semantics, in
bi-approximation models we reason about sequents but not formulae, in general. But,
thanks to Proposition 2.1, this distinction is not critical when we consider substructural
logic.

Hereinafter, we sometimes write (x,y) IF ¢ = 9 instead of M, (z,y) IF ¢ = .

External reasoning and internal reasoning on p-frames Before we show pre-
liminary results for bi-approximation semantics, we explain how to evaluate premises,
conclusions and logical consequences on p-frames.
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Recall the satisfaction relation IF in (X-1) - (X-8) and (Y-1) - (Y-8). We notice
that there are two types of reasoning: internal and external. Namely, there is the
reasoning on X, e.g. (X-4), or on Y, e.g. (Y-5), and there is the reasoning given by the
relation < or R between X and Y, e.g. (X-4) or (Y-6). Intuitively speaking, the internal
reasoning derives a premise from premises, or a conclusion from conclusions, e.g. we
assume ¢ A ¢ at x if and only if we assume ¢ and ¥ at z (X-5). On the other hand,
the external reasoning evaluates logical consequences. That is, we describe a premise
world by conclusion worlds, and vise versa. For example, a conclusion world y where
we conclude ¢ A1 is described by all premise worlds where we assume ¢ and ¢ (Y-5).
We also say that the conclusion world y is approzimated by the corresponding premise
worlds. Analogously, e.g. (X-4), a premise world is approzimated by the corresponding
conclusion worlds. See also Proposition 3.9. This is what we call bi-approximation in
our framework.

Whereas the external reasoning is fundamental in bi-approximation models, we also
have the internal reasoning as well. One may feel that the internal reasoning (Y-4) is
far from our intuition. However, we can also explain it as follows. Recall the sequent
calculus LK. In LK, we consider a sequent as a pair of a finite list of premises and

a finite list of conclusions, ¢1,...,¢,, = ¥1,...,%,. The intuitive interpretation of
this sequent is “if we assume all premises ¢1,...,d,, then we conclude one of these
conclusions 1, ...,%,.” In other words, premises are compulsory and conclusions are

elective. Therefore, it is natural to consider (Y-4) as “¢ and v are possible conclusions
at y if and only if ¢ V % is a possible conclusion at y.”

Preliminary results for bi-approximation semantics In this paragraph, we show
basic properties on bi-approximation semantics. The following proposition corresponds
to Hereditary property in Kripke semantics for intuitionistic logic, e.g. [3]. But, it is
two-sorted in our case.

Proposition 3.8 (Hereditary) Let M be a bi-approzimation model and ¢ a formula.
For all elements x,2’ € X and y,y' € Y, we have

(i) if 2’ <z and ¢ is assumed at x, x |- @, then it is also assumed at =, z' I+ ¢,

(ii) if y <y and ¢ is concluded at y, y b ¢, then it is also concluded at y', y' I+ ¢.

Proposition 3.9 For each bi-approximation model M, each x € X, each y € Y, and
every formula ¢, if M,z Ik ¢ and M,y I+ ¢, then x <y. Furthermore, we have

(i) Myz - ¢ < for everyy €Y. if My IF ¢ then z < y,
(ii) My Ik ¢ < for everyx € X. if M,z I+ ¢ then z < y.
Remark 3.10 Proposition 3.9 tells us initial sequents ¢ = ¢ is valid on every p-frame

F. Intuitively, if ¢ is assumed at x, then it should be concluded everywhere in Y above
x. Conversely, if ¢ is concluded at y, then it should be assumed everywhere in X below

Y.

As a corollary of Proposition 3.9, we obtain the following.
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Corollary 3.11 For every p-frame F, each doppelginger valuation V' is naturally ex-
tended from the set of all propositional variables ® to the set of all formulae A, i.e. for
each formula ¢, we let

(i) VY¢) ={z € X |F,V,z Ik ¢},
(i) Vi(¢) :=={y €Y |F,V,y - ¢}.

4 Bi-approximation, bases and the existential quan-
tifier

In Kripke semantics, we have a simple interpretation of modal operators & and O as
follows: for each Kripke model M and each possible world w, we let

(i) Mw I ¢¢ <= Fv € W such that R(w,v) and M, v I ¢,
(ii) M,w Ik O¢ < Vv € W.if R(w,v) then M, v I ¢,

whereas, in bi-approximation models, all logical connectives are interpreted uniformly
with conjunction, implication and universal quantifier V. For example, if we introduce
< on bi-approximation semantics, it is interpreted as follows:

(iii) Mz IF O¢ < Vy e Y. if M,y IF O¢ then z < y,
(iv) My Ik ¢ < Vz e X.if M,z IF ¢ then R(z,y),

where R is a binary relation on X x Y. This is because it is essential to set up our
interpretation to return Galois stable sets. Note that item (iv) gives the definition of
<& on U, and item (iii) copies the same value to D: see also Section 5. As we saw in
Corollary 3.11, this setting allows us to assign the corresponding Galois stable X-set and
Y-set for every formula between D and U. On the other hand, to evaluate any formula
on bi-approximation models, we encounter the universal quantifier V and an implication
in each step, which generates considerable complexity.

However, in this section, we will show that we can reduce the complexity in specific
cases by introducing auziliary relations for R. In other words, some logical connectives
are translated into other simpler conditions with the existential quantifier, which may not
be equivalent to the original conditions anymore. Through these simpler conditions, we
will find the relationship between relational semantics and bi-approximation semantics.
Furthermore, we will also unearth a connection among bi-approximation, bases and the
existential quantifier.
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Definition 4.1 [Auxiliary relations] For every bi-approximation model M and the
ternary relation R C X x X x Y, we let the following three ternary relations R° C
XXxXXxX, RPRCXxYxYand RTNCY xX xY:

(i) R°(z1,22,2) < for every y € Y. if R(z1,22,y) then x <y,
(ii) R7(x1,y2,y) <= for every xo € X. if R(x1,x2,y) then xo < yo,
(iil) R~ (y1,x2,y) < for every 21 € X. if R(x1,22,y) then 1 < y;.
Note that R° is related to R! in [7], but we also introduce R~ and R~ to show

Theorem 6.1. Thanks to the tightness conditions in p-frames, see Definition 3.3, we
obtain the following.

Lemma 4.2 For every bi-approzimation model M and the ternary relation R C X X
X xY,

(i) R(z1,22,y) <= for every x € X. if R°(x1, 2, x) then x <y,
(i) R(z1,72,y) <= for everyys € Y. if R™(21,y2,y) then 12 < yo,
(i) R(w1,72,y) <= for everyy1 €Y. if R~ (y1,72,y) then x1 < yi.

Remark 4.3 By Definition 4.1, we can reformulate R-order, R-identity and R-
associativity in Definition 3.3 as follows:

R-order: for all z,2" € X, 2’ <2 <= Jo € Ox. [R°(z,0,2") or R°(0,x,2")],
R-identity: for every z € X. [Jos € Ox. R°(x,02,2) and Jo; € Ox. R°(01,z,x)],

R-associativity: for all x1,x2, 23,z € X.
Jz’ € X. [R°(z1,2',x) and R°(x2,x3,2")]
— 2" € X. [R°(2",x3,x) and R°(z1,xz2,2")].

We note that similar conditions for R-order, R-identity and R-associativity can be
found in a relational semantics for distributive substructural logics, e.g. [18, Definition
6].1 Thanks to the auxiliary relations R°, R~ and R, we obtain other interpretations
of formulae on bi-approximation semantics.

Theorem 4.4 For every bi-approxzimation model M and all formulae ¢, v, we have

(i) ylkgpoyp < Vo, € X,ys €Y. if x1 Ik ¢ and R~ (x1,y2,y) then yo Ik 1,

)
) a9k ¢ = <= Vi, z € X. if 1 IF ¢ and R°(x1,x9,x) then x |- ),
) 2o lk ¢ = <= Yy,yeY. ifylt1 and R (y1,z2,y) then y1 I+ &,
(V) z1IF ¢ — ¢ < Vo, z € X. if xo IF ¢ and R°(x1,x2,x) then x |- 1),
) 21 lF— ¢ <= Vys,y €Y. ifylt v and R (x1,y2,y) then ys I+ &,
)zl pothp < TJry1,29 € X such that 21 IF ¢, x2 I+ and R°(x1,x2,x),
) yolk ¢ = v <= 3x; € X, Jy €Y such that x1 I+ ¢, y - and R~ (x1,y2,y),

I The order of the ternary relation is different. That is, R°(x1,2,) in this paper is the same with
Ro(z,z1,x2) in [18].
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(ix) y1 P — ¢p<—=Tzo € X, y € Y such that zo Ik ¢, y Ik ¢ and R (y1,x2,y).

In Theorem 4.4, item (iii) and item (v) correspond to the normal interpretations
in Kripke semantics. The same results for item (iii) and item (v) are obtained by
generalized Kripke frames [7]. Moreover, item (vii) looks similar to the interpretation
on ternary-relational semantics of distributive substructural logics. Item (vii) must
be closely related to the discussion in [7, p.264]. However, unlike what happens in the
setting of generalized Kripke frames, the conditions of item (vii), item (viii) and item (ix)
are more beneficial to evaluate formulae in our framework. More precisely, the auxiliary
relations R°, R~ and R~ provide bases of V(¢ o v), V(¢ — ) and V(¢ — ¢): see
Theorem 4.6 and Proposition 4.7.

Related to Theorem 4.4, we also obtain the following results for V and A.

Theorem 4.5 Let M be an arbitrary bi-approximation model, ¢, ¥ be all formulae. For
each x € X and eachy €Y,

(i) Mz lF oV <=Mzl ¢ or M,z -1,
(i) M,y IF ¢ A <=M,y - ¢ or M,y IF .

Items (vii)-(ix) in Theorem 4.4 and Theorem 4.5 indicate that, when we reason
about formulae with the existential quantifier and disjunction, we may not accumulate
all worlds in X (in Y') where the formulae are assumed (concluded). However, as we
will see below, we can still collect essential worlds in X (in Y) to gather all worlds in
Y (in X) where the formulae are concluded (assumed): see Theorem 4.6. Hereinafter,
to discuss the connection between the existential quantifier and the bi-approximation
clearly, we introduce an auxiliary relation Iy, of IF as follows (the subscript _ps refers
to bases, see Theorem 4.6):

(i) 2 lbps @V <= xlFps ¢ or x lbps 1,

(i) ylres @AY < ylrps ¢ or ylres ¢,
(i) zlrps pot <= 1,29 € X s.t. 21 IFps @, 22 IFps ¥ and R°(zq, x2, ),
(iv) yolbps ¢ = ¢ <= Txy € X,y €Y s.t. 21 Irps ¢, y lbps ¥ and R (x1,y2,Y),
(V) y1lrps Y — ¢ <= Fazo € X, Ty €Y s.t. 23 lhps ¢, v lbps ¥ and R (y1, z2,y).
)

(vi) z lkps ¢ <= x I ¢, whenever ¢ is a propositional variable or a constant, or the
outermost connective of ¢ is either A, — or «,

(vil) y IFps ¥ <= y I 4, whenever 1 is a propositional variable or a constant, or the
outermost connective of 1 is either V or o.

By parallel induction, we obtain the following straightforwardly. For every formula ¢,
each z € X and each y € Y, we have

(i) if z IFps @, then z IF ¢,
(ii) if y IFps @, then y IF @.

Furthermore, we also obtain the following.
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Theorem 4.6 Let M be an arNbitmry bi-approximation model and ¢ each formula. Then,
we have the following (recall V' in Corollary 3.11 and basis in Definition 3.2):

(i) the set {x € X | M, x IFys ¢} is a basis off/T(qb),
(ii) the set {y € Y | M,y IFos ¢} is a basis of V1 (o).

Proof. Parallel induction. Base cases are trivial.

(1) v({y € Y |y lFps ¢ Ath}) = VHp Atp). (C). For each z, suppose that = < y, if
y lFps @ or y lFps ¥ for every y. It is equivalent to both x < y if ylFps ¢ and z < y
if y IFps 9. By induction hypothesis, we have x IF ¢ and = IF ¢, hence x I ¢ A ).
(D). trivial.

(i) A\({z € X |z lFps p01b}) = Vi(d o). For each y € Y, by Theorem 4.4,
Y I+ qzﬁ o 7,/} < Viﬁl,xz.[l’l H_bs d),.l?z H_bs 7,/) = R(zl,xg,y)]
= Va1, 22,y2.[71 IFps &, R (21,Y2,y) = (22 IFes ¥ = 12 < y2))]
< Va1, € X[z ks ¢, 25 -1 = R(xq,25,y)].
Note that x5 IFps ¢ changes to a4 IF ). Repeat the same replacement for x;.

The other cases are analogous. (]

Theorem 4.6 tells us that, in bi-approximation semantics, bases are (partly) in-
ductively characterised by the existential quantifier and disjunction: see also U-terms,
N-terms, pseudo-U-terms and pseudo-N-terms in [19]. Moreover, this property works
beneficially together with the following proposition: see Remark 6.2.

Proposition 4.7 Let M be an arbitrary bi-approzimation model and ¢, ¥ all formulae.
Then, we have
MIF¢p 1Y <= Vee X,VyeY. if M,z lFys ¢ and M,y IFps ¢, then z < y.

5 The Representation theorem

In this section, to prove Theorem 6.3, we show that FL-algebras can be represented by
p-frames. By analogy to the situation in modal logic (e.g. [2]), we will show that the dual
frames of FL-algebras are p-frames and the dual algebras of p-frames are FL-algebras.
Moreover, the validity relations between p-frames and FL-algebras are also proved as in
the case of modal logic: see Theorem 5.3 and Theorem 5.5.

Dual algebra of p-frame For each p-frame F, we construct two isomorphic FL-
algebras in parallel based on the isomorphic posets D and U. Namely, we define the
operations V, A, %, \ and /, and the constants 1 and 0 on both D and U, as they are
isomorphic FL-algebras, i.e. (D, V,A,*,\,/,1,0) = (U, V, A, *,\,/,1,0).

Since D and U are isomorphic through the Galois connection A 4 v, we have two nat-
ural ways to define each operation, in general. That is, an operation on U, approximated
from below, and take the copy to the other side via v : U — D. Or, an operation on D,
approximated from above, and take the copy to the other side via A : D — U. We define
additive operations V and * are defined on U, approximated from below, and multiplica-
tive operations A, \ and / are defined on D, approximated from above. Otherwise, we
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cannot prove the residuality (see [9] and [10]).
For each p-frame F = (X, Y, <, R,Ox, Oy, Nx, Ny), we define V, A, *, \ and / are
defined as follows: on I, for all at, 3! € D,
D-1: at v Bt i=v(ag V By),
D-2: ot ApLi=alnpl,
D-3: al x Bl = v(a;g * B;),
D-4: al\B! = {22 € X | V21 € o}, Vy € B1. R(21,22,9)},
D-5: BY/al = {z; € X | Voo € at,Vy € Br. R(21,22,9)}-
On U, for all a, 87 € U,
U-1: aq V By == N Py,
U-2: ar A By == Alat A B,
U-3: ar x B :={y € Y | Vo1 € al,Vay € B'. R(21,22,9)},
Ui ap\By = Aal\8Y),
U-5: By /aq :== A(B/alb).
Based on these operations, we can show the following.

Theorem 5.1 Both (D,V,A,*,\,/,Ox,Nx) and (U,V,A,x,\,/,Oy,Ny) are FL-
algebras, and they are isomorphic.

By Theorem 5.1, we naturally define the dual FL-algebras of p-frames.

Definition 5.2 [Dual algebra] Let F be a p-frame. The dual algebra of F is an al-
gebra FT = (A4,V,A,%,\,/,1,0) which is isomorphic to {D,V,A,*,\,/,Ox, Nx) and
<Ua \/, /\a *, \7 /a OY7 NY>

Along with the definition of dual algebras, we obtain the equivalence of validity, as
usual.

Theorem 5.3 For every p-frame F and each sequent I = , the sequent T' = ¢ is valid
on F if and only if it is valid on the dual algebra F+.
FIFTep < FtET<gp

Dual frame of FL-algebras Here we construct the dual frames of FL-algebras. We
mention that the dual frame corresponds to the intermediate level introduced in [11] but
see also [5] and [19].

Let A = (A,V,A,x,\,/,1,0) be a FL-algebra. The set of all filters and the set of all
ideals are denoted by F and Z. On F UZ, we define a binary relation C as follows: for
all filters F, F1, Fy € F and all ideals I, 11,1, € Z,

(1) F12F2 <~ }7‘12]'7127
(i) FC I < FnNI=#J0,
(iii) ICF < VYael,Vbe F. a<b,
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(iv) LEI, < I, CI.
Next, on the triple (F,Z,C), we build a ternary relation R, and subsets Oz, Oz, Nx
and N7 as follows: for all Fy, F, € F and each I € Z,
(i) R(F1,F3,I) < F1xF, C 1,
where Fi x Fo:={a € A|3f1 € F1,3fs € F5. f1 % fa <a},

) O is the set of all filters containing 1,
(iii) Of is the set of all ideals containing 1,

) Ng is the set of all filters containing 0,
(v) Nz is the set of all ideals containing 0.
Then, the 8-tuple Ay = (F,Z,C, R,Ox,07, Ng, N7) is the dual frame of A. To prove
the following theorems, we here mention that, for all F, Fy, Fo € F and each I, 1,15 € T,

(i) Fy * Fy is a filter,

) F\I:={a€ A|3f € F,Fiel. a< f\i}is an ideal,

) I[/F:={a€cA|Fiel,3f € F.a<i/f}is an ideal.
(iv) R°(Fy,Fy,F) < FLC Fy x Fy,

) R™(F1,I5,1) < F\IC I,
(vi) R (L1, F5,1) < I/F, C I.
Then, we can prove the following.
Theorem 5.4 For any FL-algebra A, the dual frame Ay is a p-frame.

We prove the validity relationship between FL-algebras and the dual p-frames.
Theorem 5.5 Let A be every FL-algebra and I' = ¢ each sequent. If the sequent is
valid on the dual frame Ay, it is also valid on the original FL-algebra A.

AET<pe—A Tk

6 Soundness and Completeness

In this section, we will show that p-frames are a sound and complete semantics for the
substructural logic FL. Unlike what happens in the setting of relational semantics for
distributive substructural logics, soundness is not straightforward. This is because bi-
approximation models evaluate formulae through the Galois connection A 4 v. To avoid
this complex argument, we can use the relationship between the bi-approrimation and
the bases: recall Proposition 4.7.

Theorem 6.1 (Soundness) Let I' = ¢ be an arbitrary sequent. If the sequent T = ¢
is derivable in FL, it is valid on every p-frame F.

Proof. Let F be an arbitrary p-frame and V' an arbitrary doppelgéinger valuation on F.
On the bi-approximation model M = (IF, V'), all initial sequents are true, by Proposition
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3.9. Note that we use Proposition 4.7 to prove the inductive steps. We mention that
(fw) and (o &) are trivial, and (= Va), (A2 &), (B—) and («) are analogous to
(= V1), (A1 &), (<) and (—F), respectively.

(cut): For arbitrary x € X and y € Y, let M,z IFps L oo IT and M,y IFps . Then,
there exist 1, z2,23,2" € X such that z1 lbes X, 29 IFps T, 23 ks I, R°(z1, 2, )
and R°(x9,z3,2'). By induction hypothesis, I' = ¢ is true on M. By Proposition
3.9, we obtain that xo IF ¢, hence z IF ¥ o ¢ o II. Again, by induction hypothesis,
MIF ¥ o¢oll = ¢, which concludes z < y.

(tw): For arbitrary € X and y € Y, let M,z IFps T ot o A and y IFys ¢. Then, there
exist x1, 29, 23,2 € X such that zq IFps T, @2 IFps t, 23 IFps A, R°(z1,2',2) and
R°(x9,x3,2"). Because o € Ox and R°(z2,x3,2'), we obtain 2’ < x3 by R-order.
By Hereditary (Proposition 3.8), we also have 2’ IF A, hence x I T'o A holds. Finally,
by induction hypothesis, M IF T o A = ¢. Therefore, z < y.

(& 0): For arbitrary z € X and y € Y, let  Ikps To X and y |- ¢p o). Then, there exist
21,29 € X such that x; IFps Ty 29 IFps X and R°(x1,x9, 2). By inductive hypothesis,
we have M IFT' = ¢ and M I ¥ = ¢. We obtain z; IF ¢ and x5 IF . By definition,
since y IF ¢ o ¥, R(x1,x2,y) holds. Because of Definition 4.1, we conclude = < y.

(—F=): For arbitrary t € X and y € Y, let @ lkps X oT 0 (¢p — ¢) oIl and y IFps . By
inductive hypothesis, we have M IF X o ¢ o Il = ¢, hence y I X o9 o II. Moreover,
there exist x1,z9, 3, 14,2, 2" € X such that zq IFps X, 29 Ibps T, 23 IFps ¢ — 0,
24 ks II, R°(xo,x3,2"), R°(2,24,2") and R°(xz1,2”,x). By inductive hypothesis,
M IFT' = ¢, hence x5 IF ¢. Furthermore, because x5 I+ ¢ and x3 IF ¢ — 1), we have
that, for each 2’ € X, if R°(x2,x3, ") holds, then &’ I ¢ (Theorem 4.4). Because
of R°(xa,x3,2), we obtain a’ I ¢). Hence, we derive x I+ ¥ o4 o II. Therefore, z < y.

O

Remark 6.2 We mention that, in the proof of Theorem 6.1, we effectively use the bi-
approximation, bases and the existential quantifier, i.e. Theorem 4.4, Theorem 4.6 and
Proposition 4.7, to stay away from taking the Galois connection.

Theorem 6.3 (Completeness) Let I' & ¢ be an arbitrary sequent. If the sequent
' = ¢ is valid on every p-frame F, then it is derivable in FL.

Proof. Let L be Lindenbaum-Tarski algebra of substructural logic FL. If I' = ¢ is not
derivable in FL, then I' = ¢ is not valid on L. By Theorem 5.4, the dual frame L, of
L is a p-frame. Furthermore, by theorem 5.5, the sequent I' = ¢ is not valid on L. O

Therefore, combined with the canonicity results in [19], we obtain the following.

Theorem 6.4 Let Q be a set of sequents which have consistent variable occurrence (see
[19]). A substructural logic extended by Q is complete with respect to a class of p-frames.
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7 Conclusion

We introduced bi-approximation semantics to describe Ghilardi and Meloni’s parallel
computation of the canonical extension of lattice expansions. Unlike what happens in
the setting of standard relational semantics, like Kripke semantics or Routley-Meyer
semantics, bi-approximation semantics is two-sorted. However, we claim that this is a
natural framework for the study of logic, because logic is a priori two-sorted: premises
and conclusions. In other words, logic is the study of a consequence relation.

From this point of view, bi-approximation semantics is a reasonable relational-type
semantics for lattice-based logics. This framework could be valuable when we think
about resource sensitive logics, since we explicitly distinguish premises from conclu-
sions. Even over distributive lattice-based logics like intuitionistic logic, our two-sorted
semantics may be worthwhile. For example, the first-order definability for intuitionistic
modal logic on Kripke semantics is still open (see the footnote in [11, p.2]), whereas the
first-order definability on bi-approximation semantics is effectively solved (in prepara-
tion).
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A Appendix of proofs

Proof. [Proposition 3.8] Parallel induction. Base cases are straightforward, since every
Galois stable X-set is a downset and every Galois stable Y-set is an upset.

Inductive steps: V: Assume y IF ¢ V9. By definition, y IF ¢ and y IF ¢. By induction
hypothesis, we obtain 3’ IF ¢ and 3’ IF 4, hence 3 |- ¢ V 1. Suppose z IF ¢ V 1.
For each y IF ¢ V 1, we have x < y. Because of 2’ < x, we obtain 2’ < g, hence
' Ik ¢ V.

At Assume z IF ¢ A 9. By definition, z I+ ¢ and = IF 9. By induction hypothesis, we
obtain x’ I ¢ and x’ IF 1), hence z’ I- ¢ A1p. Suppose y IF ¢ A). For each x I+ ¢ A,
we have x < y. Because of y <y, we obtain x < 4’, hence ' I+ ¢ A .

o: Assume y IF pop. If 21 IF ¢ and x5 IF ¢, then we have R(z1,x2,y). Since y < v/,
by R-transitivity, we obtain R(x1,x2,y’), hence y’' I ¢ o ¢). Suppose x IF ¢ o ).
For each y IF ¢ o 1), we have x < y. Because of 2’ < z, we obtain 2’ < y, hence
z' Ik ¢ o

—: Assume z IF ¢ — . For each x1 IF ¢ and each y I ¢, we have R(z1,z,y). By
R-transitivity, we have R(z1,2’,y), hence 2’ I+ ¢ — . Suppose y I+ ¢ — 1. For
each z IF ¢ — 1, we have z < y. Since y < ¢/, we obtain x < ¢/, hence y’ IF ¢ — 1.

—: Assume z I ¢ « ¢. For each x5 IF ¢ and each y I ¢, we have R(x,z9,y). By
R-transitivity, we have R(2’,x2,y), hence =’ I+ 1) — ¢. Suppose y I ¢ — ¢. For
each z IF 1 + ¢, we have z < y. Because of y < v/, we obtain z < v/, hence
y Ik — o,

O

Proof. [Lemma 4.2] Item (i). (=). Suppose R°(x1,z2,z), i.e. if R(x1,22,y’) then
x <y for every y' € Y. By assumption, we obtain R(x1,x2,y), which derives z < y.
(«). Contraposition. Namely, we claim that there exists © € X such that
R°(x1,22,2) and = £ y, under the assumption that R(z1,z2,y) does not hold. Sup-
pose that R(z1,x2,y) does not hold. By o-tightness, there exists z € X such that,
R°(z1,22,2), and, for each ¢’ € YV, if © < ¢/, then R(x1,x2,y’). Since R(x1,xz2,y) does
not hold, we have x £ y. Ttem (ii) and item (iii) are analogous to item (i). O

Proof. [Theorem 4.4] Items (i) - (v) are analogous to item (vi). And, item (viii) and
item (ix) are analogous to item (vii).

(vi) By Proposition 3.9, Definition 4.1 and Lemma 4.2, we can prove as follows.
x1 kY — ¢ <= Vas € X,Vy eY.xzlF ¢,y -9 = R(x1,22,y)]
< Vag € X, Vys,y € Y. aa Ik @,y -, R7(21,y2,y) = 22 < yo)
= Yys,y €Y.ylF ¢, R7(x1,y2,y) = y2 IF ]
(vii) Suppose that there exist x1,z9 € X such that 21 I+ ¢, 22 IF ¢ and R° (21, 22, ).
We claim that every element y € Y at which ¢ o ¢ is concluded is above z. If
y IF ¢ 01 holds, then, by definition, R(z1,x2,y) holds. By Definition 4.1, we also
obtain that « < g’, whenever R(x1,x2,y") holds for every 3’ € Y. Hence, z < y
holds, which derives z IF ¢ o ).
O
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Proof. [Theorem 4.5] (i). Suppose that z I- ¢ or « IF ¢. For an arbitrary y € Y, if
y IF ¢ V1, by definition, y IF ¢ and y IF ¢. By Proposition 3.9, z IF ¢ or x I 9, either
way, < y holds. Therefore, z IF ¢ V 9. Item (ii) is analogous to item (i). o

Proof. [Proposition 4.7] (=). Since z IF ¢ (y IF ¢) whenever x IFps ¢ (y IFps ), this is
trivial. («<). Let x be an arbitrary element where ¢ is premised, y an arbitrary element
where v is concluded. By our assumption, for an arbitrary xpg lFps ¢, we have zp < yp
for every yp IFps ¥. By Theorem 4.6, we obtain z g IF 9, hence x5 < y (Proposition 3.9).
As zp is arbitrary, by Theorem 4.6, y I ¢ also holds. Therefore, x < y (Proposition
3.9). O

Proof. [Theorem 5.1] Firstly, we need to check well-definedness of each operation.
Namely, it is necessary to show that every value returns a Galois stable set. The copying
parts are trivial, hence we need to check the following definition parts.

V: We claim that aq N B = Aat U BL). (C). For each y € ay N By, since y € ay and
y € Br, x <y for each v € ot UBL. (D). If y € A(a! U BY), for arbitrary x, € ! and
xp € B, we have z, <y and z; < y, hence y € oy and y € By.

A: We claim that ot N B! = v(a U By). (C). For each z € ol N B!, since x € ot and
z € B, x <y foreach y € a; U By. (2). If 2 € v(ay U By), for arbitrary y, € oy and
Y» € B, we have z < y, and = < yp, hence z € at and z € g

x: We claim that aq * 31 = A\({x € X | 21 € at, 29 € B}, R°(21, 29, 7)}).

ar* By ={y €Y | Vo1 € at,Vay € B, R(z1,72,y)}
={yeY |Vxe X, Vo, € al,Voy € B, RO(21,70,2) = = < y}
=A{z € X |z €al,zy € B, R (2, 20,7)})
\: We claim that a"\B' = v({y2 € Y | 71 € at,y € B, R (21,92, 9)})-
o\t = {xy € X | Vo, € o, Vy € By, R(x1, 22, y)}
={zy € X |Vy2 € Y,Vxy € at, Wy € By, R (21,12,y) = w2 < 42}
=v({y2 €Y |71 €ty € By, R (21,92, 9)})
/ is analogous to \.

Therefore, all operations are well-defined. Furthermore, these two algebras are isomor-

phic by definition. Next, we prove they are FL-algebras.

(D, V,A) and (U, V, A) are lattices. For all , 3, 7, we claim that 2

a<yand <y = aV <y, (A1)

y<aandy< [ <= y<aAf. (A.2)

(=) of the condition (A.1). For each y € ~yy, since ary 2 74 and 31 D 7y, we have y € ay
and y € By, hence y € a; N Fy. (<) of the condition (A.1). For each y € ~, since
a; N By 21, we obtain y € oy and y € fy. The condition (A.2) is analogous.

2 Recall that the order < is C on D and D on U.
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(D, *,0x) and (U, *, Oy) are monoids. For all «, 3, 7, we claim that

ax(Bx7y)=(ax*f)x7, (A.3)

ax0=a=0x*aq, (A.4)
where O is either Ox or Oy depending on the domain. The condition (A.3). Let y
be an arbitrary element in aq * (81 * ;). By Theorem 4.6, for all 1, z9,z3,2", 2 € X,
if 21 € al, 29 € B, 23 € 4!, R°(z1,2',2) and R°(x2,23,2'), then # < y holds. By
R-associativity (see Remark 4.3), the condition is equivalent to that, for each element
z, for all 2” € X, if 1 € at, x5 € B, 23 € v}, R°(2”, 23,2) and R°(z1,x2,2"), then
x <y, which concludes y € (ay * Bt) * 1.

The left equality of the condition (A.4). (C). For each x; € a!, by R-identity, there
exists oo € Ox such that R°(z1,09,21). By definition, for every y' € Y, if R(x1, 02,y’),
then z; < o’ holds. Now, for every y € aq * Oy, by definition, R(z1,02,y) holds,
hence z; < y. Since z; is arbitrary in a!, which derives y € ay. (2). For arbitrary
r € ol and 0 € Ox, by o-tightness, there exists 2’ € X such that R°(x,0,2’) and
' <y = R(z,0,y’) for each ¢y € Y. For every y € «y, we have z < y, because of
x € at. Furthermore, by R-order, 2’ < x holds. Since < is transitive, we obtain z’ < y,
hence R(x,0,y). The right equality of the condition (A.4) is analogous.

Finally, we will show the residuality: for all «, 3, 7,

axf<vy <<= f<a\y <= a<y/p. (A.5)

(=) of the first equivalence in the condition (A.5). Let x5 be an arbitrary element in
Bt. For arbitrary z; € ol and y € 1, since ay * By D 1, we have R(x1,22,y). Hence,
7y € at\y!. (<) of the first equivalence in the condition (A.5). Let y be an arbitrary
element in ;. For arbitrary x; € al and 2o € B, since Bt C al\,y!, we obtain
R(x1,22,y). Hence, y € a; * By. The other equivalence is analogous. O

Proof. [Theorem 5.4] By definition, (F,Z,C) is a polarity.

R-order: Let F, F’ be arbitrary filters. Suppose I’ C F. Since F = F * 11, we obtain
F' C F x11. Conversely, if F/ £ F O or F' C O % F for some O € Og, because
1€ 0, weobtain FxOC ForOxFCF, hence ' C F.

R-identity: Let 11 be the principal filter generated by 1. For each filter F', we have
F«11=171%F = F, hence R°(F,11,F) and R°(11, F, F).

R-transitivity: For all Fy, F| Fb, Fj ¢ Fandall [,LI' e Z,it F{C Fy, F,C Fp, IC T
and Fy % Fo C I, then there exist f; € Fy, fo € F5 and i € I such that f; x fo < 4.
Since f1 € Fy, fo € Fj and i € I’, we also have F « Fy C I'.

R-associativity: For all Fy, Fy, F3 € F, we have Fy x (Fy x F3) = (F} x F5) % F3, by the
associativity of x on A. If ' C Fy«F’ and F' C Fyx F3, we obtain F' T Fy x (FyxF3) =
(Fy x Fy) « F5. Let F’" = Fy x F5. Then, F C F” % F3 and F” C F; * F5 hold.

O-isom (N-isom): For each F' € Ox (Nx) and each I € O (N7), they have 1 (0) in
common.
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o-tightness: For all Fy, F5 € F, it is trivially true that R(Fy, Fy,I) if and only if
Fy x F5 C [ for every I € Z. The other is analogous.

—-tightness: For each I} € F and each I € Z, by definition, for each Fy € F,
R(F17F2,I) if and only if F2 E Fl\I

«—-tightness: For each F, € F and each I € 7, by definition, for each F; € F,
R(Fl,FQ,I) if and only if Fl E I/F2
O

Proof. [Theorem 5.5] Let f : ® — A be an arbitrary assignment. We also denote
the normally extended assignment f : A — A by f. Then, we define a doppelgéinger
valuation V based on f as follows: for each proposition p € ¥,

(i) Vip) :={F e F| f(p) € F} =v({lf(p)}),
(i) Vi(p):={T €Z| f(p) eI} = X{1f(P)})

We claim that, for each filter F', each ideal I and each formula ¢, f(¢) € F <=
AL VIFIF¢and f(¢) € I < A,,V, 11 ¢. Base cases are trivial. Inductive steps.
For each filter F' € F and each ideal I € 7,

V: Suppose that f(@)V f(¢) = f(¢ V) € I. Tt is equivalent to f(¢) € I and f(v) € 1.
By induction hypothesis, it is also equivalent to I I ¢ and I I 1, which, by definition,
IlFo¢Va.

If f(¢ V) € F, then F has non-empty intersection with all ideals containing
flo V). We obtain F' I+ ¢ V 1, because every ideal I satisfying I IF ¢ V ¢ contains
f(@ V). Conversely, if FIF ¢V 1, then it must have non-empty intersection with
Lf(¢ V) as well. Therefore, f(¢ V1)) € F.

A: Suppose that f(d)A f(v) = f(dAY) € F. Tt is equivalent to f(¢) € F and f(¢) € F.
By induction hypothesis, it is also equivalent to F' IF ¢ and F' I~ ¢, which F'IF ¢ A ¢
by definition.

If f(¢pA1)) € I, then I has non-empty intersection with all filters containing f(¢A).
We obtain I IF ¢ A 1), because every filter F' satisfying F' IF ¢ A ¢ contains f(¢ A 1).
Conversely, if I I ¢ A1), then it must have non-empty intersection with 1f(¢ A1) as
well. Therefore, f(¢ A2) € I.

o: Suppose that f(¢) * f(¢p) = f(¢p o) € I. For arbitrary Fy, Fp € F, if Fy IF ¢ and
F5 I- ¢, by induction hypothesis, f(¢) € Fy and f(¢)) € Fy, hence f(¢)xf(¢) € FyxFy,
which derives Fy x Fy C I, i.e. R(Fy, Fy,I). Conversely, assume that I IF ¢ o 4. By
definition, for arbitrary Fy IF ¢ and Fy IF ¢, Fy«F5 C I holds. Then, 1f(¢)*1f(¢) C T
must hold, hence f(¢po)) € I.

If f(¢p o9) € F, then F has non-empty intersection with all ideals containing
f(@o). Since every ideal I satisfying I I ¢ o) contains f(¢ o)), we have F' IF ¢o1.
Conversely, if F' I- ¢ o 1), then it must have non-empty intersection with | f(¢ o 1)) as
well. Therefore, f(¢ o)) € F.

—: Suppose that f(@)\f(¥) = f(¢ — ) € F. For arbitrary F' € F and I € Z,
if F/' I ¢ and I I+ 4, by induction hypothesis, f(¢) € F' and f(¢)) € I, hence
f@\f(w) € F'\I. By the residuality on A, we obtain F' « F' C I, i.e. R(F',F,I)
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holds. Conversely, assume that F' IF ¢ — 1. By definition, for arbitrary F’ I ¢ and
Ik, we have F' « F T I. Then, 1f(¢) « F C | f(x) must hold as well. Therefore,
there exists € F such that z < f(¢)\ f(¢) = f(¢ — 1), hence f(¢p — ¢) € F.

If f(¢ — ) € I, then I has non-empty intersection with all filters containing
f(¢ — ). Since every filter F' satisfying F' |- ¢ — 1 contains f(¢ — 1), we have
IIF ¢ — 1. Conversely, if I I ¢ — 1, then it must have non-empty intersection with
1f(¢ — 1) as well. Therefore, f(¢p — 1)) € I.

«—: Suppose that f(v)/f(¢) = f( «— ¢) € F. For arbitrary F' € F and I € T,
if F/' I ¢ and I I+ 4, by induction hypothesis, f(¢) € F’' and f(¢)) € I, hence
f(@W)/f(¢) € I/F'. By the residuality on A, we obtain F x F’' C I, i.e. R(F,F’',I)
holds. Conversely, assume that F'I- 1) < ¢. By definition, for arbitrary F’ I ¢ and
Ik, we have F« F' C I. Then, F % 1f(¢) C | f(v) must hold as well. Therefore,
there exists « € F such that x < f(v)/f(¢) = f(¢ < ¢), hence f( — @) € F.

If f( <« ¢) € I, then I has non-empty intersection with all filters containing
fW — ¢). Since every filter F' satisfying F I 1) « ¢ contains f(¢ < ¢), we have
I'IF ¢ «— ¢. Conversely, if I I 1) <« ¢, then it must have non-empty intersection with
1f () «— @) as well. Therefore, f(1) — ¢) € F.

Finally, we finish up the proof. Assume I' & ¢ is not valid on A. Then, there
exists an assignment f : & — A such that f(T') £ f(¢). We have that 1f(T") € F and
1f(p) € Z. Moreover, we also have A, V. 1f(T') F T and A, V,|f(p) IF ©. However,
since f(T") £ f(¢), Tf(T) L L f(®). Therefore, Ay I T'= . |

Proof. [The other cases of Theorem 6.1]

(V&=): For arbitrary € X and y € Y, let z Ik Do (¢ V¢p) o A and y IFps . By
inductive hypothesis, we have M IFTog¢o A = pand MIFT oy o A = . So, we
obtain y FTogoA and y IF T'o ¥ o A. With repeating Definition 4.1 and Lemma
4.2, we obtain the following:
ylFTogpoA < Vy',y, € Y,Vo1,23 € X.

z1 Ik Fa$3 I AaR&(y%l’&y/)’Rﬁ(xlvyay) = Y2 I (ba
ylkToyYoA < Vy,y, € Y,Vo1,23 € X.
z1 Ik F7l'3 I AuRH(y%vay/)vRﬂ(mlvylvy) = Y2 I ’ll),
ylFTo(pVY)oA < Vy,ys € Y,Vr1,25 € X.
1 IF T xg b A, R (ya, 23, y), R~ (21,9, y) = ya2 IF ¢ V.
Therefore, we obtain y IF T'o (¢ V ©) o A, hence x < y.

(& V1): For arbitrary x € X and y € Y, let « ks T and y IF ¢ V ¢. By definition,

y IF ¢. By induction hypothesis, we have M IF T' = ¢, hence =z < y.

(A1 =) For arbitrary z € X and y € Y, let  lkps T' o (¢ A9p) 0o A and y IFps . Then,
there exist x1, 29, x3,2" € X such that xq lbes T, 22 IF ¢ A1), 23 IFps A, R°(x1, 2, )
and R°(x2,x3,2"). By definition, we also have xo I ¢, hence = IF T o ¢ o A. By
induction hypothesis, M IFT'o ¢ o A = ¢, hence = < y.

(& A): For arbitrary x € X and y € Y, let = IFps T and y IFps ¢ A ¢. By inductive
hypothesis, we have M IF T" & ¢ and M |F ' & 3. Therefore, we obtain that z I+ ¢
and x I ¢, which derives z IF ¢ A . Then, z < y.
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(&<): For arbitrary z € X and y € Y, let « |Fps I’ and y IFps ¥ < ¢. Then, there
exist zo € X and y' € Y such that x5 IFps ¢, ¢ IFps ¢ and R (y, x2,y’). By induction
hypothesis, we have M IF T" o ¢ & 1), hence 4/ I I' o ¢. By Theorem 4.4, for every
y'eY,if R (y", x2,y’), then y” IF T'. Finally, since z IF T', we conclude = < y.

O
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