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ABSTRACT OF THE DISSERTATION 

 

The Submesoscale in Salinity-Stratified Oceans: Dynamics and Climate Change Impacts 

 

 

by 

 

Taylor McKie 

 

Doctor of Philosophy in Oceanography 

 

University of California San Diego, 2024 

 

Professor Andrew Lucas, Chair 

 
 

This dissertation explores submesoscale dynamics in salinity-stratified oceans that are 

strongly influenced by freshwater input through rivers and storms. The submesoscale describes a 

regime of dynamics that occur at lateral scales of O(1-10 km), where the planetary vorticity is in 

balance with the relative vorticity of the flow, and are typically associated with fronts and 

filaments. At these scales, vertical velocities, facilitated by various instabilities, become large 

leading to the vertical exchange of heat, salt, and nutrients within the ocean boundary layer. The 

first chapter observes patchy rain on an ocean that varies in stratification using high-resolution 

in-situ observations and satellite data in the Bay of Bengal. Inspired by the spatial variability of 

the rain and surface ocean, we investigate the relative impacts of 1-D processes on frontogenesis 
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using a general ocean turbulence model. The results of this chapter suggest that rain can be 

conditionally frontogenetic with implications for small-scale instabilities. The second chapter 

captures these small-scale instabilities in action through high-resolution in-situ observations of 

the subduction of a cold and salty filament in the Bay of Bengal. Through a stability analysis, we 

discover the importance of small-scale lateral temperature variability, creating inversions within 

barrier layers facilitated through symmetric and inertial instabilities and secondary circulations. 

The third chapter focuses on the temporal evolution of the mesoscale in the Gulf of Mexico, 

which cascades to the submesoscale, and shifting dynamics in the Loop Current region. A novel 

analysis of satellite-derived products reveals changes in Loop Current behavior and justification 

for an increasingly energetic basin. The results suggest that recent years have witnessed 

prolonged Loop Current retracted phases due to large cyclonic eddies while increases in the 

kinetic energy of the basin may be attributed to increases in sea level anomalies. In the Bay of 

Bengal, the findings of this dissertation can improve our understanding of air-sea interactions 

and support the parameterization of models for monsoon forecasting. In the Gulf of Mexico, the 

results highlight possible shifts in circulation patterns, important to the transport of biological, 

chemical, and thermal properties throughout the basin. 
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Chapter 1 PRECIPITATING FRONTS ON THE BAY OF BENGAL 

 

1.1 Introduction 

 

Freshwater influx into basins, especially those that are salinity-stratified, act to strengthen 

the stability of the water column, enhance lateral variability, modify the surface velocity field, 

shoal the mixed layer depth, suppress the vertical mixing of heat and momentum, and impact 

boundary layer turbulence (Sengupta et al., 2006; Krishnamohan et al., 2019; Shcherbina et al., 

2019). Precipitation, as the freshwater input, creates thin and highly stratified “lenses” or 

“slippery layers” that can sustain for hours at the surface before mixing down into the interior 

(Soloviev et al., 2015; Shcherbina et al., 2019; Thompson et al., 2019; Iyer & Drushka, 2021; 

Shackelford et al., 2022). Through wind and the lateral advection of these layers, near-surface 

currents are generated within the time and spatial scales that allow for interactions with the 

submesoscale (Kudryavtsev & Soloviev, 1990; Wijesekera et al., 1999; Shcherbina et al., 2019; 

Laxague & Zappa, 2020; Reverdin et al., 2020; Moulin et al., 2021). The submesoscale resides 

on spatial scales of O(1-10 km) and are characterized by motions at which the relative vorticity is 

the same order as the planetary vorticity, resulting in the slumping of horizontal density gradients 

and generating vertical exchange between the surface waters and the interior (Boccaletti et al., 

2007; Thomas et al., 2008; Spiro Jaeger & Mahadevan, 2018; Gula et al., 2022). The instabilities 

that occur along submesoscale fronts allow for the forward cascade of energy from the mesoscale 

to turbulence and dissipation (McWilliams, 2016; Sarkar et al., 2016). Precipitation could create 

shallow mixed layers in frontal regions that are sensitive to heating and cooling, prompting a 

rapid response in sea surface temperature (SST). Cooling of these shallow layers may result in 

the restratification of fronts through temperature compensation (Tozuka & Cronin, 2014; Spiro 
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Jaeger & Mahadevan, 2018). Rain layers have also been found to be characteristic of buoyant 

gravity currents (Wijesekera et al., 1999; Shcherbina et al., 2019; Laxague & Zappa, 2020; 

Moulin et al., 2021). These are a few processes in which precipitation may influence the 

interactions between the ocean and atmosphere at the submesoscale (Thomas et al., 2008; 

MacKinnon et al., 2016; Mahadevan et al., 2016). 

The Bay of Bengal (BoB) is a salinity-driven region where it may be particularly 

important to consider these dynamics, as it experiences an abundance of submesoscale features 

from its relatively higher frontogenesis potential and a significant freshwater input from riverine 

runoff and precipitation (Sengupta et al., 2006; MacKinnon et al., 2016; Mahadevan et al., 2016; 

Jaeger et al., 2020). Models have indicated that regions with shallow salinity stratification tend to 

warm significantly through surface heat fluxes and vertical mixing, which creates ideal 

conditions for monsoon formation in the BoB (Vinayachandran et al., 2002; Krishnamohan et al., 

2019). Atmospheric convection is largest in the tropics due to high surface temperatures and 

results in high precipitation contributing to the monsoon, which in turn contributes to surface 

freshening (Shenoi et al., 2002; Vinayachandran et al., 2013). While 60% of the freshwater 

impacting the surface advects from the Ganges-Brahmaputra-Meghna and Irrawaddy River 

systems to the center of the BoB, precipitation also significantly freshens the surface waters 

(Sengupta et al., 2006; Papa et al., 2010; Mahadevan et al., 2016; Sengupta et al., 2016). 

Rain events throughout the Bay can be characterized as convective or stratiform. 

Convective rain events are caused by thermally induced diurnal circulations and occur on smaller 

spatiotemporal scales. They typically produce intense rain rates, some reaching up to 100 mm/hr 

(Liu et al., 2008; Iyer & Drushka, 2021). On the other hand, stratiform rain is generated by 

remote convection and large-scale atmospheric dynamics. This type has a longer duration and 
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less intense rain rates (Tokay & Short, 1996; Iyer & Drushka, 2021). The differences in the rain 

rates and duration of these events lead to differential responses in the surface ocean. The 

response is also dependent on other parameters including wind speed, temperature of the rain, the 

structure of the surface ocean, and time of day (Iyer & Drushka, 2021). Wind influences the rate 

at which the fresh, stratified layer is eroded. A higher wind stress at the surface will generate 

more turbulence, deepening the mixed layer faster and shortening the lifespan of the fresh layer 

(Drushka et al., 2016, 2019; Iyer & Drushka, 2021). 

Near-surface, pre-existing stratification is influential, as stratification created by rain 

superimposed on a strongly stratified region can dampen the deepening of the fresh layer (Iyer et 

al., 2021; Shackelford et al., 2022). Precipitation can also lead to complex stratification and 

generate a layer between the highly stratified halocline and the thermocline below, typically 

called the barrier layer. The barrier layer can form through buoyancy input at the surface from 

rain or through advection of the fresh slippery layer (Thadathil et al., 2002). It can be relatively 

warmer than the surface during periods of cooling and the suppression of mixing by the halocline 

allows for the barrier layer to maintain its heat (Thadathil et al., 2002; Sengupta et al., 2016; 

Spiro Jaeger & Mahadevan, 2018). This layer reduces entrainment cooling from beneath the 

thermocline, resulting in elevated surface temperatures (Veneziani et al., 2014; Sengupta et al., 

2016). Frontal regions can also create thick barrier layers beneath their shallow haloclines, 

inhibiting homogenized mixing throughout the boundary layer (Veneziani et al., 2014; McKie et 

al., 2024). Ultimately, the modification of the upper ocean heat budget by the barrier layer allows 

for the regulation of the intraseasonal oscillations of the monsoon and the intensification of 

cyclones (George et al., 2019; Thadathil et al., 2016; Balaguru et al., 2012; Yu & McPhaden, 
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2011). Eventually, convection penetrates and erodes the stratification of a rain generated 

halocline, mixing the freshwater down into the interior (Drushka et al., 2019).  

Though the literature characterizing precipitation and the submesoscale in the Bay of 

Bengal is extensive, the dynamics are evaluated separately, with the exception of the advection 

of rain or river runoff enhancing lateral variability. Given our recent observations of precipitation 

directly interacting with the submesoscale presented here and in McKie et al. (2024), it is 

apparent that these dynamics ought to be considered when improving models. Current models 

mischaracterize the depth and lateral variability of the mixed layer, simplify and underestimate 

salinity-stratification, disregard 3-dimensional processes, and lack the resolution needed to 

sufficiently describe observed thermohaline variability at the surface (Benshila et al., 2014; 

Chowdary et al., 2016; Lucas et al., 2016; Sengupta et al., 2016). Parameterizing the 

submesoscale, with the consideration of precipitation, may improve the predictions for the onset 

and duration of the monsoon. This would be especially imperative given that this region is 

becoming more susceptible to increased rainfall due to a changing climate (Goswami et al., 

2006; Kumar et al., 2011; Mishra et al., 2019; Goswami et al., 2021). 

This study explores one-dimensional impacts of precipitation on a salinity-stratified 

boundary layer through observations and idealized modeling, then considers the potential 

implications of these findings on variability in lateral buoyancy gradients in the surface ocean. 

The motivating observations and instrumentation used will be illustrated and described in 

Section 1.2. Section 1.3 will detail the idealized model design, parameterizations, theoretical 

framework for model evaluation, and model results. Section 1.4 will discuss the observational 

and modeling results, implications on lateral variability, and limitations. Concluding statements 

will be presented in Section 1.5. 
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1.2 Observations and Motivation 

 

During the summer 2019 cruise of the Office of Naval Research Funded Research 

Initiative: Monsoon Intraseasonal Oscillations in the Bay of Bengal (MISO-BOB) on board R/V 

Sally Ride, we collected 31 days of high-resolution measurements from multiple instrument 

platforms in both the upper ocean and lower atmosphere in the Northern BoB. The overall 

objective of the project was to improve the monsoon predictions through a better understanding 

of upper ocean processes. Specifically, the fieldwork was organized to investigate the evolution 

of the ocean surface boundary layer in response to MISO events, characterize the evolution of 

near-surface fronts, stratification, SST, and explore the resulting air-sea interactions (Wijesekera 

et al., 2016; Shroyer et al., 2021). Throughout the cruise, a coastally-upwelled, cold and salty 

filament was tracked by the ship as it advected between two mesoscale eddies, being pulled into 

the Central BoB between the latitudes of 15N and 18N and longitudes of 87E and 90E as shown 

in Figures 1-1 and 1-2(a). The following observations are a subset of the observational survey, 

representing four days of data (July 15th - July 18th) through both in-situ and satellite 

measurements. 

1.2.1 Instrumentation and Measurements 

 

Much of the filament was captured in-situ by the shipboard high-resolution FastCTD 

profiler, complemented by the Drogued Buoy Air-Sea Interaction System (DBASIS) that drifted 

along with eastward-flowing mesoscale currents for the duration of the cruise. The FastCTD was 

equipped with SBE49 temperature, conductivity, pressure, and backscatter sensors. It was towed 

by the ship between speeds of 2 and 5 knots and is profiled down to 200 meters depth with about 

a 2-minute duration for each cast. This allowed for a horizontal resolution of 200 m between 

profiles. Data from each profile was averaged into 1-meter bins. Throughout the entire survey, 
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the FastCTD was cast to a total of 12,051 profiles, of which the data presented here (391 

profiles) represents a small subset.  

The Drogued Buoy Air-Sea Interaction System (DBASIS) is a joint instrument package 

between Scripps Institution of Oceanography and Woods Hole Oceanographic Institution. 

DBASIS consists of a surface buoy collecting high-quality meteorological and surface ocean 

data, an ocean-wave-powered Wirewalker (WW) vehicle profiling between the surface and 100-

meter depths (Pinkel et al., 2011), and RBR Solo temperature sensors attached to a line 

extending 100 meters below, spaced every 9-10 meters. Three DBASIS systems were deployed 

during this cruise, but this study will feature approximately 3 days of profiles from one of the 

systems that was deployed for a total of 17 days. The Wirewalker provided vertically well-

resolved profiles of temperature, salinity, velocity, and bio-optical properties every ~10 min 

(Zheng et al. 2022). The DBASIS system was drogued at depth to follow the mesoscale flow. 

During the segment of the deployment described here, typical drift speeds were 0.18 m/s, leading 

to a horizontal spacing between profiles of 200 meters or less. Data were averaged into 0.25 m 

bins. Meteorological data from the surface buoy was averaged to a temporal resolution of 1 

minute, equating to a horizontal resolution averaging approximately 10 meters along the drift 

path. 

1.2.2 Satellite and In-Situ Observations 

On July 17th around 9:00 UTC, an atmospheric cold pool event advected westward over 

the observed region and resulted in strong precipitation on the ocean surface, as illustrated in 

Figure 1-1 (DMI COI, 2007; Huffman et al., 2019). This event can be characterized as a 

convective rain event because of its relatively short duration and large peak precipitation rate of 

100 mm/hr measured by DBASIS. The cumulative precipitation exhibits spatial variability on the 
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scale of O(10-100 km). The lateral variability of SST becomes patchy and intricate on July 17th, 

with the lateral boundaries of the cold filament becoming more defined, while the surface 

becomes incrementally colder. Gradients in cumulative precipitation and SST appear to be in 

alignment around the filament. On July 18th, as the storm system propagates away from our 

observed region, the sharp lateral temperature gradients at the surface relax, but appear to be 

stronger and more pronounced than their original surface variability on July 16th. 

 The shipboard FastCTD and DBASIS captured regions of the filament both prior to and 

following the rain event. This subset of the survey and density profiles from these instruments 

Figure 1-1. Daily accumulated precipitation and SST. The three middle panels show the 

westward advecting cold pool event with accumulated precipitation data from Global 

Precipitation Measurement IMERG for July 16th -18th (Huffman et al., 2019). The three right-

most panels illustrate the cold filament with satellite SST reanalysis within the region outlined by 

the orange boxes for July 16th -18th (DMI COI, 2007). The left-most panel depicts the 

accumulated precipitation superimposed with SST contours at 0.05ºC intervals in the region 

outlined by the orange box on July 17th. 
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are depicted in Figure 1-2. Though somewhat aliased in space and time, these snapshots of 

events depict the relationship between precipitation, 1-dimensional, and 3-dimensional dynamics 

motivating our research questions. Figure 1-3 illustrates surface forcing and thermohaline 

variability of the boundary layer from DBASIS before and after the rain event. As the WW 

advected through the filament at the start of this time series, the maximum observed surface 

salinity was 33.8 psu and the corresponding surface temperature was 28.9ºC. These properties 

were nearly homogeneous throughout the mixed layer (defined in Appendix A), extending down 

30 to 40 meters depth. The wind speed remained relatively consistent at approximately 5 m/s. 

The surface properties became warmer and fresher over the course of four days as the WW 

drifted into the proximal ambient water. Immediately prior to the rain event, the surface had a 

salinity signature of 33.3 psu and temperature signature of 29.4ºC, as measured by the buoy at 

1.5 meters depth. This was relatively consistent throughout the mixed layer, which had shoaled 

to 15 meters depth. Vertical shear in horizontal velocity was concentrated at the base of the 

mixed layer. There was a barrier layer approximately 15 meters thick beneath the warm mixed 

layer (30 m deep).  

Both sensors on the DBASIS buoy and onboard the ship measured the commencement of 

rain at 9:00 UTC. DBASIS, located approximately 10 km away from the ship during the onset of 

the precipitation, measured a peak rain rate of 100 mm/hr (Figure 1-3). According to both 

platforms, the precipitation lasted approximately 3 hours, with the total rainfall observed nearing 

100 mm. Satellite observations were consistent with the in-situ measurements (Figure 1-1). 

During the rain event, the winds fluctuated between 5 and 18 m/s, reaching a maximum during 

the peak rain rate and gradually decreasing following the rain event. A cold and fresh puddle 

began to form at the surface, which eventually penetrated to 5 meters depth 3 hours after the 
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onset of the rain event and 10 meters depth after 15 hours. The strong, yet shallow halocline 

created by the rain defined the new mixed layer base. DBASIS measured the surface salinity to 

be 32.4 psu directly following the rain event, and our estimates confirm that 100 mm of rainfall 

would drop the salinity from 33.3 psu to approximately 32.6 psu within the top 5 meters (not 

shown). The warmer, ambient water of the mixed layer prior to the rain event became a warm 

subsurface layer about 15 meters thick and could be considered an additional barrier layer. This 

warm subsurface layer was observed for about 15 hours. Stratification became complex, with 

Figure 1-2. Boundary layer properties of the survey subset. The plane view map in (a) shows the 

SST for July 17th and the Wirewalker and FastCTD tracks for July 15th -18th are traced in white 

(DMI COI, 2007). The gray arrows represent geostrophic velocity (Dohan, 2021). The in-situ 

density profiles of the tracks are detailed in (b). Transects A and B represent the FastCTD tracks. 

Transect B is offset longitudinally to the right by 0.1º for visualization purposes. The yellow and 

red arrows above the profiles represent the tracks of the WW and FastCTD during the 

measurements of Transect A and Transect B, respectively. The arrows denote the direction of 

travel. The white star indicates the position of the WW during the onset of the rain event. 
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multiple highly stratified layers beneath the rain puddle— the thick warm subsurface layer and 

the relatively colder layer above the thermocline (Figure 1-3). Vertical shear within the halocline 

and at the base of this warm subsurface layer became elevated, reaching values O(10-4 s-1). In the 

following hours, the surface became cooler and fresher, reaching a minimum salinity value of 

32.2 psu and a minimum temperature value of 28.9ºC. Stratification and shear remained strong, 

and winds decreased to a minimum of 2 m/s. 

Figure 1-3. Mixed layer variability, surface fluxes, and mixed layer salt budget estimates derived 

from DBASIS for July 15th -18th, 2019. (a) Precipitation (blue, left y-axis) and surface density at 

1.52 meters depth (red, right y-axis). (b) Net surface heat flux, Qnet (orange, left y-axis) and wind 

speed (gray, right y-axis). (c) Cumulative change in the mixed layer salinity and its components 

as described by the legend and in Appendix A. (d) and (e) Temperature and salinity measured by 

the Wirewalker, respectively. The white lines represent isopycnals at 0.1 kg/m3 intervals. (f) 

Stratification (log-scaled) (g) Vertical velocity shear. The thick, black and white dot-dashed lines 

in (d)-(g) represent the mixed layer depth. 
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 By July 18th around midnight (UTC), elevated winds (> 5 m/s) accompanied an increase 

in vertical shear to a maxima of O(10-3 s-1) beneath the rain puddle and at the base of the barrier 

layer. The shallow halocline eroded and the mixed layer deepened, allowing for the cold 

freshwater confined at the surface to mix into the warm layer beneath. The warm subsurface 

layer began to shrink and both temperature and salinity at the surface were elevated to 29.2ºC 

and 32.9 psu. The surface became cold and fresh again and the mixed layer shoaled. For the 

remainder of the WW data subset, the surface values gradually increased and the vertical 

temperature structure within the boundary layer was intricate and complex, with variability on 

the order of 0.01ºC and exhibiting several inversion layers with various spice signatures 

approximately 1 meter thick. A one-dimensional mixed layer salinity budget detailed in 

Appendix A accompanies these observations and will be explored in the discussion. 

 The observations from DBASIS share some qualitative features with past observations 

and modeling results from literature (Drushka et al., 2016; Bellenger et al., 2017; Drushka et al., 

2019; Thompson et al., 2019; Iyer & Drushka, 2021; Chi et al., 2023); along with the FastCTD 

data, they bring a fresh perspective on the role of precipitation in submesoscale dynamics. 

Preceding and following the rain event, the WW intercepted two of the ship transects within 10 

km of each other, illustrated in Figure 1-2(b). This allows for us to observe the pre-existing 

stratification and structure of the filament prior to the impact of the rain in the FastCTD Transect 

A and to observe a strong, salinity-driven surface front that appears to be enhanced by rain in the 

FastCTD Transect B, both illustrated in Figure 1-4. Transect A illustrates a vertically 

homogeneous mixed layer that varies laterally from 30 to 40 meters depth. There is small scale 

lateral variability O(1 km) in temperature and salinity. The densest region of the filament had a 

salinity signature of 33.8 psu and a temperature signature of 28.8ºC. Transect B has similar 



12 

properties to Transect A on the western side of the filament but presents a warm and fresh near 

surface layer with a thin layer of rain above it on the eastern side (Figure 1-5(a)). The near 

surface layer was set between 5 and 15 meters depth and had a maximum temperature signature 

of 29.4ºC and a depth average salinity signature of 33.1 psu. Above the near surface layer, the 

FastCTD captured salinity values as low as 32 psu and temperature averaging 29.2ºC in the rain 

layer, slightly colder than the near surface warm layer (Figure 1-5(a)). The surface lateral 

buoyancy gradient with the rain layer was O(10-7 s-2). This captured region borders the eastern 

edge of the filament, where rain falls on relatively warm and fresh waters. Satellite 

measurements indicate that rain also layered the cold and salty filament (Figure 1-1), bringing 

into question how patchy rain may impact the compensation of lateral thermohaline variability. 

Collectively, the satellite and in-situ data demonstrate that the surface lateral variability 

introduced by precipitation can become pronounced when storm systems exhibit spatial 

variability or, conversely, when homogeneous precipitation occurs on an upper ocean that varies 

Figure 1-4. Temperature and salinity profiles for Transects A and B collected by the FastCTD 

system onboard the R/V Sally Ride. The top panels are temperature. The bottom panels are 

salinity. The white lines indicate isopycnal contours at 0.2 kg/m3 intervals. 
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in stratification. In a complementary study (McKie et al., 2024), we observe and investigate 

submesoscale dynamics and instabilities on the eastern edge of this filament in the hours and 

days that follow, which calls to question whether rain influenced these dynamics. Given the 

lateral gradients imposed by the rain in Transect B (Figures 1-4 and 1-5) and the satellite data 

(Figure 1-1), could similar dynamics be enhanced at the edges of these patches? These uniquely 

captured observations of the evolution of freshwater at the surface and the creation of a 

submesoscale front set the stage for the following experimental results that could provide more 

insight into how rain events impact the lateral variability of the surface ocean. 

Figure 1-5. Close up on temperature profiles from the FastCTD, Transect B (a) and Wirewalker 

(b). The white lines indicate isopycnals at intervals of 0.1 kg/m3. The blue triangle on top of the 

WW profile indicates the time of the rain event. (c) An accompanying Temperature-Salinity (T-

S) diagram illustrates the segmented profiles in T-S space with areas of the rain layers and 

barrier layers from both instruments highlighted. 
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 The primary goal of this work is to explore the question of how frontal regions respond to 

precipitation both initially and over time. We seek to understand this observed phenomenon 

through idealized modeling and the framework of frontogenetic tendency, defined as the rate of 

change in the amplitude of the buoyancy gradient (Gula et al., 2014). The analysis will consider 

the spatial variability of both precipitation and stratification, addressing two questions: 

1. How does uniform precipitation on regions with spatially-varying stratification impact 

frontogenetic tendency? 

2. And how does spatially-varying precipitation on regions with uniform stratification 

impact frontogenetic tendency? 

 

1.3 Modeling Experiment 

1.3.1 Idealized Model Set-up 

To understand the modification of the vertical structure within the boundary layer due to 

1-D surface forcing, we utilized the general ocean turbulence model (GOTM). GOTM is a 1-D 

water column turbulence model simulating a range of hydrodynamic processes in the upper 

ocean boundary layer. We employed the K-profile parameterization (KPP) via the baseline 

configuration of the Community Vertical Mixing Project (CVMix) software package subroutine 

(Large et al., 1994; Van Roekel et al., 2018; Li et al., 2021). This first-order turbulence scheme 

compares well to large eddy simulations for a range of surface forcings (Van Roekel et al., 

2018). Each simulation was run with Jerlov-IB light extinction coefficients, a timestep of 1 

minute, and 0.5 m vertical resolution over the upper 100 m of the water-column with zero bottom 

roughness at the base of the model domain. 
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To test whether precipitation on pre-existing stratification, and their spatial variability, 

impacts the lateral buoyancy gradient at the surface and frontogenetic tendency, we conceived a 

simple two-box system, in which each box is simulated independently under varying conditions 

to test different scenarios. The output of each simulation is a time series of temperature and 

salinity as a function of depth in response to various surface forcing scenarios. These outputs are 

analyzed in pairs and the surface density signatures in each box are then calculated as a gradient 

across a nominal 10 km distance as a function of time to understand the implications for lateral 

variability. This idealized approach intentionally ignores any submesoscale dynamics at play, 

and instead isolates the potential of different but nearby regions to evolve under varying 

atmospheric forcing conditions. 

For the model initialization, two idealized profiles were created to reflect the 

observations from Transect A and B: A warm and fresh shallow mixed layer (Shallow ML) and a 

cold and salty deep mixed layer (Deep ML). To design these profiles, a modified model 

buoyancy frequency proposed by Lerczak et al. (2001) was implemented and is as followed: 

𝑁(𝑧) =  𝑁𝑀𝐿

1

2
(1 + tanh (

𝑧 − 𝑧𝑀𝐿

𝜀𝑀𝐿
)) (1 + 𝑒

𝑧−𝑧1
𝛿𝑀𝐿 ) (1.1) 

A table listing the variables used to create these profiles can be found in Appendix B. To 

create the initial temperature and salinity profiles, surface values resembling the surface 

properties of Transect A and B initialized the loop at the beginning of the profile, then the 

stratification was used to iteratively calculate each property at depth. For the shallow ML, which 

extended to 10 meters depth, the surface temperature value was 29ºC and the surface salinity 

value was 33.5 psu. For the deep ML, which extended to 50 meters depth, the surface 

temperature value was 28ºC and the surface salinity value was 34 psu. The resulting stratification 

was compared to the model stratification for validation. 
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The surface forcing for the model included idealized time series of precipitation, surface 

heat fluxes, and wind speed (Appendix C). The magnitudes of these variables were inspired by 

shipboard and in-situ observations. The precipitation time series featured a Gaussian distribution 

of rain rate similar to Drushka et al. (2016) and Bellenger et al. (2017). The precipitation 

commenced an hour after the simulation began and had a duration of two hours. The peak 

precipitation rates tested were 100 mm/hr, 50 mm/hr, and 0 mm/hr. The evaporation rate was set 

to zero for the entire simulation. The heat fluxes were idealized for one day and repeated for 5 

days. The heat flux due to incoming solar radiation also assumed a Gaussian distribution and had 

a peak heat flux of 600 W/m2. The longwave, sensible, and latent heat fluxes remained constant 

throughout the simulation and were adjusted to allow for the cumulative net heat flux to equal 

zero over the course of 24 hours. This allows us to focus solely on precipitation as surface 

forcing. Wind speed was another variable tested, and included constant rates at 2, 5, and 10 m/s. 

The combination of forcing variables depends on the test case and will be described below. 

For impacts on surface lateral variability, three scenarios were considered. Case I 

addresses the question of how uniform precipitation on regions with spatially-varying 

stratification impacts frontogenetic tendency, by investigating the laterally-varying implications 

of simulating the shallow and deep ML profiles with the same surface forcing. The surface 

forcing included a rain event with a peak rain rate of 100 mm/hr and was tested with each wind 

speed. A control scenario was designed similar to this case with the same stratification profiles, 

but without precipitation to understand how the frontogenetic tendency in Case I compares to 

that of a scenario with no rain. 

Case II explores the impact of spatially-varying precipitation on frontogenetic tendency 

in regions with uniform stratification. This may seem more intuitive than the first case, but the  
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Table 1-1. Idealized modeling scenario conditions. Peak precipitation rates, P1 and P2, have 

units [mm/hr] and wind speed has units [m/s]. 

Scenario Profile 1 Profile 2 P1 P2 Wind Speed 

Control Deep ML Shallow ML 0 0 5 

Case I Deep ML Shallow ML 100 100 5 

Case II Deep ML Deep ML 100 0 5 

 

objective here is to estimate the magnitude of the lateral gradients created and observe the 

behavior of frontogenetic tendency. For Case II, the profiles were simulated with a wind speed of 

5 m/s and a peak precipitation rate of 100 mm/hr in one box and 0 mm/hr in the other, 

representing a region with rain adjacent to a region with no rain. This scenario was also tested 

with peak precipitation rates of 100 mm/hr and 50 mm/hr (not shown). Table 1-1 summarizes the 

conditions for each scenario tested and presented in this work. 

1.3.2 Frontogenetic Tendency and Vertical Mixing 

To quantify the extent at which surface forcing through precipitation impacts the rate of 

frontogenesis, we followed Capet et al. (2008) and Gula et al. (2014) to express frontogenetic 

tendency as 

𝑇 =  
1

2

𝐷‖∇ℎ𝑏‖2

𝐷𝑡
(1.2) 

where 𝑏 is buoyancy defined as 𝑏 =  −𝑔𝜌/𝜌𝑜, where 𝑔 is gravity, 𝜌 is density, and 𝜌𝑜 is a 

reference density. The frontogenetic tendency is composed of four terms: 

𝑇 =  𝑇𝑎𝑑𝑣 + 𝑇𝑤 + 𝑇𝑑𝑣 + 𝑇𝑑ℎ (1.3) 

where 𝑇𝑎𝑑𝑣 is the rate of frontogenesis due to horizontal advection, 𝑇𝑤 is the straining 

deformation by vertical velocity, 𝑇𝑑𝑣 is the contribution due to vertical mixing, and 𝑇𝑑ℎ is the 

contribution due to horizontal buoyancy diffusion.  For the purpose of this study, we will focus 
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on the third term of this equation. Ignoring the advective parts of the material derivative, this 

term can be expressed as 

𝑇𝑑𝑣 = ∇ℎ [−
𝑑

𝑑𝑧
(𝐹𝑏)] ⋅ ∇ℎ𝑏 (1.4) 

where 𝐹𝑏 and is a Fickian turbulent buoyancy flux and is equivalent to 𝑤′𝑏′̅̅ ̅̅ ̅̅ . From here, we 

assume that 𝑏 is vertically uniform within the mixed layer and we evaluate this equation as a 

bulk mixed layer by vertically integrating from the bottom of the surface mixed layer (𝑧 = −𝐻) 

to the surface (𝑧 = 0). 

∫
1

2

𝑑

𝑑𝑡
[∇ℎ𝑏]2𝑑𝑧 =  ∫ ∇ℎ [−

𝑑

𝑑𝑧
(𝐹𝑏)] ⋅ ∇ℎ𝑏

0

−𝐻

0

−𝐻

𝑑𝑧 (1.5) 

The base of the mixed layer, 𝐻, is defined as the maximum vertical gradient in density at each 

time step in our model. Evaluating the integral on the right hand side (RHS) gives us 

∫
1

2

𝑑

𝑑𝑡
[∇ℎ𝑏]2𝑑𝑧 = 

0

−𝐻

[∇ℎ𝐹𝑏 ⋅ ∇ℎ𝑏]𝑧=−𝐻 − [∇ℎ𝐹𝑏 ⋅ ∇ℎ𝑏]𝑧=0 (1.6) 

where the first term on the RHS represents the buoyancy flux at the base of the mixed layer 

(entrainment term) and the second term on the RHS represents the buoyancy flux at the surface. 

The entrainment term is estimated as  

∇ℎ𝐹𝑏 ⋅ ∇ℎ𝑏 =  (−𝐾𝜓

𝜕𝜓

𝜕𝑧
 + 𝐾𝜓𝛾𝜓) ⋅ ∇ℎ𝑏 (1.7) 

where 𝜓 represents temperature or salinity, 𝐾 is the turbulent diffusivity, and 𝛾 is the non-local 

transport (Van Roekel et al., 2018). Values of entrainment were evaluated at the depth of vertical 

buoyancy flux extrema and scalings that reflected the differences in the mixed layer depths 

between the two simulations were applied. We can simplify Equation 1.6 if we are only 

concerned with the gradient in one direction, since our two-box model only considers a lateral 
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gradient in the horizontal. So, by applying a gradient in the 𝑥-direction only and defining 𝐵𝑜 as 

the buoyancy flux at the surface, we have 

∫
1

2

𝑑

𝑑𝑡
[
𝑑𝑏

𝑑𝑥
]

2

𝑑𝑧 = 
0

−𝐻

(
𝑑𝐹𝑏

𝑑𝑥 𝑧=−𝐻
−

𝑑𝐵𝑜

𝑑𝑥
)

𝑑𝑏

𝑑𝑥
(1.8) 

Integrating the left hand side (LHS) and rearrangement yields 

𝑑

𝑑𝑡
(

𝑑𝑏

𝑑𝑥
)

2

=
1

𝐻
[
𝑑𝐹𝑏

𝑑𝑥 𝑧=−𝐻
−

𝑑𝐵𝑜

𝑑𝑥
]

𝑑𝑏

𝑑𝑥
(1.9) 

Expanding 𝐵𝑜 to account for the diurnal cycle (surface heat term) and spatially-varying 

precipitation (precipitation term) gives us the final form: 

𝑑

𝑑𝑡
(

𝑑𝑏

𝑑𝑥
)

2

=
1

𝐻
[
𝑑𝐹𝑏

𝑑𝑥 𝑧=−𝐻
−

𝑑

𝑑𝑥
(𝑔𝛼

𝑄𝑛𝑒𝑡

𝜌𝑐𝑝
) − 𝑔𝛽 (𝑆

𝑑𝑃

𝑑𝑥
)]

𝑑𝑏

𝑑𝑥
(1.10) 

where 𝛼 is the thermal expansion coefficient, 𝑐𝑝 is the heat capacity for seawater, 𝑄𝑛𝑒𝑡  is the net 

heat flux, 𝛽 is the haline contraction coefficient, 𝑆 is the average salinity of the mixed layer, and 

𝑃 is the precipitation rate. We use this quantity to assess the temporal evolution of the 

frontogenetic tendency due to vertical mixing in our two-box model simulations. This will also 

serve as a tool to illustrate how entrainment, surface fluxes, and the shoaling or deepening of the 

mixed layer relatively contribute to a frontogenetic or frontolytic response.  

Equation 1.10 was simplified to its third term and computed for various precipitation 

rates to determine how different compensation types respond to spatially-varying precipitation 

and its effect on frontogenetic tendency. This exercise will aid understanding in how 

precipitation on a pre-existing gradient will have a compensating or reinforcing effect on the 

surface ocean. We will ignore the entrainment term since compensation is calculated based off 

an instantaneous response of surface properties to precipitation. Additionally, entrainment is 

likely to be negligible because precipitation initially strengthens stratification, inhibiting mixing 
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beneath the halocline. The mixed layer depth used in this calculation was 5 meters and a 

temperature of 19.2ºC was prescribed to the rain. This value was derived from DBASIS surface 

temperature observations and calculated using conservation of mass. The initial surface values 

reflected buoyancy gradients of all compensation types. We use Turner angle, 𝑇𝑢, to describe 

compensation as it has been useful in characterizing horizontal variability (Ruddick, 1983; 

McDougall et al., 1988; Ferrari & Rudnick, 2000; Rudnick & Martin, 2002; You et al., 2002; 

Johnson et al., 2016). The compensation types and a description of Turner angle are detailed in 

Appendix D. The terms ‘compensating’ and ‘reinforcing’ are also refined in Appendix D, as their 

use in this study require distinction from their traditional definitions. The compensation values 

were selected to be nearly equidistant (within a Turner angle of 1º) from the center of each 

categorical range such that the initial Turner angles were -68º, -23º, 23º, and 68º. All buoyancy 

gradients tested have a magnitude of 5 ⋅ 10-7 s-2. 

1.3.3 Model Results 

1.3.3.1 1-D Impacts of Varying Precipitation and Stratification 

We will first detail the 1-dimensional impacts of precipitation on each stratification 

profile and its response to surface forcing, entrainment, and wind. For the shallow ML 

simulation with a peak rain rate of 100 mm/hr, the precipitation created a cold and fresh, thin 

mixed layer within the top 5 meters, as shown in Figure 1-7(b) and (c). The surface temperature 

immediately after the rain event was 28.7ºC and the surface salinity was 31.2 psu; the stronger 

impact of freshening on buoyancy led to a decrease in near-surface density. A ~10 meter thick 

barrier layer was created beneath the rain layer, with a uniform temperature of 29ºC. In the hours 

following the rain event, the new, thin mixed layer gradually deepened due to wind mixing, 

approaching the initial mixed layer depth. While saltier water entrains, the mixed layer is also 
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warmed by turbulent heat fluxes from the barrier layer below, and then from solar heating. Five 

hours after the rainfall ceased (Hour 8), the mixed layer had deepened to its original depth. From 

this point forward, the mixed layer becomes less buoyant due to both entrainment of cooler and 

saltier water below and night-time cooling from above. At the end of day one, the cumulative 

heat from the surface is zero, yet the mixed layer is colder and fresher than its original state. The 

mixed layer is now a few meters deeper compared to its initial depth and has increased in density 

relative to its initial state mainly due to the entrainment of cooler and saltier waters.  

For the deep ML simulation with a peak rain rate of 100 mm/hr and a constant wind 

speed of 5 m/s, the precipitation impacted the surface similarly to that of the shallow ML (Figure 

1-7(d) and (e)). However, the mixed layer took 4 additional hours (Hour 12) to descend to the 

original depth prior to precipitation. The surface temperature immediately following the rain was 

27.8ºC and surface salinity was 31.7 psu. A slightly warmer barrier layer was also created here, 

with a relatively uniform temperature of 28ºC. Similar to the shallow ML simulation, the mixed 

layer was warmed by both the ~40 meter thick barrier layer and diurnal heating in the hours 

following the rain event, but the entrainment of saltier water was stronger because of the stronger 

vertical salinity gradient. With the onset of surface cooling, the mixed layer cooled from above, 

while still being warmed from beneath. By the end of day one, wind and surface cooling had 

eroded the salinity stratification set by the rain, the mixed layer deepened to its original depth, 

and the signature of the rain had significantly dispersed within the deeper mixed layer. For the 

remainder of the simulations for both the shallow and deep MLs, the mixed layers continued to 

cool from entrainment and the base of the mixed layer continued to deepen. For simulations with 

no rain, both shallow and deep MLs deepened from their original depths over time and cooled at 
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the base of the mixed layers from entrainment on the time scale of one day or longer (Figure 1-

6(b)-(e)). 

As demonstrated in previous works, wind speed determines the rate at which the thin and 

highly stratified surface layer generated by precipitation erodes (Drushka et al., 2016, 2019; Iyer 

& Drushka, 2021). Our simulations demonstrate that the faster the wind speed, the faster the 

mixed layer deepens (not shown). For a deep ML with a peak precipitation rate of 100 mm/hr 

and a constant wind speed of 2 m/s, the mixed layer descended to its original depth 

approximately 12 hours after the rainfall ceased (Hour 15). The mixed layer also remained 

shallow within 10 meters until the base eroded. With similar conditions, except at a constant 

wind speed of 10 m/s, the mixed layer descended exponentially to its original depth 3 hours after 

the rainfall ceased (Hour 6). For the shallow ML simulations, the mixed layers descended to their 

original depths 3 hours earlier compared to the deep MLs. This does imply that at a high wind 

speed, the shallow ML descended to its original depth immediately after the rainfall ceased. 

Though these 1-D dynamical results are familiar from literature in a general sense, we 

still divulge these details to set the stage for the lateral implications of our two-box model. For 

the following scenarios, each simulation described was run with a constant wind speed of 5 m/s. 

1.3.3.2 The Control Simulation 

The control simulation allows us to assess the specific impact of precipitation by 

comparing the control to the other cases. In the control case (Figure 1-6), entrainment led the 

frontogenetic tendency response, and both deep and shallow MLs cooled from mixing at the base 

of the mixed layers. The effects of diurnal forcing were felt by each mixed layer profile. In the 

two-box set up, the imposed lateral gradient became compensated as the cooling in the shallow 

ML occurred more rapidly relative to the deep, resulting in a frontolytic response. Crucially, the 
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Figure 1-6. Control scenario with simulation profiles. (a) Surface fluxes, PSML and PDML represent 

the precipitation rate for the shallow and deep MLs, respectively. (b) and (c) Temperature and 

salinity evolution for the shallow ML. (d) and (e) Temperature and salinity evolution for the deep 

ML. (f) Difference in buoyancy inferred from the two-box system. (g) Time-integrated 

frontogenetic tendency with components. The gray and blue dashed lines in (b)-(f) indicate the 

mixed layer depths corresponding with each rain rate. 
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lateral gradient is confined to the near surface waters with similar temperature and salinity 

properties at depth in each box. Hence, vertical entrainment makes the surface layers converge 

towards each other. Superimposed on this tendency, periods of diurnal heating concentrated 

buoyancy in the shallow mixed layer at a higher rate relative to the deep, resulting in 

frontogenetic pulsing (surface heat term, Figure 6(g)). While the frontogenetic response 

fluctuated, the response over longer timescales was frontolytic due to the entrainment term. The 

difference in buoyancy near the surface decreased by 4 ⋅ 10-4 m/s2 over the course of 2 days. This 

is equivalent to a O(10-8 s-2) reduction in the lateral buoyancy gradient. The time-integrated 

frontogenetic tendency decreased by approximately -5 ⋅ 10-14 s-4 within 2 days. 

1.3.3.3 Case I 

Case I considered the time evolution of the frontogenetic tendency between deep and 

shallow MLs, both experiencing a peak rain rate of 100 mm/hr, presented in Figure 1-7. Prior to 

the rain, the deep ML is denser than the shallow ML, as it is both colder and saltier, as can be 

seen in the initial buoyancy difference between them (Figure 1-7(f)). At the onset of and 

throughout the rain event, the shoaling of both mixed layers during a period of cooling results in 

a strong frontolytic response. The precipitation term is zero because the amount of precipitation 

across the imposed lateral gradient is the same. As the rain begins to stop, entrainment begins to 

increase. There is differential entrainment between the mixed layers due to a relatively warmer 

barrier layer in the shallow simulation; the entrainment term becomes leading order shortly after 

the rain (Figure 1-7(g)). The response is now frontogenetic, as the rain layer in the shallow 

simulation becomes lighter with the entrainment of warmer water and the rain layer in the deep 

simulation becomes denser with the entrainment of saltier water. This frontogenetic response 

continues for hours after the rainfall ceased, with a partial contribution from diurnal heating. The  
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Figure 1-7. Case I scenario with simulation profiles. (a) Surface fluxes, PSML and PDML represent 

the precipitation rate for the shallow and deep MLs, respectively. (b) and (c) Temperature and 

salinity evolution for the shallow ML. (d) and (e) Temperature and salinity evolution for the deep 

ML. (f) Difference in buoyancy inferred from the two-box system. (g) Time-integrated 

frontogenetic tendency with components. The gray and blue dashed lines in (b)-(f) indicate the 

mixed layer depths corresponding with each rain rate. 
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mixed layer continues to warm until surface cooling and cooler waters from entrainment impact 

the mixed layer, generating a frontolytic response before the 24-hour mark (Figure 1-7(f), (g)). 

Over the following days, ongoing wind-driven entrainment dominates and cools the shallow ML 

faster than the deep ML, further compensating and weakening the initially imposed lateral 

buoyancy gradient. 

The net effect of precipitation on an initial front can be seen by comparing this two-box 

simulation to the control. After 21 hours, the lateral buoyancy gradient for Case I was stronger 

than its initial gradient and the control was weaker, both by an order of O(10-8 s-2). Put another 

way, without rain, and assuming similar temperature and salinity properties in each box below 

the surface layer, there is a tendency for frontolysis through entrainment that slowly but steadily 

erases existing lateral gradients, even without 3-D processes involved. With rain, even though 

the rain is the same on both sides of the front, the net effect of the rain delays the frontolytic 

tendency response. The reason the lateral gradient becomes stronger is related to the 

effectiveness of the entrainment term. For the box with an initially deep ML, the fresh anomaly 

is able to be mixed in depth more easily, while for the initially shallow ML, the fresh anomaly 

stays concentrated for longer in addition to the entrainment of warmer waters. The result is that 

the initially light, thin ML temporarily becomes more buoyant relative to the deep ML that 

becomes less buoyant through the entrainment of saltier water. This can be seen in the 

entrainment term in Figure 1-7(g), which is increasing (frontogenetic) until approximately Hour 

18 whereas the entrainment term is strictly decreasing (frontolytic) for the control case (Figure 1-

6(g)). After 48 hours, the imposed lateral gradient weakens relative to its original gradient.  

To gain an understanding of the time scales of importance, we temporally averaged the 

frontogenetic tendency for Case I and compared it to the control, as shown in Figure 1-9. On 
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average and neglecting diurnal forcing, Case I was frontogenetic for approximately one day and 

became frontolytic after, while the control remained frontolytic throughout the whole time series. 

The effect of diurnal forcing is similar in both cases, creating a pulsing of the lateral buoyancy 

gradient as heat is trapped in the shallower ML during the daytime. In both the control and Case 

I, the time-integrated frontogenetic tendency was O(10-14 s-4), which is considered strong for 

these spatial scales (Thomas et al., 2013; Gula et al., 2014). 

1.3.3.4 Case II 

For Case II, we evaluate the frontogenetic tendency when spatially patchy rain falls on a 

horizontally uniform ocean stratification. The frontogenetic tendency for simulations forced with 

peak rain rates of 100 and 0 mm/hr was assessed (Figure 1-8), with the zero rain rate in the deep 

ML acting as a control. The precipitation term dominated the frontogenetic tendency response 

throughout the rain event (Figure 1-8(g)). There is a strong frontogenetic spike, due to 

differences in the rain rates. After the rainfall ceased (Hour 3), the entrainment term increased 

and the response for the remainder of the simulation was frontolytic. The surface heat term is 

small compared to the precipitation and entrainment terms. The imposed lateral buoyancy 

gradient during the rain event was O(10-6 s-2) and was created on the time scale of hours. The 

time-integrated frontogenetic tendency initially reflects the creation of strong lateral buoyancy 

gradients associated with patchy rain. After the rain ceases, entrainment dilutes the freshwater 

anomaly through vertical mixing. This gradually but steadily reduces the buoyancy gradient. The 

time-integrated frontogenetic tendency reached O(10-12 s-4) (Figure 1-9). In the scenario with 

peak precipitation rates 100 mm/hr and 50 mm/hr (not shown), a smaller lateral difference in 

cumulative precipitation induced a smaller lateral gradient and lower cumulative frontogenetic 

tendency compared to Case II. 
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Figure 1-8. Case II scenario with simulation profiles. (a) Surface fluxes. (b) and (c) Temperature 

and salinity evolution for Ppeak = 100 mm/hr. (d) and (e) Temperature and salinity evolution for 

Ppeak = 0 mm/hr. (f) Difference in buoyancy inferred from the two-box system. (g) Time-

integrated frontogenetic tendency with components. The gray and blue dashed lines in (b)-(f) 

indicate the mixed layer depths corresponding with each rain rate. 
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1.3.4 Considering Compensation 

The above cases have demonstrated a range of different tendencies for strengthening or 

weakening lateral buoyancy gradients related to the interplay between precipitation, diurnal 

heating and entrainment, and sensitive to the initial lateral and vertical temperature and salinity 

gradients. That interplay leads to evolving lateral differences in both temperature and salinity, 

and hence the Turner angle, over hours and days. Here we will pause and further explore one 

component of that evolution, namely the initial impact on lateral gradients and Turner angle of 

different types of spatially varying rain. We return to the time evaluation of lateral gradients and 

discussion of the implications for submesoscale evolution on different time scales in Section 

1.4.2 below.  

Figure 1-9. Cumulative integral of Tdv for the Control, Case I and Case II. The inset figure is 

magnified by an order of magnitude. 
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  For varying precipitation across an O(10-7 s-2) surface lateral buoyancy gradient, the 

response is frontolytic when there is more rain on the dense side of the front (denoted as 

‘frontolytic rain’). More precipitation on the light side of the front results in a frontogenetic 

response (denoted as ‘frontogenetic rain’). Figure 1-10 illustrates this in the form of tables along 

with Temperature-Salinity (T-S) diagrams and the resulting Turner angle. The larger the 

discrepancy in the rain rates between the light and dense sides, the larger the magnitude of the 

frontogenetic tendency, with the exception of a few cases with heavy rain on the dense side of 

the front. The frontogenetic tendency does not vary significantly across compensations.  

The resulting Turner angles, however, behave differently across the compensations with 

similar patterns. For a partially compensated, salinity-dominated density gradient (𝑇𝑢 = -68º), 

frontolytic rain yields a weak compensating effect, with Turner angle approaching -90º, and 

frontogenetic rain results in a weak reinforcing effect. For both the non-compensated salinity- 

and temperature-dominated gradients (𝑇𝑢 = -23º and 23º), there is a strong compensating effect 

with frontolytic rain. The reinforcing response is stronger for the temperature-dominated gradient 

than for the salinity-dominated gradient with frontogenetic rain. For the compensated, 

temperature-dominated density gradient, there is a weak compensating effect with frontolytic 

rain, similar to the compensated salinity-dominated gradient, but the compensation approaches a 

Turner angle of 90º. Appendix D, in addition to Figure 1-10, provides visualizations of these 

transitions with a Turner angle schematic and in T-S space. 

In T-S space, rain translates properties towards lower salinities and temperatures, shifting 

values significantly to the left and slightly towards the origin. Shifting only one property point 

alters the Turner angle, thus changing the compensation. Here, one can visualize how the shifting 

of properties can either align or orthogonalize mixing lines with isopycnals. Each compensation 
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type has similar behaviors to differential rain, as frontolytic outcomes align mixing lines with 

isopycnals, further compensating the density gradient. Adversely, frontogenetic outcomes make 

the mixing lines orthogonal to the isopycnals and reinforce the density gradient. 

Figure 1-10. Values of Tdv [s-5] and Turner angles (Appendix D) for various precipitation 

patterns and four types of compensations. The initial Turner angle increases for each successive 

row (-68º to 68º) and the unit circle schematics indicate where the initial Turner angle falls on 

the schematic (gray dots). The red and blue curved arrows indicate the direction rain forces the 

angle. The ‘R’ represents reinforcement and the ‘C’ represents compensation. The right-most 

column depicts T-S diagrams for each density gradient. The gray scatter indicates the initial 

surface conditions and the gray dashed line depicts the gradient in T-S space. The blue scatter 

indicates a new position in T-S space resulting from a peak precipitation rate of 100 mm/hr. The 

red and blue arrows and dashed lines on the T-S diagrams correspond to the red and blue curved 

arrows on the Turner angle schematics and indicate impacts of ‘frontogenetic’ and ‘frontolytic 

rain’, respectively. 
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1.4 Discussion and Implications 

1.4.1 Implications of 1-D Dynamics 

This discussion will explore the frontogenetic implications of spatially-varying 

precipitation on surface lateral variability suggested by our observations and model results. But 

first, we will compare the 1-dimensional dynamics represented in the observations, simulations, 

and existing literature. Both the in-situ observations and simulations depicted the creation of a 

warm barrier layer in response to the rain with a temperature difference of 0.2ºC between the rain 

layer and barrier layer below. The fresh rainwater penetrated down to approximately 10 m depth 

within a few hours following the start of the rain event. The salinity budget for the observations 

estimates that the rain dropped the mixed layer salinity by approximately 0.5 psu by the time the 

rainwater reached 10 m depth. The simulations portray a similar reduction in mixed layer salinity 

at 10 m depth. The persistence of the shallow halocline at 10 m depth and subsequent warming 

of the mixed layer through entrainment in the observations appeared to occur hours after that of 

the simulations, likely due to the water column’s pre-existing stratification and wind speed 

variability. Stronger stratification in the real ocean would require more energy to penetrate than 

that of the idealized stratification profiles used in the simulations (Iyer & Drushka, 2021; Chi et 

al., 2023). These rain layers may even reside at the surface for up to one day with low wind 

speeds (Drushka et al., 2016, 2019; Thompson et al., 2019; Chi et al., 2023). Observations from 

the WW show that the rain layer and shallow halocline was sustained for approximately 15 hours 

as wind speeds dropped to as low as 2 m/s. After, and beginning on July 18th, the winds 

increased (> 5 m/s), which would trap momentum and increase shear, disrupting the stability of 

the mixed layer base. Surface temperature and salinity rose while the warmer sub-layer became 

colder and fresher, suggesting that vertical exchange and entrainment may characterize the 
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majority of the residual processes reflected in the salinity budget (Figure 1-3(c)). These 

entrainment processes are reflected in the model simulations but are simplified and gradual 

relative to observations. The complex temperature variability and resulting stratification from the 

precipitation found in the observations is also not represented in the simulations likely due to the 

model’s idealized initial conditions and limitations. This may also point to the importance of 

advection and 3-dimensional dynamics that lead to these types of vertical structures. 

The variability of surface forcing through wind and the diurnal cycle complicates the 

response of the mixed layer relative to the idealized conditions utilized in the simulations. Wind 

speeds vary significantly, especially during and after rain events, and average values of wind 

speed poorly represent nonlinear effects on the vertical structure of the boundary layer (Drushka 

et al., 2019). The variability illustrated in our observations have shown that winds can either 

sustain strong stratification if weak or disrupt these vertical boundaries if increased to a certain 

threshold, similar to past observations (Drushka et al., 2016, 2019; Thompson et al., 2019; Iyer 

& Drushka, 2021; Shackelford et al., 2022). If variable, the winds could lead to an oscillatory 

response in the stratification as the freshwater descends. Our observations also demonstrate that a 

rain layer may persist even with initially high wind speeds, as the wind speed was greater than 10 

m/s throughout the peak of the rain event. Thompson et al. (2019) and Shackelford et al. (2022) 

suggested that this is rare. The diurnal cycle in the simulations was designed to have a net-zero 

heat flux so that the influence of precipitation and entrainment could be isolated. In reality, the 

magnitude of the net heat flux and the time of day at which it rains may have a notable impact on 

the mixed layer response and frontogenetic tendency. This was explored in Spiro Jaeger & 

Mahadevan (2018), with surface cooling leading to a compensation of salinity-driven fronts and 

a frontolytic response. While an important consideration, neglecting the impact of diurnal forcing 
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is appropriate for these simulations as our findings and the findings of Thompson et al. (2019) 

demonstrate that the buoyancy forcing due to precipitation can be 1-2 orders of magnitude larger 

than the buoyancy forcing due to the diurnal cycle. 

1.4.2 A Patchy Reality 

In considering the impacts of precipitation on surface lateral variability, the model 

simulation yields insights into the dynamical circumstances of our observations. With the 

observations, there is a level of uncertainty surrounding the relative contribution of advection 

and precipitation to the observed lateral variability at the surface. The surface lateral buoyancy 

gradient in Transect A before the rain between the cold and salty filament and the relatively 

warmer and fresher waters before the rain was 3.3 ⋅ 10-8 s-2 (Figure 1-4). Gradients were 

calculated by computing the difference between the lightest and densest points in surface 

buoyancy and dividing by the distance between them. Sampled within an hour of the end of the 

rain event, the surface lateral buoyancy gradient between the densest part of the filament and 

with the thin rain layer in Transect B is 2.6 ⋅ 10-7 s-2 (Figure 1-2(b), Figure 1-4). The front is 

crossed again by the ship 18 hours later (McKie et al., 2024), and the surface waters reflect the 

signature of the barrier layer in Transect B with small-scale lateral and vertical structure beneath 

(not shown), similar to the WW observations after the rain is mixed down. Here, the surface 

lateral buoyancy gradient is 1.4 ⋅ 10-7 s-2. We are ignoring possible effects on the surface lateral 

gradient from other dynamics (mesoscale strain, wave forcing, etc.) and assuming the effects 

from vertical mixing dominate the frontogenetic tendency. The lateral buoyancy gradient in 

Transect B is higher relative to the lateral gradient before the rain, despite the temperature of the 

rain being colder and compensating. This is a frontogenetic response and is indicative of the 

Case II simulation. This suggests a spatially-varying precipitation pattern across the edge of the 
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filament with precipitation mainly on the light side of the front. Equivalent signatures in 

thermohaline surface properties on the dense side of the front and within the filament in 

Transects A and B (before and after the rain event) strengthen this argument. What follows 

precipitation could be indicative of Case I and II simulations, with a frontolytic response caused 

by the mixing down of rainwater, yet it is gradual and dampened by entrainment from the warm 

barrier layer subsurface.  

The insights from the observations and simulations highlight one example of a 

complicated reality. Often, if not perpetually, patchy rain impacts a patchy ocean, with 

variability in pre-existing stratification and compensation within lateral gradients. Shackelford et 

al. (2022) suggested that rain layers sharpen regional SST gradients through their cold 

anomalies. While this is true of our observations as well, it is difficult to label precipitation as 

purely frontogenetic because the frontogenetic tendency response varies temporally as the 

intricate vertical structure of the upper ocean influences the rain layer through entrainment and 

rain can conditionally compensate gradients. Additionally, the immediate impacts of surface 

forcing through wind and the diurnal cycle further complicate the response. These results 

demonstrate that the implications of rain deserve consideration when modeling the 

submesoscale.  

Though the frontogenetic outcomes vary with varying rain and stratification, there are 

patterns that emerge. Precipitation shoals mixed layers, and if this effect is laterally 

homogeneous across a region it may temporarily reduce or enhance lateral buoyancy gradients, 

depending on lateral differences in mixed layer depth and underlying temperature and 

stratification profiles. If the precipitation is laterally inhomogeneous, the responses of the mixed 

layers to surface forcing and entrainment are likely to diverge, leading to larger responses in 
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frontogenetic tendency. The compensation analysis (Figure 1-10) demonstrates that rain can have 

a compensating or reinforcing effect, depending on where it rains the most. Though the 

frontogenetic tendency does not change with respect to compensation, the resulting fronts are 

transformed into different compensations with enough rain. Because the signature of rain is cold 

and fresh, it seems to force fronts initially towards a Turner angle of -45º (salinity-dominated) 

when frontogenetic and towards a completely compensated state when frontolytic, regardless of 

the original compensation. Fronts that are driven towards compensation may encourage along-

isopycnal subduction of water at the front, increasing temperature and/or salinity variance in the 

vertical and horizontal (Spiro Jaeger & Mahadevan, 2018). This may partially explain the 

thermohaline variance observed in the WW data in the days following the rain (Figure 1-3(d) and 

(e)). After the initial response, ML evolution and compensation is driven largely by the interplay 

between diurnal cycling and entrainment. The subsequent change in lateral gradients depends on 

the vertical gradients entrainment is mixing into; if the lateral gradient is primarily or entirely 

within the surface boundary layer, with laterally more homogeneous water below, then 

entrainment is frontolytic.  

Satellite and in-situ observations demonstrate these effects at different length scales. The 

satellite observations in Figure 1-1 suggest that on larger scales, the precipitation is somewhat 

aligned with the dense, cold and salty filament. This would theoretically have a compensating 

effect on the filament and its surrounding waters at the mesoscale (O(100 km)). On the smaller 

scales of our in-situ observations (Figures 1-2, 1-4, and 1-5), the rain impacted the warm and 

fresh side of the front, thus reinforcing the front by strengthening the salinity gradient at smaller 

scales (O(10 km)). These patterns are transient, as the fate of surface properties are then 

determined by the evolution of surface forcing and entrainment. 
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Evaluating the significance of the frontogenetic tendency response due to rain is 

dependent on the time scales of interest. A rain event may be frontolytic initially but may have a 

sustaining effect on lateral buoyancy in response to surface forcing or entrainment (Case I) on 

the time scale of days. Conversely, Case II demonstrates that rain can be frontogenetic on the 

time scale of hours but has a negligible impact on the time scale of days. The impact on the 

development of subsequent submesoscale instabilities depends on the time scale of those 

instabilities. Processes such as symmetric instability can occur within hours, and such processes 

could respond to the development of lateral gradients immediately following a rain event (Haine 

& Marshall, 1998; Fox-Kemper et al., 2008; Dale et al., 2008; Taylor & Ferrari, 2011; Dauhajre 

& McWilliams, 2018; Johnson et al., 2020a, 2020b; Gula et al., 2022). Other processes such as 

mixed layer instability or frontogenetic secondary circulations are thought to develop on the time 

scale of an inertial period or longer (Boccaletti et al., 2007). At the latitude of the measurements 

and simulations presented here, freshwater anomalies tend to disperse over a day or two, 

comparable to the inertial period; thus, the slower instabilities may not have time to develop in 

response to rain events. However, at higher latitudes where the inertial period is much shorter, 

we may expect the full range of frontal instabilities to follow patchy precipitation. 

1.4.3 Model Limitations 

It is important to acknowledge that the two-box system is designed to simply understand 

how frontogenetic tendency is impacted through the vertical mixing of precipitation given 

various conditions. The experimental set up does not take into account other dynamics that may 

play an integral role in the evolution of a front. Explicitly, the simulations do not consider 

dynamical effects from the mesoscale, submesoscale, inertial, tidal or wave forcing. This also 

includes the frontogenetic or frontolytic effects associated with wind-driven gravity currents in 
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rain layers (Wijesekera et al., 1999; Shcherbina et al., 2019; Laxague & Zappa, 2020; Moulin et 

al., 2021). These dynamics could alter the intensity of a front through straining or relaxing the 

lateral variability at the surface or erode the stratification subsurface, leading to a change in 

mixed layer heat and salt content, thus a change in surface properties. Though simplified, we 

hope the significance of these results motivate further study of these spatially-varying 

interactions between the atmosphere and ocean. It will be necessary to explore this topic with 3-

D modeling to understand the relative contribution of the 1-D processes to frontogenetic 

tendency presented here to that of 2- and 3-D processes. Additionally, the idealized initial 

profiles for the two-box model reflect our observations, thus the results are limited to these 

particular mixed layer properties. There are countless combinations for initial profiles, and by 

expanding parameter space in considering surface compensation, we attempt to succinctly 

address other thermohaline variability in the surface mixed layer. It is possible that the results 

may change with the more variation in thermohaline properties, stratification, and mixed layer 

depths.    

Conditions of the rain may also alter the results of this experiment. The idealized 

simulations were designed to represent a convective rain event, but we expect the frontogenetic 

tendency response to behave differently with stratiform rain. The ocean surface response to 

convective rain is much different compared to stratiform rain, because stratiform rain tends to 

have lower rain rates, longer durations, and a faster downward propagation of the rain layer (Iyer 

& Drushka, 2021). From our experimental results, we hypothesize that stratiform rain would 

prolong the frontogenetic tendency response in the case of spatially-varying rain rates, 

lengthening the time-scale that rain impacts the surface ocean. With spatially-varying 

stratification, the tendency response due to precipitation and entrainment may compete as 
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vertical mixing could occur while the rain is ongoing. For both cases, the magnitude of the 

frontogenetic tendency response due to stratiform rain would be lower compared to convective 

rain. A potential bias of the simulations was the temperature of the rain, which is prescribed in 

the model as a result of the net heat flux. There have been modeling studies in which the 

parameterizations used in GOTM have either accurately characterized or overestimated the 

reduction in SST from precipitation (Pei et al., 2018; Shackelford et al., 2022). In our 

simulations, the rain reflected surface cooling and was colder than the surface temperature at 

similar values to our observations. There are also very rare cases in which the temperature of the 

rain is warmer than that of the surface (Gosnell et al., 1995; Byers et al., 1949). This uncommon 

scenario would change the resulting compensation of fronts. 

1.4.4 Feedback Loops and Climate Change Impacts 

There has been observational evidence that large scale (O(100 km)) fronts have 

influenced patterns of precipitation, with rain residing and enhanced on the warm edges of fronts 

(Minobe et al., 2008; Toy & Johnson, 2014). At smaller spatiotemporal scales, mechanisms for 

mesoscale or submesoscale impacts on atmospheric forcing and dynamics have been suggested. 

Precipitation can create a network of lateral temperature gradients and convergence and 

divergence patterns that have the ability to generate atmospheric convection (Shackelford et al., 

2024). Downward momentum mixing and pressure adjustment are processes in which SST 

gradients modify wind convergences. This can result in changes to cloud cover and convective 

rainfall events (Hayes et al., 1989; Lindzen & Nigam, 1987; Minobe et al., 2008; Frenger et al., 

2013; Meroni et al., 2018; Desbiolles et al., 2021; Strobach et al., 2022; Shackelford et al., 

2024). Under the conditions in which precipitation generates a frontogenetic response in the 

surface ocean, these created or sustained lateral gradients may alter wind patterns as described. A 
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positive feedback loop could occur with precipitation on the cold side of the front, which would 

enhance and sustain lateral temperature variability, increasing the probability of precipitation. 

This possibility is evident in the satellite observations for the cold filament from 86E to 88E 

(Figure 1-1). If on the warm side, the rain may temporarily reduce the SST gradient and delay 

the possibility of atmospheric convection until the surface warms through entrainment. The 

impact of these feedback loops on submesoscale dynamics further depends on compensation, and 

more specifically on variations in sea surface salinity. A positive feedback loop associated with a 

diffusive front could reinforce the front and enhance submesoscale dynamics. Alternatively, the 

same conditions on a salt-finger front would further compensate the front and suppress 

submesoscale dynamics. 

The implications of this study under the context of a changing climate would suggest that 

the behavior and activity of the submesoscale may be altered. Because the Bay is becoming more 

susceptible to increased rainfall, this may mean that storms are becoming larger and stronger 

(Goswami et al., 2006; Kumar et al., 2011; Mishra et al., 2019; Goswami et al., 2021). This 

would impact the amount and spatial extent of precipitation influencing the surface of the basin. 

With more rain, the results of this experiment suggest that submesoscale activity could be 

impacted. 

 

1.5 Conclusion 

Precipitation in the Bay of Bengal can be influential in the interactions between the 

atmosphere and the sea through a variety of mechanisms. With the sharp, shallow halocline rain 

generates at the surface, SST can be influenced by inhibited mixing, the creation of barrier 

layers, and mixed layer sensitivity to diurnal forcing and entrainment. The observations 
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presented here exhibited these dynamics and encouraged an investigation into how spatially-

varying precipitation and pre-existing stratification impacts the submesoscale. The results of a 1-

D model designed as part of a simplified two-box system revealed that the frontogenetic 

tendency response due to precipitation depends on the differential extent of the rain and the 

vertical structure of the boundary layer. Frontogenetic rain reinforces the compensation of a front 

towards a Turner angle of -45º and frontolytic rain has a compensating effect on the surface 

lateral variability. The initial frontogenetic tendency response of rain is decoupled from how it 

evolves, as differential entrainment through wind-driven mixing, varying mixed layer sensitivity, 

and diurnal forcing determines the tendency response hours after precipitation. Pre-existing 

stratification and its lateral variability determine the extent of this entrainment. In some cases, 

warm barrier layers generated by rain may have a frontogenetic effect, leading to the 

preservation of lateral gradients. The time-scales of the frontogenetic tendency response due to 

rain can be on the order of hours to days, so it may be influential to a broad range submesoscale 

dynamics in high latitude regions and the development of small-scale instabilities in low latitude 

regions. The submesoscale is proposed to be a critical factor in the improvement of regional 

models, though there are challenges regarding sufficient spatial resolution. This study suggests 

that the effect of precipitation on submesoscale features should also be considered as models 

improve, since it may enhance or suppress submesoscale activity. An important factor to 

consider given a changing climate, where rainfall in the Bay of Bengal is expected to increase. 
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Chapter 2 INVERSIONS AND INSTABILITIES 

 

2.1 Introduction 

 

The spatiotemporal variability of sea surface temperature (SST) in the Bay of Bengal 

(BoB) influences the atmospheric convection that drives the southwest monsoon 

(Vinayachandran et al., 2002; Vecchi & Harrison, 2002; Schott et al., 2009; Sengupta et al., 

2016). The intense atmospheric convection over the Bay of Bengal is sustained by warm sea 

surface temperature (SST), which remains higher than 28ºC throughout the summer monsoon 

season (Shenoi et al., 2002; Vinayachandran et al., 2013). However, the relative contribution of 

different physical oceanographic processes to the overall heat content and the spatiotemporal 

variability of SST in this region is still an open question.  

The modification of the ocean boundary layer by freshwater input from precipitation and 

riverine discharge creates a rich and complex lateral and vertical structure in the BoB. This 

variability influences the basin’s SST through the creation of fresh shallow mixed layers and 

their sensitivity to diurnal heating (Sengupta et al., 2006; Mahadevan et al., 2016). Sixty-percent 

of the freshwater input into the BoB originates from the Ganges-Brahmaputra-Meghna and 

Irrawaddy rivers, with input peaking during the summer and fall in the Northern BoB (Sengupta 

et al., 2006; Papa et al., 2010; Mahadevan et al., 2016; Sengupta et al., 2016). As the freshwater 

advects into the BoB and is altered through lateral and vertical mixing and atmospheric forcing, 

it influences the depth of the mixed layer, heat and momentum fluxes, surface velocity fields, 

and entrainment rates (Sengupta et al., 2006; Mahadevan et al., 2016). The composition of the 

BoB also includes relatively salty and dense waters derived from upwelling along the east coast 

of India driven by the southwesterly monsoon winds (Shetye et al., 1991). These upwelled 
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waters are stirred into the mid-Bay and can contribute to the lateral and vertical structure of the 

BoB ocean boundary layer during the monsoon season. 

In general, salinity sets the stratification in the upper 30-40 m of the BoB, with low 

salinity waters forming shallow mixed layers at the surface. This structure increases the 

sensitivity of the mixed layer, enabling a rapid response to surface heat fluxes, which directly 

impacts SST. These thin, shallow mixed layers are bounded by a sharp halocline, extending to 

approximately 10-30 meters depth, that can inhibit the exchange of heat and momentum with the 

layers below (Schott et al., 2009; Sengupta et al., 2016; Mahadevan et al., 2016). Barrier layers 

may lie between the halocline and the highly stratified isothermal layer. In the monsoon season, 

thick and strong barrier layers are widespread in the Northern BoB, mainly due to the advection 

of freshwater from the rivers at the surface and the deepening of the isothermal layer (Thadathil 

et al., 2002; Thadathil et al., 2007; de Boyer Montégut et al., 2007; George et al., 2019; Sherin et 

al., 2023). The presence of a barrier layer can influence the heat budget of the mixed layer by 

preventing cooler thermocline waters from interacting with the shallow mixed layer through 

vertical mixing and entrainment and by providing heat to the mixed layer, particularly in the case 

of temperature inversions. Barrier layers may also store heat, especially in the winter, that is 

eventually released to the surface during the passage of tropical storms. These mechanisms that 

allow for warmer mixed layers are known to aid cyclone intensification and to impact the 

intraseasonal oscillations of the monsoon (Yu & McPhaden, 2011; Balaguru et al., 2012; Lucas 

et al., 2016; Thadathil et al., 2016; Sengupta et al., 2016; George et al., 2019; Shroyer et al., 

2021).  

With salinity setting the stratification in the northern Bay of Bengal, colder water may 

overlie warmer water generating temperature inversions. Inversions may form within barrier 
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layers creating thin filaments of stored heat subsurface that have implications for the overall 

thermodynamics of the boundary layer, as they may reduce surface cooling throughout the active 

phase of the monsoon (Shroyer et al., 2021; Sherin et al., 2023). Most studies have focused on 

the formation of temperature inversions through one-dimensional processes, while advection has 

been found to be an intermittent process (Thadathil et al., 2002; Sengupta et al., 2016; Thadathil 

et al., 2016; Ramachandran & Tandon, 2020). More recently, observations and models have 

demonstrated that strong temperature inversions can develop at the edges of submesoscale fronts 

and filaments (Adams et al., 2019; Shroyer et al., 2020; Ramachandran & Tandon, 2020). These 

inversions and the associated vertical thermohaline variability within barrier layers may be 

indicative of shear-driven, turbulent mixing (Shroyer et al., 2021). These findings motivate an 

investigation of the role of small-scale, three-dimensional processes in the formation of barrier 

layers and temperature inversions.   

The submesoscale can be described by the scale at which relative vorticity of a flow 

balances the planetary vorticity, in other words, dynamics at which the Rossby number is O(1). 

Submesoscale dynamics are frequently at play near sharp fronts and filaments (Thomas et al., 

2008). In such environments, a variety of instabilities are possible (Taylor & Thompson, 2023). 

These submesoscale instabilities and associated circulation and mixing may impact the heat 

content of both the barrier and shallow mixed layer. The BoB in particular has a very energetic 

mesoscale with a heightened eddy kinetic energy relative to other regions, thus has an elevated 

frontogenesis potential (Jaeger et al., 2020). Additionally, the contrast between the various water 

masses introduced to the Bay, which span a broad range of salinities, makes for extremely sharp 

lateral variability.  Both of these factors allow for the Bay to have a very active submesoscale 

field. The strength and diverse signatures of these features lead to complex, lateral patterns of 
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vertical stratification through the stirring and interleaving of small-scale filaments, enhanced 

vertical exchanges, and entrainment through and within mixed layers, barrier layers, and the 

thermocline (Lucas et al., 2016; MacKinnon et al., 2016; Mahadevan et al., 2016; Sarkar et al., 

2016; Ramachandran et al., 2018).   

Ultimately, the 3-dimensional dynamics at these small scales can have major implications 

for the overall thermodynamics of the boundary layer and associated SST. While advection may 

be important in setting the temperature of the mixed layer at times during the monsoon, surface 

heat flux and vertical processes govern the mixed layer heat budget (Sherin et al., 2023). 

Regional coupled ocean-atmosphere models, which typically exhibit bias in SST, largely depend 

on one-dimensional processes to set mixed layer properties (Chowdary et al., 2016). This bias 

may signify that the submesoscale is a missing piece in accurately characterizing the heat content 

of the mixed layer, and thus the interactions between the atmosphere and BoB. These models 

have predicted surface temperatures that are colder than that of observations due to an 

underestimation of the strength of salinity stratification, an overestimation of the extent of 

mixing and mixed layer depth, and a mis-characterization of the lateral variability in mixed layer 

depths (Benshila et al., 2014; Chowdary et al., 2016; Lucas et al., 2016; MacKinnon et al., 2016; 

Sengupta et al., 2016). The difficulty in parameterizing submesoscale dynamics and the impact 

of these small-scale features in coupled ocean-atmosphere models arises from the scarcity of 

high-resolution sampling to inform these models (MacKinnon et al., 2016). The high-resolution 

observations collected during a recent expedition to the Bay of Bengal provide an opportunity to 

improve our understanding of these submesoscale dynamics and their impact on the ocean 

boundary layer of the BoB.   
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Here we present observations of the BoB gathered during a intensive field study during 

the 2019 southwest monsoon season (Shroyer et al., 2021). These observations show processes 

occurring at the submesoscale facilitating the creation of barrier layers, formation of temperature 

inversions, and the storage of heat below the surface. The paper is organized as follows: The 

research initiative and instrumentation are described in Section 2.2. The hydrographic survey and 

observations are presented in Section 2.3. Section 2.4 details a stability analysis, including 

calculations for geostrophy, frontogenesis, potential vorticity, and instabilities. Section 2.5 

discusses the significance of temperature variability, the implications of the results for vertical 

exchange, and how the observations compare to modeling results. We provide conclusions with 

Section 2.6.  

 

2.2 Instrumentation 

 

The field observations presented here were collected as part of the Office of Naval 

Research's Monsoon Intraseasonal Oscillations in the Bay of Bengal (MISO-BoB) Departmental 

Research Initiative. This multi-year project aimed to improve the prediction of the monsoon in 

the Northern Indian Ocean by characterizing the heat content and stratification of the oceanic 

boundary layer at multiple scales (Shroyer et al., 2021). The data utilized in this analysis is a 

subset of a survey that took place from July 6th to August 4th, 2019, onboard the R/V Sally Ride. 

One of the objectives of this particular cruise was to examine the evolution of near surface lateral 

variability and stratification at both the meso- and submesoscale and characterize the structure of 

the mixed layer depth. 

The complete survey included multiple ship tracks and instrument deployments within a 

region of mesoscale confluence between the latitudes of 15ºN and 18ºN and longitudes 87ºE and 
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90ºE. The data analyzed in this work are derived from the FastCTD profiling system, the 

shipboard meteorological acquisition (MET) and the shipboard acoustic Doppler current 

profiling (ADCP) systems. The FastCTD is a profiling instrument equipped with temperature, 

conductivity, and pressure sensors that can profile either while towed at speeds of several knots, 

or while the ship remains stationary (Shroyer et al., 2021; Pinkel et al., 2023). For this survey, it 

was rapidly profiled to about 200 meters depth while the ship maintained a speed of about 3 

knots, with a 2-minute duration for each cast. The horizontal spacing between drops at the 

surface for each profile was approximately 200 meters, and the vertical resolution was 

approximately 1 meter, allowing for the spatial resolution necessary to observe submesoscale 

features.  

The velocity profiles analyzed in conjunction with the FastCTD profiles were obtained 

from a 300kHz ADCP installed on the ship. The ADCP data was binned to have a resolution of 

about 2 minutes from approximately 10 m to 100m depths, with 2-meter vertical sampling. 

 

2.3 Hydrographic Survey and Observations 

 

To understand the broader, regional context of the basin in mid-July, Figure 2-1 shows 

SST from satellite reconstruction and the geostrophic velocity field (DMI COI, 2007; Dohan, 

2021). During this time, a cold, salty and relatively dense filament was drawn offshore from the 

coast by mesoscale circulation. Gradients between the filament and warmer and fresher waters 

offshore created relatively sharp fronts on both sides of the filament. Here we will focus on the 

strong lateral density gradient on the eastern edge of the filament, hereafter referred to as the  
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front. The fresher, ambient water to the east of the front may have also been freshened by 

precipitation from a convective rain event occurring the morning of July 17th. Figure 2-1 includes 

a T-S diagram from the upper 5 meters of Transect A, showing two distinct water masses. Upper 

ocean velocity along the transects shows some features consistent with the altimetry-based 

currents, such as strong south-eastward flow on the west side of the transects, westward 

becoming southward flow on the east side of the transects, and weaker flow in the convergence 

Figure 2-1. (a) Satellite SST reconstruction (DMI COI, 2007) of the Bay of Bengal on July 18, 

2019 with geostrophic currents (Dohan, 2021). The inset figure (b) depicts near-surface density 

(derived from FastCTD data) of the 4 transects crossing the filament overlaid on sea level 

anomaly data. The thick black arrows indicate the depth-averaged currents in the boundary layer 

(10 - 40 m) from the shipboard ADCP and the thin gray arrows indicate the geostrophic surface 

velocity field derived from the sea level anomaly. The green and red stars indicate the start and 

end times of this dataset from midnight July 18th (UTC) to 4:00 AM July 20th (UTC). The 

bottom-left panel (c) depicts a T-S diagram of the top 5 meters of Transect A. 
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zone in between. The measured velocities also show variability at smaller scales (≈ 10 km), 

which will be discussed further below.   

This paper will focus on four transects of the survey in which various regions of the front 

along the filament edge exhibited both restratification (slumping) and steepening. The four 

transects were observed within an inertial period (43 hours). As illustrated in Figure 2-1, the 

survey was designed to span a region of confluence between two mesoscale eddies and advance 

in the direction of the mesoscale flow as a function of time, spanning approximately 50 km in the 

along-front direction. The angle of the along-front direction was determined by estimating the 

lateral angle between a line connecting the maximum surface density gradient from each of the 

four transects and east. The calculated across-front direction was 45º rotated north of east, with 

the along-front direction perpendicular to that. The ship crossed the strongest lateral surface 

density gradient on the eastern side of the pattern, where the frontal region was observed twice 

(Transect A and Transect B) in less than one-half of an inertial period and within 10 km 

separation, with the first transect beginning on July 18th around 5:30 AM local time (midnight 

UTC 7/18) and the second transect ending around 3:30 AM on July 19th (10 PM UTC 7/18). The 

front was reached again on 7:30 AM on July 19th (2:00 AM UTC) (Transect C) and around 9AM 

on July 20th (4:00 AM UTC) (Transect D). In the first pair of crossings, the front appeared to be 

undergoing restratification and had a vertical angle of 0.05º from the horizontal. In the second set 

of crossings, the front appeared to be much steeper, with an angle of 8º from the horizontal. We 

henceforth describe transects A/B and C/D separately. 

2.3.1 Restratifying Front 

The interior of the restratifying regions of the front from Transects A and B are depicted 

in Figure 2-2. The filament was observed to at least 40 m depth. The density gradient across the 
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front was primarily salinity-driven, with near-surface salinity values varying from 33.8 to 33.2 

psu and temperatures varying from 28.6ºC to 29.4ºC. These values are roughly consistent with 

previously reported values for salinity-driven submesoscale fronts in the Bay (Ssengupta et al., 

2016). The maximum surface lateral buoyancy gradients for both transects are order O(10-7 s-2), 

calculated from FastCTD profiles separated by approximately 200 m in the along-track direction. 

These two sections exhibited complex lateral and vertical variability in both temperature 

and salinity. The dense side of the front displayed temperature variability on scales smaller than 

10 km. This lateral variability may have been the result of stirring and straining by mesoscale 

eddies, non-uniform surface forcing and entrainment, or ageostrophic baroclinic instabilities 

(Ferrari & Rudnick, 2000; Hosegood et al., 2006; Boccaletti et al., 2007; Gula et al., 2014, 

Shcherbina et al., 2015; Spiro Jaeger & Mahadevan, 2018). The coastal filament was bounded by 

a sloping region of high stratification extending from the surface to the top of the thermocline 

over a lateral distance 30 km. We calculated the mixed layer depth (MLD) and isothermal layer 

depth (ILD) following Kara et al., (2000); the difference between them defines the bounds of the 

barrier layer (black and red dotted lines in Figure 2-2). The ILD was based on a temperature 

difference of 0.8ºC from SST and the MLD was based on the density equivalent of that value 

(Kara et al., 2000; Thangaprakash et al., 2016; George et al., 2019). The ILD was shallower on 

the dense side of the front but overall varied between 25 and 40 meters depth in both transects 

(Thadathil et al., 2007). The MLD was nearly identical to the ILD on the dense side of the front, 

but shoaled to 10-15 meters depth at the frontal axis due to the increasing importance of salinity 

stratification on the fresher side of the front. The MLD was much shallower on the fresher side 

of the front. These conditions created a barrier layer on the light side of the front with a thickness 

varying between 10 and 30 meters. 
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Figure 2-2. Thermohaline variability, surface forcing, and velocity of the restratifying regions 

(Transects A and B), Continued. From top to bottom, the panels represent surface forcing, 

temperature, salinity, density, across-front velocity, and along-front velocity. The gray bar in the 

surface forcing panel indicates nighttime. The white lines indicate isopycnals at 0.08 kg/m3 

intervals. The black dashed line indicates the mixed layer depth (MLD). The red dashed line 

indicates the isothermal layer depth (ILD). The yellow dashed line on the density section 

indicates the approximate angle of the front to the horizontal.  
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The observed velocity gradients correlate with both the observed gradually sloping 

stratification and the observed sharp lateral fronts. For Transect A, there was a surface 

southwestward flow on the dense side of the front. Within the shallow mixed layer, the flow 

direction was westward while in the barrier layer beneath, the flow was southward, creating 

strong vertical shear along the halocline. There was relatively strong lateral shear and cross-

frontal convergence (
𝑑𝑢

𝑑𝑥
/𝑓 ≈ 1) near the surface at the center of the front, with the across-front 

velocity increasing to approximately 0.5 m/s. To estimate this convergence, horizontal gradients 

in across-front velocity were calculated over a distance of 1 km. 

Near the frontal axis and in the deep mixed layer of Transect B, the flow was 

southwestward. The flow within the barrier layer was also southwestward, and the shallow 

mixed layer above it flowed westward. This created vertical shear along the shallow halocline. 

Beneath the ILD throughout the transect, there was a southeastward flow, which also created 

vertical shear along the boundary of this layer. Similar to the previous transect, there was 

relatively strong lateral variability in the along- and across-front velocities at the axis, creating a 

convergence zone with a magnitude of  
𝑑𝑢

𝑑𝑥
/𝑓 ≈ 1. 

The stratification varied significantly throughout these transects, as shown in Figure 2-3. 

The stratification within the barrier layer was at least one order of magnitude lower than that of 

the highly stratified regions bounding the shallow mixed layer and below the isothermal layer 

depth. The barrier layer also had the most complex stratification structure, with coherent streaks  

of stratification stretching laterally and vertically. The deep mixed layer adjacent to the layer was 

the least stratified and had stratification at least 1 to 2 orders of magnitude lower than that of the 

barrier layer. 
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Figure 2-3. Potential vorticity fluxes due to diabatic (JD) and frictional forcing (JF), stratification, 

vertical temperature gradient, and Richardson Number for the restratifying regions (Transects A 

and B), Continued. The gray bar in the potential vorticity (PV) flux panel indicates nighttime. 

The white lines indicate isopycnals at 0.08 kg/m3 intervals. The cyan dashed line indicates the 

mixed layer depth (MLD). The red dashed line indicates the isothermal layer depth (ILD). 
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Temperature inversions were found adjacent to the barrier layer (Transect A at x = 52 

km; Transect B at x = 33 km) when the vertical derivative of temperature is plotted as shown in 

Figure 2-3. Because these temperature inversions were slanted laterally from the less stratified 

deep mixed layer into the slightly more stratified barrier layer, we use the term “gateway” to 

describe this transitional region. The gateway also coincided with the maximum lateral buoyancy 

gradient at the surface, and it had a vertical structure that extended down to the ILD. The thin 

and slanted temperature inversions stirring into the barrier layer were confined by semi-coherent 

layers of stratification and were reminiscent of spice layers found in past observations (Jaeger et 

al., 2020). Some inversions in both transects also appeared to cross isopycnals. The inversions 

had lateral scales of 1-5 km, vertical scales of 5-30 meters, and the vertical temperature gradient 

reached a maximum of 0.01ºC/m.   

These two transects presented an opportunity to observe the front during the day and at 

night. For Transect A, the atmosphere was primarily warming the surface ocean for hours prior 

to and during the crossing of the frontal axis (top panels for each transect in Figure 2-2). In 

contrast, the ocean was cooling throughout the entirety of Transect B. Between the first and 

second front crossings, there was a relatively consistent period of cooling with approximately 

100 W/m2) extracted from the ocean to the atmosphere based on the shipboard estimates of bulk 

ocean-atmosphere fluxes. The near-surface stratification observed at night generally appeared to 

be an order of magnitude less stratified compared to that of the day, reflecting what may be 

expected from convection and restratification from diurnal heating. 

The winds during these transects blew moderately from the south and southwest 

direction. There was little spatial variability in these wind patterns at a regional scale (not 

shown). The average wind speed (stress) for Transect A was 4.8 m/s (0.027 N/m2) and the 
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average wind speed (stress) for Transect B was 6.0 m/s (0.043 N/m2). Ekman transport would be 

to the east and southeast which creates the possibility for the dense filament to be pushed over 

the lighter waters. 

2.3.2 A Steepening Front 

Although the surface properties did not change significantly in Transects C and D, the 

front became considerably steeper (Figure 2-4). The front remained salinity-controlled with 

surface salinity values ranging from 33.6 psu to 33.1 psu and surface temperature values ranging 

from 28.9ºC to 29.5ºC. The surface lateral buoyancy gradient, however, was significantly larger 

(O(10-6 s-2)) compared to the previous two transects. There was small-scale temperature 

variability at the surface, mainly on the light side of the front and varying on the scale of 

0.1ºC/km. This lateral variability presented as a vertically plummeting mass of warm water in 

Transect C (x = 88 km) and Transect D (x = 80 km). The warmest end of this descending plume 

can be found at 40 m depth in Transect C and 45 m depth in Transect D; there were four hours 

between those measurements. The MLD extended down to the ILD surrounding the front. 

Beneath the filament and moving right towards the frontal axis, the MLD and ILD gently sloped 

from 40 to 60 meters depth. On the fresh side of the front, the bounds of each layer increased to 

approximately 50 meters depth. There was more lateral salinity variability near the front with 

some vertical variability within the filament, but the temperature variability was much more 

complex. Because the MLD and ILD were nearly identical in this region, the barrier layer had 

completely vanished.  

In Transect C, there was a strong southeastward jet with vertical shear within the filament 

(centered at x = 76 km). The light, fresh side of the front was flowing southwestward, creating a  
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Figure 2-4. Thermohaline variability, surface forcing, and velocity of the steepening regions 

(Transects C and D), Continued. From top to bottom, the panels represent surface forcing, 

temperature, salinity, density, across-front velocity, and along-front velocity. The gray bars in 

the surface forcing panels indicate nighttime. The white lines indicate isopycnals at 0.08 kg/m3 

intervals. The black dashed line indicates the mixed layer depth (MLD). The red dashed line 

indicates the isothermal layer depth (ILD). The yellow dashed line on the density section 

indicates the approximate angle of the front to the horizontal. 
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cross-frontal convergence with a magnitude of  
𝑑𝑢

𝑑𝑥
/𝑓 ≈ 1 at the axis of the front. In Transect D, 

the jet shifted more eastward and moved towards the axis of the front. There was strong lateral 

and vertical shear within the filament and at the frontal axis and it was approximately double the 

magnitude compared to Transects A and B. The convergence magnitudes of Transects C and D 

was double that of Transects A and B. 

Temperature inversions were also observed in these transects as shown in Figure 2-5, 

however, they were no longer organized and coherent structures stretching from the axis of the 

front into the barrier layer. In contrast, they had a more complex shape and were located from 5 

to 10 km away from the frontal axis (Transect C: x = 70, 90 km; Transect D: x = 60, 80 km). The 

aspect ratio of the inversions was larger than those found in the restratifying front, with both 

lateral scales nearing 10 km and vertical scales up to O(10 m). Despite these differences, the 

magnitude of the gradients of the temperature inversions here were similar to that of those near 

the restratifying front. The stratification in these regions was also highly complex and intricate 

with values ranging two orders of magnitude. A weakly stratified column developed at the 

frontal axis in Transect C and was surrounded by highly stratified regions on either side of the 

front. In Transect D, the weakly stratified column at the front became more uniform and had a 

width of 3-4 km while extending down to 40 meters depth. Weak stratification trailed from the 

column underneath the filament and along the MLD for approximately 25 km. 

During the crossing of the front in both of these transects, cooling with a magnitude of 

approximately 100 W/m2 was observed. The winds were stronger relative to Transects A and B, 

with the Transect C having an average wind speed (stress) of 6.5 m/s (0.050 N/m2) and Transect  

D having an average wind speed (stress) of 7.9 m/s (0.074 N/m2). These winds were also mainly 

from the south and southwest, thus the Ekman transport would be to the east and southeast, 
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Figure 2-5. Potential vorticity fluxes due to diabatic (JD) and frictional forcing (JF), stratification, 

vertical temperature gradient, and Richardson Number for the steepening regions (Transects C 

and D), Continued. The gray bars in the PV flux panels indicate nighttime. The white lines 

indicate isopycnals at 0.08 kg/m3 intervals. The cyan dashed line indicates the mixed layer depth 

(MLD). The red dashed line indicates the isothermal layer depth (ILD). 
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encouraging the movement of dense water over light. 

These observations demonstrate the complexities associated with intermittent barrier 

layer and steepening fronts in salinity-stratified regimes. What dynamical processes created and 

controlled these features? The next section will explore evidence and identify to what extent 

these features exhibited geostrophic balance, shear instabilities, and secondary circulations. 

 

2.4 Stability Analysis 

 

Our observations show a dense filament that advected into the ocean interior from the 

coast. A host of instabilities can befall filaments and the fronts found on either edge, which lead 

to a combination of filament subduction and smaller-scale turbulence. Such submesoscale 

instabilities are frequently studied theoretically or numerically in isolation. In reality, many 

instabilities often coincide, “piled atop each other in lovely confusion” (Waves Across the 

Pacific, 1967). Here we go through the potential for different types of instabilities, then discuss 

ways the observations may exhibit them concurrently. 

2.4.1 Geostrophic Balance 

We begin by assessing the degree to which the observed front was in geostrophic 

balance. First, we applied filtering techniques to remove small-scale variability, such as internal 

waves. A low-pass Butterworth filter was used for the velocity and density fields of each 

transect. The filter had an 8 km cut-off spatial frequency. Using the smoothed density profile, we 

calculated the vertical shear expected from geostrophy and compared it to the measured vertical 

shear derived from the filtered along-front velocity profile, illustrated in Figure 2-6. Previous 

analyses using this method to test for geostrophy had the capability to use multiple frontal 

profiles to then use linear regression to quantify the correlation between the observed and 
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expected shear profiles (Ramachandran et al., 2018; Rudnick & Luyten, 1996). Because we were 

limited in our observations of the front during restratification to two transects, we visually 

inspected our shear results to conclude that the observed front reasonably suggests thermal wind 

balance (Figure 2-6). The two transects illustrating the restratifying regions demonstrated 

elevated shear along the sloping and highly stratified shallow mixed layer in both the observed 

and modeled shear profiles. In the steepening regions, this analysis suggested that the front is 

less likely in thermal wind balance (not shown). The non-dimensional quantity 
𝑀4

𝑁2𝑓2 can also be 

used to assess the degree to which the geostrophic balance might be expected to hold. For the 

restratifying region 
𝑀4

𝑁2𝑓2 is O(1), consistent with geostrophy. For the steepening region, 
𝑀4

𝑁2𝑓2 is 

O(10) near the front, indicating a significant departure from geostrophic balance. 

2.4.2 Strain-Induced Frontogenesis 

Figure 2-6. Testing for geostrophy on Transects A and B through a comparison of theoretical 

and measured vertical shear. The top panels illustrate smoothed density profiles used to calculate 

the vertical shear using geostrophy (TW) in the middle panels. The black lines indicate 

isopycnals. The bottom panels illustrate measured vertical shear from the shipboard ADCP. The 

measured vertical shear has been smoothed to compare to the theoretical shear. 
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When a horizontal deformation flow, typically originating from mesoscale currents and 

eddies, applies lateral strain to a horizontal buoyancy gradient, strain-induced frontogenesis can 

occur (Bretherton et al., 1972; Spall, 1995). During frontogenesis, the across-front buoyancy 

gradient is intensified exponentially, relative vorticity becomes very large, and the Rossby and 

Richardson numbers become O(1). Frontogenesis results in ageostrophic secondary circulation 

(ASC), which allows for potentially strong vertical velocities through overturning with upwelling 

and surface divergence on the light side of the front and downwelling and surface convergence 

on the dense side. This submesoscale process efficiently transfers variance and energy density to 

smaller scales (Thomas et al., 2008; McWilliams, 2016). 

For systems that are close to a state of geostrophic balance, with small Rossby numbers, 

the cross-front secondary circulation can be inferred using the Omega equation applied to the 

measured sloping frontal stratification and cross-front convergence rates (Hoskins et al., 1978). 

Following the procedure in Rudnick et al. (2022), objective maps were calculated using the four 

transects across this dense filament. From those, the quasigeostrophic (QG) Omega equation was 

solved for inferred cross-front and vertical velocity, shown as the white vectors in Figure 2-9(a) 

for Transect B. The inferred circulation was moving dense filament water downwards and 

eastwards, through the gateway, into the wedge below the fresher surface water. This inferred 

secondary circulation was in the sense to subduct the dense filament. The calculated vertical 

velocities were approximately 5 m/day. It is important to note that because this Quasi-

Geostrophic calculation assumes a small Rossby number, while the observed Rossby numbers 

are O(1),  the calculated vertical velocity rates are likely under-estimates, perhaps significantly 

so.       

2.4.3 Richardson Number 
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Next we calculate several quantities that indicate propensity for smaller-scale instabilities 

within these sections, starting with the Richardson number. Using the velocity profiles, the 

Richardson number (𝑅𝑖) for both transects was estimated to characterize the susceptibility of the 

water columns to destabilization by vertical shear instability. The equation for 𝑅𝑖 is as follows 

𝑅𝑖 =  
𝑁2

(
𝑑𝑢
𝑑𝑧

)
2 (2.1)

 

where 𝑁2 is the observed stratification and 
𝑑𝑢

𝑑𝑧
 is the observed vertical shear. Shear was 

calculated by differentiating horizontal velocity at its binned resolution of 2 meters. To compute 

the stratification, density was interpolated to the vertical resolution of the velocity data. An 𝑅𝑖 

value of 0.25 or less indicates a propensity for vertical instability (Caulfield & Peltier, 2000; 

Lucas et al., 2016). As depicted in Transect A of Figure 2-3, 𝑅𝑖 tended to be less than 0.25 

within the deep mixed layer and intermittent barrier layer, corresponding with the weaker 

stratification found there. The barrier layer observed at night in Transect B exhibited 𝑅𝑖 values 

less than or equal to 0.25 more commonly than the barrier layer observed during the day. The 

destabilized regions within the barrier layer observed during the day in Transect A were 

accompanied by patches of 𝑅𝑖 of O(1-10), signifying stable regions within the barrier layer. In 

the region where the front steepens (Transects C and D), there was complex variability in 𝑅𝑖 

with many stable regions vertically and laterally adjacent to unstable regions, shown in Figure 2-

5. As the weakly stratified column formed, 𝑅𝑖 became consistently less than 0.25 at the frontal 

axis and the surrounding regions can be described as majorly O(1). The tail of weak stratification 

beneath the filament and at the base of the mixed layer also had a signature of 𝑅𝑖 less than 0.25. 

2.4.4 Potential Vorticity 
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The stability of a fluid can also be characterized by its potential vorticity (PV) signature, 

which quantitatively assesses the vorticity and stratification of water parcels. PV is considered to 

be a tracer, conserved within isopycnal surfaces and is ideally altered only through diabatic and 

frictional processes (Vallis, 2017; Taylor & Thompson, 2023). For this study, we analyzed the 

Ertel potential vorticity of the transects defined by 

𝑞 =  (𝑓 +
𝑑𝑣

𝑑𝑥
) 𝑁2 −

𝑑𝑣

𝑑𝑧
𝑀2 (2.2) 

decomposed into three components, with the first component describing the product of the 

Coriolis term and vertical stratification (stretching term), the second component describing 

relative vertical vorticity and vertical stratification (vorticity term), and the third component 

describing the horizontal component of vorticity and lateral buoyancy gradients (tilting term) 

(Thomas, 2005, 2008). A flow is considered stable if 𝑓𝑞 is positive, and unstable if 𝑓𝑞 is 

negative or near-zero. In order to apply this model to our observations, the “one-ship method” 

was used to approximate vertical vorticity by calculating the across-front gradient of the along-

front velocities (Ramachandran et al., 2018; Shcherbina et al., 2013). Additionally, Ertel PV was 

calculated using the same smoothed sections of velocity and density used to test for thermal wind 

balance.   

For the restratifying front (Transects A and B), the intermittent barrier layer and deep 

mixed layer were characterized as having low or “near-zero” PV (O(10-9 s-3)), as shown in Figure  

2-7. This low PV arm extended from the deep mixed layer and through the gateway into the 

barrier layer for over 50 km in both transects. Vertical shear and low stratification were 

responsible for the low PV evident in Figure 2-8 for Transect B. Highly stratified regions, such 

as the region bounding the base of the mixed layer, had positive PV with magnitudes O(10-8 s-3) 

or greater. At the gateway, where the front was sharpest, negative patches of PV were observed 
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(O(10-10 s-3)), with the vorticity term responsible for its magnitudes. These negative PV patches 

are highlighted by pink, blue, and black indicators in Figure 2-7 for the instabilities described in 

the next section. The gateway marked a transition from negative to positive PV and the 

temperature inversions found on the light side of the gateway, are composed of and encompassed 

in low, but positive PV. 

Figure 2-7. Potential vorticity for Transects A, B, C, and D. The black dots indicate regions 

where the criteria for SI produced through cyclonic geostrophic shear production is met. Cyan 

dots represent SI produced through anticyclonic geostrophic shear production. Pink dots 

represent a combination of symmetric and inertial instability produced through anticyclonic 

geostrophic and lateral shear production. The small black arrows indicate the frontal axis of each 

region. 
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Theory suggests that Ertel PV cannot be transported through isopycnal surfaces and can 

only be altered where either the surface outcrops or mixing occurs (Haynes & McIntyre, 1987; 

Marshall & Nurser, 1992). If there is a cross-front agoestrophic circulation happening at the 

front, then PV would be expected to be transported along isopycnal surfaces and subduct, and 

would be conserved apart from diabatic effects. However, if a flow deformation field is present, 

which is likely in a frontal region, the buoyancy gradients and absolute vorticity can change 

(Thomas, 2005). Simulations have demonstrated that during subduction, parcels of low PV can 

transition from a baroclinically low state to a vortically low state through decreases in both 

relative vorticity and lateral buoyancy while maintaining the total PV (Thomas, 2008). 

Baroclinically low PV can be described as regions with nonzero absolute vorticity and 

stratification. In contrast, vortically low PV can occur in regions where there is nonzero 

stratification, zero absolute vorticity, and no lateral buoyancy gradient (McWilliams, 1985; 

Thomas, 2008). In these regions, submesoscale coherent vortices (SCVs) can form through the 

generation of anti-cyclonic vorticity resulting from vortex squashing as the total PV is 

maintained (Spall, 1995; Thomas, 2008). SCVs can be characterized by coherent regions of weak 

stratification, anticyclonic vorticity, low PV within its core, an interior maximum in the velocity 

field, and a small lateral width comparable to the Rossby radius of deformation (McWilliams, 

1985; Thomas, 2008). 

Our observations exhibited evidence of these dynamics, as the gateway in Transects A 

and B marked a transition between baroclinically low PV to vortically low PV, with the 

magnitude of the lateral buoyancy gradients and absolute vorticity tending towards zero in both 

profiles. Figure 2-8 points to these regions in Transect B where the tilting term of PV was large 

relative to the other components and contributing to negative PV (O(10-10)) at the gateway, and 
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the vorticity term of PV was large and negative on the eastern side of the gateway. The filtered 

submesoscale velocities for Transect A revealed a bolus in this region, which may be 

characterized as a SCV. This feature is highlighted in the first panel of Figure 2-7 near x = 53 km 

and z = 30 m by the cyan SI anti-cyclonic GSP indicators. The SCV appears to be proximal to 

the temperature inversion, illustrating its formation as a 3-dimensional process. 

The steepening regions of Transects C and D also indicated low or negative PV (O(10-9 s-

3)) (Figure 2-7). The filament and the frontal axis exhibited low stratification throughout the 

mixed layer and the surrounding highly stratified regions had PV O(10-8 s-3). In Transect C, 

anticyclonic vorticity near the surface at the front contributed to a region of negative PV at the 

surface. Later in Transect D, lateral buoyancy gradients and vertical shear contributed to a large 

region of negative PV throughout the mixed layer and spanning approximately 5 km at the 

frontal axis, as illustrated in Figure 2-8. The weakly-stratified tail at the base of the mixed layer 

Figure 2-8. Potential vorticity components (Equation 2.2) for Transects B and D. The black lines 

indicate isopycnals. 



72 

extending for 25 km is also characterized by negative PV driven by a region of unstable 

stratification.   

2.4.5 Symmetric and Inertial Instability 

In the previous section, we discuss stability in the context of potential vorticity and 

characterize the types of PV observed in our sections. Various instabilities can develop when PV 

is negative, and since we identified regions of negative PV near the surface and gateway, we 

explored the possibility of the occurrence of symmetric and inertial instability during our survey. 

Symmetric instability (SI) is a shear instability that can extract kinetic energy from geostrophic 

currents, transferring the energy to smaller scales and develops when the component of PV 

attributed to horizontal vorticity and buoyancy gradients are greater than the component 

attributed to vertical vorticity and stratification (Thomas et al., 2013). Inertial or centrifugal 

instability can arise when the vorticity term of PV is negative (Thomas et al., 2013; 

Ramachandran et al., 2018). To define and differentiate between the criteria for each instability 

to occur, we use the balanced Richardson number and information regarding the vertical vorticity 

of each region (Thomas et al., 2013). The balanced Richardson number is expressed as 

𝑅𝑖𝐵 =  
𝑓2𝑁2

|∇ℎ𝑏|2
(2.3) 

And to be able to account for inertial and centrifugal instability, we express the balanced 

Richardson number as an angle 

𝜙𝑅𝑖𝐵
= tan−1 (

|∇ℎ𝑏|2

𝑓2𝑁2
) (2.4) 

and utilize a similar parameter describing the vorticity 

𝜙𝑐 = tan−1 (
𝜁𝑔

𝑓
) (2.5) 
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Using these parameters, we tested for three categories of symmetric and inertial 

instability. The first category describes regions of cyclonic vorticity that meet the condition for 

SI and extracts energy from geostrophic shear production, which can be described when 𝜙𝑐 <

 −45° and −90° <  𝜙𝑅𝑖𝐵
< 𝜙𝑐. Geostrophic shear production is driven by the third term (tilting 

term) in Equation 2.2.  The second category describes regions of anti-cyclonic vorticity in which 

both geostrophic and lateral shear production contribute to the dynamics and when 𝜙𝑐 >  −45° 

and −90° <  𝜙𝑅𝑖𝐵
< −45. Lateral shear production is driven by the sum of the first two terms 

in Equation 2.2 (stretching and vorticity terms). In this category, if the geostrophic shear 

production outweighs the lateral shear production, then the criteria is met for SI. For the final 

category, if vertical stratification is greater than vertical shear in a region with anti-cyclonic 

vorticity, or when −45° <  𝜙𝑅𝑖𝐵
< 𝜙𝑐, then geostrophic and lateral shear production contribute 

to the energetics and a combination of inertial/centrifugal and symmetric instability results. 

Figure 2-7 marks where the criteria for each type of instability was met. For Transect A 

of the restratifying front, SI that is produced through anti-cyclonic geostrophic and lateral shear 

production on the dense side of the gateway was suggested. For Transect B, all three types of SI 

were indicated near and at the gateway on the dense side. Aligned vertically with the gateway 

were parcels that meet the conditions for SI produced through both anti-cyclonic geostrophic 

shear production and the combination of anti-cyclonic geostrophic and lateral shear production. 

Extending laterally from this region and towards the center of the filament, conditions were met 

for SI produced from cyclonic geostrophic shear production. For the region where the front was 

steepening (Transects C and D), the criteria indicated that the axis of the front at the surface may 

have been undergoing SI through anti-cyclonic geostrophic shear production. SI through 

cyclonic geostrophic shear production surrounded this region on both the dense and light sides of 
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the front. At depth, all types of SI were indicated where PV is extremely small or negative. This 

unstable region stretched nearly 10 km and extended down to the mixed layer depth. As the front 

evolved hours later in Transect D, all three types of SI were expected at the frontal axis 

extending approximately 10 km and throughout the weakly-stratified mixed layer. 

To gain a deeper understanding of the mechanisms that allowed for the criteria of SI to be 

met in these regions near the gateway of the restratifying front, we examined the density and 

shear variability around 12 meters depth and sought to understand how PV transitions from 

negative to positive. An example of this analysis can be found for Transect B in panel (b) of 

Figure 2-9. In Transect A, PV transitioned from negative to positive due to the variability in the 

lateral buoyancy gradient, namely through an increase in buoyancy (Figure 2-7, x = 48-50 km). 

This was where criteria were met for SI via geostrophic and lateral shear production. In this 

region, the stretching and vorticity terms of PV cancelled each other out, while the tilting term 

increased due to negative vertical shear within a dense anomaly, thus leading to negative PV 

(O(10-10 s-3)). The lateral buoyancy gradient, locally controlled by salinity with a 40% 

temperature influence, determined the overall variability of PV in this region. Moving toward the 

gateway, the lateral buoyancy gradient began to increase and the stretching term controlled the 

variability of the lateral shear production term, yet, the geostrophic shear production term 

continued to determine the overall PV variability. When the total PV equaled 0, the stretching 

term was responsible for the remainder of the lateral shear production, which then balanced the 

geostrophic shear production. This suggests that the influence of frontal strength on the potential 

vorticity balance and dynamical stability was equally significant as the Coriolis forcing and 

stratification. At the gateway and towards the lighter side of the front, the total PV increased 

exponentially up to at least 2 orders of magnitude higher than the unstable regions (O(10-8 s-3)) 
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with the stability determined by the stretching term. Because Transect B was observed during a 

period of cooling, the surface ocean and mixed layers can be described generally as unstable due 

to atmospheric PV extraction. Negative PV was found for more than 5 km, extending from the 

gateway to the dense side of the front (Figure 2-7 and Figure 2-9(c), x = 24-30 km).  Similar to 

Transect A, PV approached 0 due to a balance in the remainder of the lateral shear production 

controlled by Coriolis and stratification and the geostrophic shear production controlled by 

lateral buoyancy gradients. Unlike Transect A, however, the lateral buoyancy gradient was 

controlled by temperature variability. This variability is visible as this region presents itself 

within the front as a temperature anomaly (Figure 2-9(a)). As the front became lighter away from 

the gateway, PV increased to O(10-8 s-3) due to variability in lateral shear production.   

In order to explore the robustness of these results, we conducted a sensitivity analysis to 

determine whether the ship track orientation relative to the true frontal axis could influence the 

vorticity calculated from the one-ship method, thus biasing the criteria for SI. To test this, the 

estimated along-front angle was adjusted to have a margin of error of 45º clockwise and 

counterclockwise. Vorticity was calculated from the new rotated velocity fields and used to test 

for SI. We then calculated the probability of the occurrence of SI for each along-front angle 

within the regions of concern. We found that for SI produced through cyclonic or anticyclonic 

geostrophic shear production, the likelihood of the criteria being met as presented is high if the 

margin of error for the angle of the frontal axis is 20º clockwise or counterclockwise. For SI 

produced through anti-cyclonic geostrophic and lateral shear production, the likelihood of the 

criteria being met as presented is high if the margin of error for the angle of the frontal axis is 45º 

clockwise or counterclockwise. These results indicate that the evidence of SI shown in Figure 2-

7 demonstrates a considerable robustness. 
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2.4.6 Potential Vorticity Injection and Extraction 

PV in the ocean boundary layer can be altered by atmospheric forces, which may 

encourage or inhibit the submesoscale dynamics at play. PV can be reduced from a surface layer 

through PV extraction when a destabilizing buoyancy flux is applied from the atmosphere. This 

convective activity can occur when wind blows in the direction of a frontal jet, such that dense 

water is advected over light, or when there is cooling (Taylor & Ferrari, 2010). PV can be 

injected into the surface ocean when a restratifying force is applied from the atmosphere, such as 

solar heating, precipitation, or up-front Ekman transport. Theoretically, PV is modified through 

atmospheric forcing or turbulence until it subducts into the interior of the ocean where it behaves 

Figure 2-9. Detailed depiction of the gateway in Transect B. The top left panel (a) is the 

temperature profile. The white arrows indicate vertical velocities derived from the Omega 

equation; note that the scale arrow gives a reference speed only for the vertical component of this 

ageostrophic circulation. The dashed pink and blue lines are regions that correspond to the pink 

and blue data points in the T-S diagram (d). The left middle panel (b) plots the components of 

PV near the surface (depth-averaged 10-15 m). The bottom-left panel (c) shows potential 

vorticity with indicators for SI similar to Figure 2-7. The white lines indicate isopycnals at 

intervals of 0.04 kg/m3. The right panel (d) illustrates Transect B in T-S space, with the gray dots 

indicating the full span of the transect. The black data points are a subset of the frontal region 

representing the ambient low salinity water, also indicated by the black dashed line in (a). The 

gold data points are a subset of the center of the coastally-upwelled filament (not shown but 

indicated by the gold arrow in (a) between 0-10 km). 
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like a conservative tracer (Thomas, 2005; Taylor & Ferrari, 2010). Following the PV flux scaling 

arguments presented in Thomas (2005), we explore the influence the atmosphere may have on 

the magnitudes of PV observed and the submesoscale dynamics. The PV flux due to surface 

buoyancy forcing, 𝐽𝐷  is expressed as 

𝐽𝐷 = 𝑓2
𝐵

𝐻
=

1

𝐻
𝑓 (𝑔𝛼

𝑄𝑛𝑒𝑡

𝜌𝑐𝑝
− 𝑔𝛽𝑆(𝐸 − 𝑃)) (2.6) 

where 𝐵 is the buoyancy flux due to surface forcing, 𝐻 is the MLD, 𝑔 is gravity, 𝛼 is the thermal 

expansion coefficient, 𝛽 is the haline contraction coefficient, 𝑄𝑛𝑒𝑡 is the diurnal heat flux, 𝜌 is 

the sea surface density, 𝑐𝑝 is the specific heat of seawater, 𝑆 is the sea surface salinity, 𝐸 is the 

evaporation rate, and 𝑃 is the precipitation rate. The PV flux due to wind or frictional forcing, 𝐽𝐹 , 

is expressed as 

𝐽𝐹 = 2.5|∇ℎ𝑏|𝑓2√
𝜏

𝜌
(2.7) 

𝜏 is the wind stress.  

Prior to and during the front crossing in Transect A, the atmosphere maintained a 

restratifying effect on the ocean boundary layer through diabatic heating, and theoretically 

injected PV into the ocean surface (𝐽𝐷 < 0). Throughout the survey of Transect B, the ocean 

boundary layer experienced convection due to atmospheric cooling (𝐽𝐷 > 0). The transects were 

distinct in that Transect A broadly presented higher values of stratification and integrated PV in 

the ocean boundary layer relative to Transect B. When the steepening region of the front 

(Transects C and D) was observed, it was subjected to cooling, which would extract PV (𝐽𝐷 > 0) 

from the surface and allow for convection within the interior. 𝐽𝐷  was generally O(10-17 m/s-5) 

during periods of diabatic heating and O(10-18 m/s-5) during periods of cooling, while the 𝐽𝐹  
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maintained values that were O(10-18 m/s-5) as shown in Figures 2-3 and 2-5. Because the winds 

originated from the south and southeast, the Ekman buoyancy flux would encourage the 

movement of the dense filament over the lighter waters, which would have a convective effect 

and extract PV from the ocean surface. 

 

2.5 Discussion 

These observations showcase the complexities that can occur in salinity-controlled frontal 

regions. These submesoscale processes have implications for the heat content and stratification 

of the ocean boundary layer in the Bay of Bengal. Above we have described the complexity of 

observed processes in the data, then calculated the propensity for various instabilities to be at 

play. Here we discuss connections between the calculations indicating instabilities and the more 

complicated reality. Both the observed behavior and the propensity for different instabilities and 

secondary circulations, vary considerably across the four sections shown here.  

On the broadest level, the frontal features shown here are all within a region of mesoscale 

confluence. As such, QG theory suggests that such a confluence should lead to an ageostrophic 

secondary circulation with downwelling/subduction of the dense filament. In the first two 

transects, the observed velocities share some of the large-scale confluence with the altimetry 

estimates (Figure 2-1). Inferred ageostrophic circulation suggested a downwelling of fluid 

through the gateway below the main front on the order of 5 meters a day (Figure 2-9). Given that 

Rossby numbers are O(1) here, the actual rate may have been stronger. Analysis of temperature 

and salinity profiles confirmed that there was a broad movement of filament water subducting 

into the wedge below the fresher near-surface water in Transects A and B. As that water 

subducted into the narrowing wedge, there is a trade-off of PV components, with increased 
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squashing and a compensating development of relative vorticity (Figure 2-6). On the whole, the 

water mass preserves its total low PV, extending from the surface down into the wedge. The 

evolving relative vorticity appeared to create the sort of submesoscale coherent vortex that has 

been observed in previous observational and numerical process studies (McWilliams, 1985; 

Spall, 1995; Bower et al., 1997; Serra et al., 2005; Thomas, 2008; Sarkar et al., 2016; Gula et al., 

2019). On the light side of the front, upwelling associated with the secondary circulation may 

have produced relatively higher PV near the surface (Figure 2-8, upper left).  

On smaller scales, dramatic stripes were visible most clearly as tilted temperature 

inversions in all transects (Figures 2-3, 2-5). Some facets of these tilted stripes were consistent 

with what one would expect for SI. For example, T-S analysis of the tilted features within the 

gateway in Transect B shows tongues of downwelling water interspersed with tongues of 

upwelling water from the base of the surface boundary layer (Figure 2-9).  For low values of the 

Rossby number, the tilted convection of SI moves along isopycnals, and hence is not easily 

visible in density (Bachman & Taylor, 2014). However, when there are significant spice 

gradients along isopycnals (as temperature here is largely passive), temperature can be a tracer of 

along-isopycnal movement. Furthermore, for non-small Rossby numbers, SI convection may 

cross isopycnals, with angles within some range of the frontal angle itself (Bachman & Taylor, 

2014). Here in Transect B, the temperature inversion stripes tilted in the same sense as the main 

front, with an angle in between the main front on top of the wedge to their east, and the more 

vertical isopycnals in the mixed layer to their west. Also consistent with theory, the vertical 

wavenumber of the features shown was nearly the full boundary layer, while the horizontal 

wavelength was roughly consistent with 𝑘/𝑚 ~ 𝑀2/𝑁2 (Bachman & Taylor, 2014). All four 

transects also showed sloping temperature inversions on the light side of the front, near the 



80 

eastern end of each section. These tended to have a shallower slope, paralleling the slope of tilted 

isopycnals in this region.  

There were some suggestions that the areas of observed sloping temperature inversions 

were adjacent to areas of negative PV, where the instability analysis indicated that SI should 

occur (Figure 2-7), though the correlation was not perfectly clear. For example, for the sloping 

features in Transect B at the start of the gateway, PV was not negative right at that location, but 

it was negative slightly further to the west. If we interpret these subsequent sections as partly 

evolution in time as the filament moves around this large-scale eddy, we can also consider the 

situation near the gateway ‘earlier’, in Transect A. There, PV is low, in part due to decreased 

stratification from night-time convection. Given that it takes SI a finite time (hours) to develop, 

the stripes observed in Transect B could be evidence of SI that was initiated between the times of 

Transects A and B (11 hours between gateway crossings). Or, it may be that this was a situation 

where viewing the evolution of the front as consisting of an isolated instability is insufficient. 

Instead, perhaps the combination of strong frontogenesis inducing convergence and negative PV 

broadens the criteria for an instability of this sort to develop. In other words, the ASC and SI 

tendencies could be working in concert here to initiate filament subduction and produce the 

detailed sloping substructure of down/upwelling observed. New numerical modeling of such a 

situation will be useful to disentangle these dynamics.  

In the second pair of transects, a developing submesoscale eddy (Figure 2-1) led to strong 

convergence and vorticity on even smaller scales. That submesoscale eddy could have arisen 

from a barotropic lateral shear instability (Gula et al., 2014; Munk et al., 2000) of the large 

mesoscale eddy currents; detailed analysis of that is beyond the scope of this work. We note that 

the convergence at the front became two times larger over the course of the survey. At the front, 
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warm water can be seen plunging at a rate of 5 meters in 4 hours between sections C and D. This 

waterfall of heat may have been a direct result of this submesoscale convergence on these short 

timescales (Barkan et al., 2019).  

The PV patterns in these second two transects also changed more generally. While both 

regions suggest the potential for (SI), Figure 2-8 demonstrates the contrast in spatial extent to 

which horizontal vorticity and lateral buoyancy gradients drive PV negative.  For Transect D, the 

tilting term of Equation 2.2 was large and extended expansively across the front and into the 

mixed layer compared to Transect B, where the term was smaller and only dictated PV near the 

surface.   

Though we have considered a range of instabilities and mechanisms, there are likely 

additional dynamical influences at play here which we do not have the observational temporal 

and spatial resolution to assess. For example, previous work has shown near-surface near-inertial 

oscillations to be prevalent in this region (Johnston et al., 2016; Adams et al., 2019). Some of the 

changing direction of observed currents along these four transects (Figure 2-1) may reflect 

rotating near-inertial currents, superimposed on mesoscale and sub-mesoscale motions. With the 

selected transects representing only 2.2 days of data and an inertial period of 1.8 days, it is 

difficult to detangle; hence we have not attempted to ‘remove’ the inertial signal. For most of the 

calculations discussed here, the most relevant features of velocity are the vorticity and 

convergence, which were dominated by gradients on much smaller scales than the scales given 

by a slow inertial rotation. However, inertial motions may play an important role in the tilting 

term of PV through strong inertial vertical shear acting on submesoscale lateral density gradients. 

Even if that shear reverses on an inertial timescale, instabilities like SI can develop in much 

shorter time periods (Thomas et al., 2016).   
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Furthermore, we did not consider the curvature of the large-scale eddy currents that 

advect this filament, which may be important. Including cyclogeostrophic terms in PV can be 

O(1) (Buckingham et al., 2021; MacKinnon et al., 2021). Additionally, parallel analyses on this 

dataset have shown that spatially-varying precipitation in this region enhanced the lateral 

buoyancy gradient— patchy rain is also frontogenetic.   

Some facets of these results are similar to both previous observational work and idealized 

modelling studies. Ramachandran and Tandon (2020) simulated temperature inversions that can 

be characterized by low stratification, low PV (O(10-10-10-9 s-3)), anticyclonic vorticity, lateral 

scales of O(1-10 km), vertical scales of O(10 m), and inversion magnitudes that reflect surface 

temperature variability, all attributes found in our observations. However, the vertical extent of 

the temperature inversions reflected the thickness of the pycnostads, whereas some inversions in 

our observations cross isopycnals (Figure 2-3). Other observations of temperature inversions 

show coherent structures that cross isopycnals, similar to our observations, but the lateral scales 

tend to be O(10-100 km), indicative of other formation processes (Adams et al., 2019; Shroyer et 

al., 2020; Jaeger et al., 2020). 

The simulations of Sarkar et al. (2016) also exhibited dynamics similar to what we 

observe, with weakly stratified, anticyclonic regions of low PV near the outcrop of a front and 

the formation of submesoscale coherent vortices. Temperature inversions were found to be 

generated through quasi-adiabatic subduction; the anticyclonic vorticity that develops is 

attributed to the tilting of vertical temperature gradients and vortex squashing, as evident in our 

observations. The submesoscale bolus we observe beneath the outcrop of the front in Transect A 

is characteristic of SCVs that develop with weakly stratified waters through surface convergence 

and the conservation of PV. 
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Surface cooling may have served as a catalyst for SI as convection disrupts patterns of 

stratification while simultaneously increasing shear. We observed heightened evidence of SI in 

Transect B during cooling, as the region where the criteria is met is broader and extends deeper 

than that of Transect A (Figures 2-3 and 2-7). Past observations have suggested that the barrier 

layer is shielded from atmospheric forcing, however, these profiles offer new insights of how 

barrier layers associated with 3-dimensional processes may be indirectly affected by atmospheric 

forcing (Thadathil et al., 2002; Sengupta et al., 2016). The gateway facilitates a link between a 

region that is directly impacted by atmospheric forcing and a region sequestered away from it. 

Perhaps not coincidentally, the barrier layer was less stratified overall during a period of cooling 

and convection compared to that of the barrier layer during a period of heating.   

In addition to the two-dimensional analysis above, features shown in this data may reflect 

lateral stirring of fully three-dimensional eddies and other instabilities. For example, some 

features here are reminiscent of the “submesoscale sheared eddy twist” introduced in Jaeger et al. 

(2020), where an eddy formed at the lateral boundary of the front twists a horizontal spice 

gradient, generating multiple coherent spice layers. On a broader scale, the thickness of the 

intermittent barrier layer may allow for more effective lateral stirring throughout this region. The 

Rossby radius of deformation in the barrier layer was approximately 2-4 km depending on the 

average stratification, whereas it was 1 km or less in the adjacent shallow and deep mixed layers. 

This is evident by the SCV formed and identified in Transect A, which was approximately 3 km 

wide. Collectively, the processes at which the barrier layer stirs and advects water masses within 

it has important implications for the stratification beneath salinity-controlled fronts and the 

overall heat content of the boundary layer. 
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2.6 Conclusion 

Our observations illustrate the evolution of a salinity-controlled dense filament adjacent 

to fresher water in the Bay of Bengal. On one side of the filament, the front was observed to 

undergo lateral restratification over hours to days. The restratification process created an 

intermittent barrier layer bounded by a discrete ‘gateway’, facilitated by what appear to be both 

SI and ASC acting in concert. The concept of the gateway illustrates a connection between the 

deep and shallow mixed layers at fronts with barrier layers, and the submesoscale dynamics and 

instabilities that are associated with it exemplify how heat and salt are vertically and laterally 

exchanged. Slightly later, the front was observed to steepen dramatically, as a result of 

submesoscale convergences. Those convergences led to plunging vertical velocities and 

downward heat transport.  

The Bay’s spiciness allows for surface heat within small-scale variability to be injected 

into the interior through submesoscale instabilities, thus creating temperature inversions and 

contributing to a warmer subsurface. These results continue to demonstrate the need for models 

to resolve O(1 km) thermohaline variability in order to accurately represent 3-dimensional 

processes in the Bay of Bengal. The frontal dynamics observed here not only modulate the heat 

content sub-surface and within barrier layers, but allow for the heat in small-scale variability to 

be sequestered from the surface, limiting the atmosphere’s access to this heat. It is likely that 

these features and processes are ubiquitous throughout the Bay because of its strong lateral 

surface variability due to significant freshwater influence. 
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Chapter 3 A SHIFTING MESOSCALE IN THE GULF OF MEXICO 

 

3.1 Introduction 

The Loop Current (LC) contributes significantly to the circulation of the Gulf of Mexico 

(GoM), and its behavior may be subject to change with a warming climate. Factors that impact 

the dynamics of the LC are known to exhibit trends attributed to climate change, but it is not yet 

certain how the LC and the dynamics that spur from it may be altered. Much of research on the 

LC still focuses on understanding the mechanisms that lead to its nonlinear behavior. The LC 

flows from the Yucatan Channel to the Florida Strait and periodically grows, increasing its 

surface area, intruding into the Gulf as far north as 28N and forming anticyclonic eddies as it 

turns eastward (Pichevin & Nof, 1997; Nof & Pichevin, 2001; Sheinbaum et al., 2002; Leben, 

2005; Rousset & Beal, 2010; Donohue et al., 2016a; Hamilton et al., 2016; Lugo-Fernández et 

al., 2016; Yang et al., 2020). These anticyclonic eddies, called Loop Current eddies (LCE), 

detach from the LC, most times with aid from cyclonic eddies called Loop Current frontal eddies 

(LCFE) squeezing the LC on its eastern and western sides (Hurlburt & Thompson, 1980; 

Hurlburt, 1986; Zavala-Hidalgo et al., 2002; Chérubin et al., 2006; Donohue et al., 2016a; 

Jouanno et al., 2016; Hiron et al., 2020). Once separated, LCEs have diameters O(100 km) and 

advect westward at about 2-5 km/day, transporting heat and nutrients throughout the basin as 

they decay until their dissipation on the western shelf. The LC then retracts just south of 24N, 

impending a repeat of this process that occurs every 3-17 months (Sturges& Leben, 2000; 

Hamilton et al., 2002; Leben, 2005; Donohue et al., 2016a; Hall & Leben, 2016; Lugo-Fernández 

et al., 2016; Gough et al., 2019; Justić et al., 2022; Meunier et al., 2024). 

The mechanisms that lead to these dynamics have puzzled scientists for decades, and 

while a dominant mechanism has not been identified, theories have been developed and 
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processes linked to LC behavior have been evident (Sheinbaum et al., 2016). The LC interacts 

with the topography of the Campeche Cape and the Mississippi Fan, constraining the flow and 

creating ideal conditions for instability (Hurlburt, 1986; Chérubin et al., 2006; Oey, 2008; Le 

Hénaff et al., 2012; Huang et al., 2013; Donohue et al., 2016b; Hamilton et al., 2016). Because 

the flow of the LC is northward, the current experiences the beta effect, which may affect the 

size and generation frequency of LCEs (Hurlburt & Thompson, 1980; Pichevin & Nof, 1997; 

Nof & Pichevin, 2001; Nof, 2005; Oey et al., 2005; Hénaff et al., 2012). A proposed theory 

suggests that the LC attempts to conserve momentum by shedding eddies as it enters and exits 

the basin (Pichevin & Nof, 1997; Nof & Pichevin, 2001; Nof, 2005). Conservation of potential 

vorticity is another mechanism that facilitates the shedding of eddies as the core of the LC 

introduces negative potential vorticity to the basin as it increases in surface area and is modified 

by the beta effect (Charney & Stern, 1962; Chérubin et al., 2006; Hénaff et al., 2012; Lugo-

Fernández et al., 2016). This creates a strong potential vorticity gradient across the LC at the 

surface and at depth, indicative of barotropic and baroclinic instability (Charney & Stern, 1962; 

Chérubin et al., 2006). The increase in negative potential vorticity is accompanied by an increase 

in available potential energy, that then fuels kinetic energy driven by barotropic and baroclinic 

instabilities throughout the entire water column (Charney & Stern, 1962; Hurlburt & Thompson, 

1980; Marshall et al., 2002; Chérubin et al., 2006; Donohue et al., 2016a; Hiron et al., 2020; 

Lugo-Fernández, 2023). The growth of both LCEs and LCFEs are fed from these processes 

(Hurlburt & Thompson, 1982; Hurlburt, 1986; Marshall et al., 2002; Chérubin et al., 2006; 

Jouanno et al., 2016; Hiron et al., 2020; Moreles et al., 2021). While these dynamics may have 

more of a direct impact on the eddy shedding process, patterns associated with these dynamics 

have also been observed. Prior to shedding events, the Yucatan Channel experiences 
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meridionally-propagating vorticity perturbations, a reduction in volume transport, and wind-

forced variations (Chang & Oey, 2012, 2013; Hamilton et al., 2016; Sheinbaum et al., 2016). 

Some of these effects are also said to determine the shedding period of LCEs (Lugo-Fernández et 

al., 2016). The dynamics that influence or accompany the behavior of the LC may be impacted 

as climate change alters the strength of currents, warms basin waters and raises sea level.  

One factor known to have a possible impact on the dynamics of the LC is the deceleration 

of the Atlantic Meridional Overturning Circulation (AMOC). With the AMOC slowing down, it 

is projected that the volume transport through the Yucatan Channel that feeds the LC will be 

reduced by at least 20% (Liu et al., 2012; Moreles et al., 2021; Wang et al., 2023). The changes 

in this flow could influence the available potential energy of the LC that facilitates the shedding 

of eddies (Moreles et al., 2021). Secondarily, sea level in the Gulf of Mexico has been detected 

to rise faster relative to the global mean, with rates as high as 8.4 mm/yr and an acceleration 

beginning in 2010 (Donoghue, 2011; Boon, 2012; Sallenger et al., 2012; Ezer et al., 2013; 

Dangendorf et al., 2017, 2023; Thirion et al., 2024). These increasing trends are accompanied by 

rises in sea surface temperature (SST), as it is estimated that the Gulf of Mexico has warmed by 

nearly 0.2ºC/decade, which is twice the warming rate of the global ocean (Li et al., 2022; Wang 

et al., 2023). Increases in SST may also feed into rises in sea level through sterodynamic effects 

and the thermal expansion of seawater (Dangendorf et al., 2023). The LC may expedite these 

growing trends as the eddies that shed from it transport mass and warm waters from the 

Caribbean Sea to the basin (Thirion et al., 2024). 

Some have considered the effects of climate variability and climate change on the 

physical activity of the basin. It has been suggested that eddy activity in the basin could be 

impacted by climate modes, such as the Southern Oscillation Index (ENSO or SOI) and the 
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North Atlantic Oscillation (NAO) (Zhu & Liang, 2022). In regards to climate change, there are 

contradicting views on the extent of eddy activity, as past observations have demonstrated small 

but significant decreasing trends in characteristics associated with eddy energetics, such as 

absolute vorticity and swirling strength (Li et al., 2022). Meanwhile, models have suggested that 

the frequency of eddy shedding would increase, enhancing activity in the western basin 

(Alexander et al., 2020; Moreles et al., 2021). The location of eddy separation may also be 

shifting. The analysis in Meunier et al. (2024) indicates that smaller LCEs tend to detach at 

higher latitudes and further to the west. Thirion et al. (2024) found that not only have LCEs been 

larger, but they have been released at relatively lower latitudes in the most recent decade. They 

were also inclined to be more energetic, have higher amplitudes and exhibit longer lifespans. A 

linear relationship has been demonstrated between the absolute dynamic topography and the 

diameter of LCEs, the larger the amplitude, the larger the eddy diameter (Meunier et al., 2024). 

With increases in sea level anomaly, could it be that a rise in sea level impacts the size of LCEs 

as noted in most recent observations? A longer record and more realizations in observations are 

necessary to establish more confidence in these trends, however, statistical significance with 

these observations and model projections may signify a developing pattern.  

Though we lack a complete understanding of LC dynamics and what governs the 

behavior, rising global temperatures may reveal key mechanisms if we observe evolving 

attributes. Here we observe and analyze satellite-derived products to explore the influence of 

climate variability on the dynamics and energetics of the GoM, then connect our findings to 

theories associated with the LC. This work is organized as follows: Section 3.2 will detail the 

satellite-derived products utilized in this work and calculations performed. Results will be 
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presented in Section 3.3. Section 3.4 discusses the results and Section 3.5 will summarize our 

findings. 

 

3.2 Methods and Data 

3.2.1 Satellite Derived Products and Reanalysis 

Finite Size Lyapunov Exponents (FSLE) can be useful in characterizing transport 

processes, identifying Lagrangian coherent structures, and quantifying the extent of stirring from 

the mesoscale and submesoscale (d’Ovidio et al., 2004). FSLEs are computed from the 

maximum eigenvalue of the Cauchy-Green strain tensor of the geostrophic velocity field 

obtained from satellite altimetry. FSLEs quantify the rate of separation between two neighboring 

particles over a finite distance (d’Ovidio et al., 2004; National Centre for Space Studies, 2018). 

This can be written as 

𝜆(𝐱, 𝑡, 𝛿𝑜 , 𝛿𝑓) =  
1

𝜏
log

𝛿𝑓

𝛿𝑜

(3.1) 

where 𝜆 is the Lyapunov exponent, 𝜏 is the time it takes for two particles with a separation 

distance of 𝑑𝑜 to reach a separation distance of 𝑑𝑓 (d’Ovidio et al., 2004). Large magnitudes of 

FSLEs indicate regions of intense stretching by mesoscale velocities (d’Ovidio et al., 2004; 

National Centre for Space Studies, 2018). For this study, we utilize delayed-time backward-

advection FSLEs derived from geostrophic velocities computed from absolute dynamic 

topography, which approximates attracting Lagrangian coherent structures and is submesoscale-

resolving (d’Ovidio et al., 2004; National Centre for Space Studies, 2018; E. U. Copernicus 

Marine Service Information, 2022). For all 𝜆, 𝜆 < 0, with decreasing values indicating stronger 

regions of strain. The spatial resolution of the grid is 0.04º × 0.04º, 𝑑𝑜 is 0.02º, and 𝑑𝑓 is 0.06º. 

Daily maps of the FSLE product from January 1994 to December 2021 were averaged annually 
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to remove seasonal variability and to characterize annual mesoscale activity (National Centre for 

Space Studies, 2018). Linear regression was performed on 28 years of annually averaged FSLE 

data to test the hypothesis that climate change may impact mesoscale stirring, and consequently, 

submesoscale activity. Significance was determined by the non-parametric Mann-Kendall Test at 

a 95% confidence level (Mann, 1945; Kendall, 1948). Because this test can have negative bias 

for relatively shorter datasets, a two-tailed t-test with a 95% confidence level was used to 

confirm significant results. 

Monthly sea level anomalies (SLA) provided by Copernicus Marine Service (CMEMS) 

were used to characterize mesoscale processes within the GoM (E.U. Copernicus Marine Service 

Information, 2022). This product merges the along-track measurements of multiple satellite 

altimeter missions and is processed by the Data Unification Altimeter Combination System 

(DUACS). The data has been corrected for high frequency variability from atmospheric forcing, 

long wavelength errors, tidal variability, and the TOPEX-A instrumental drift. The multi-year, 

altimeter-derived anomalies utilized in this study are suitable for long term trend analysis and are 

with reference to the mean sea surface height from 1993-2012 (E. U. Copernicus Marine Service 

Information, 2022). The monthly SLA were time-averaged from daily maps, have a grid 

resolution of 0.25º × 0.25º, and we select the time period from January 1994 to December 2020 

to complement the available surface property data. Because the trend due to glacial isostatic 

adjustment (GIA) in the GoM is low (< 0.8 mm/yr), we do not correct the SLA data for it 

(Peltier, 2004). 

To estimate surface density for this analysis, monthly sea surface temperature and salinity 

reanalysis data (GLORYS12v1) were also obtained from CMEMS (E. U. Copernicus Marine 

Service Information, 2023). The multi-year products have a spatial resolution of 0.083º × 0.083º 
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and a time period from January 1994 to December 2020 was selected for analysis (E. U. 

Copernicus Marine Service Information, 2023). 

3.2.2 Climate Index Data 

 Climate indices will be used to explore the relationship between the potential energy of 

the GoM and interannual climate variability associated with the North Atlantic Oscillation 

(NAO), the Pacific Decadal Oscillation (PDO), the Southern Oscillation (SOI), and ocean 

surface temperatures. All index data have been obtained from the National Centers for 

Environmental Information (NCEI) under the National Oceanic and Atmospheric Administration 

(NOAA). NAO is based on the difference in sea level pressure between the subtropical high and 

subpolar low. A strong positive (negative) phase is associated with relatively higher (lower) 

temperatures and precipitation over the eastern United States (National Centers for 

Environmental Information, 2024b). PDO is based on ocean temperature anomalies in the 

northeast and tropical Pacific Ocean. A positive (negative) phase in PDO is associated with cool 

(warm) ocean surface temperatures in the North Pacific and relatively lower (higher) sea level 

pressures (National Centers for Environmental Information, 2024c). Variations in PDO can have 

an effect on the precipitation levels along the Gulf Coast and southern United States (Kurtzman 

& Scanlon, 2007; Gershunov & Barnett, 1998). SOI, more commonly known as ‘El Nino’ and 

‘La Nina’, is based on sea level pressure differences between the western and eastern tropical 

Pacific Ocean. A positive (negative) phase in SOI is associated with anomalously colder 

(warmer) ocean temperatures in the eastern tropical Pacific (National Centers for Environmental 

Information, 2024d). The index record for ocean surface temperature is based on the extended 

reconstructed sea surface temperature dataset (ERSST) and the anomalies are computed with 
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respect to the average of the 20th century (National Centers for Environmental Information, 

2024a). All indices have a monthly temporal resolution. 

3.2.3 Characterizing Loop Current Eddies 

 This study includes a record of LCE separation dates originating from the EddyWatch 

Program of Horizon Marine, Inc. (Storie et al., 2023; EddyWatch Program, 2024). Of this record, 

separation dates of LC eddies that completely detached from the LC are included in our analysis. 

We excluded eddies that reattached to the LC or demonstrated no clear detachment in the SLA 

data, as we are interested in highlighting the retraction periods that follow shedding events. The 

surface area (SA) of the shed eddies were determined near the separation date by EddyScan, an 

eddy identification algorithm that uses SLA to detect user defined boundaries of eddies 

(Faghmous et al., 2012). Based on a histogram distribution, these eddies were classified into 

small (SA < 70,000 km2), medium (70,000 km2 < SA < 100,000 km2) and large (SA ≥ 100,000 

km2) sizes. 

3.2.4 Empirical Orthogonal Functions 

To gain insight into the spatial-temporal variability of SLA in the basin, we compute 

empirical orthogonal functions and their respective principal components using a Climate Data 

Toolbox (Greene et al., 2019). This decomposition can be expressed as 

𝐴(𝐱, 𝑡) = ∑ 𝐹𝑛(𝐱)𝑎𝑛(𝑡)

𝑁

𝑛=1

(3.2) 

where 𝐴 is detrended SLA varying in space and time, 𝐹𝑛(𝐱) are the spatial modes of the 

empirical orthogonal function and 𝑎𝑛(𝑡) are the time-varying principal components derived from 

a system of eigenvectors and eigenvalues. The covariance matrix, 𝑅, is obtained by 

𝑅 = 𝐴 ∗ 𝐴𝑇 (3.3) 
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which is then decomposed into eigenvectors and eigenvalues. The percent of the variance for 

each mode can be calculated by dividing the eigenvalues of the covariance matrix by the sum of 

the diagonal of the covariance matrix from SLA. 

3.2.5 Available Surface Potential Energy 

Because this analysis is limited to altimetry to understand the energetics of the Gulf of 

Mexico, we use available surface potential energy (ASPE) to describe the variability in LC 

potential energy. ASPE is defined as 

𝜒𝑠 =  
1

2
𝑔𝜌𝑜(𝜂 − 𝜂̅)2 (3.4) 

where 𝑔 is gravity, 𝜌𝑜 is the surface density, 𝜂 is the sea surface height, and 𝜂̅ is the local mean 

reference sea surface height (Huang et al., 2021). Though ASPE does not fully characterize the 

potential energy of the full water column, it may represent the potential energy associated with 

the barotropic mode. Anomalies in sea surface height are related to the slope of the thermocline, 

thus the existence of ASPE is indicative of the existence of available potential energy (Huang et 

al., 2021). To calculate the local mean reference sea surface height, a 2nd order Butterworth low 

pass filter with a cut off of ~300 km was used to smooth the mesoscale field. This corresponds to 

a 9-point average on an SLA grid with a spatial resolution of 0.25º × 0.25º and would provide an 

appropriately sized reference field for the potential energy of the LC and LCEs. 

3.2.6 Total Kinetic Energy 

Total kinetic energy (TKE) was computed to explore correlations with ASPE and to 

characterize the energetics in the western half of the Gulf of Mexico. TKE was derived from 

geostrophic velocities computed from monthly averaged SLA data. TKE is estimated as follows: 

𝑇𝐾𝐸 =  
1

2
(𝑢2 + 𝑣2) (3.5) 
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where 𝑢 = −
𝑔

𝑓

𝜕𝜂

𝜕𝑦
 and is the zonal geostrophic velocity component, 𝑣 =

𝑔

𝑓

𝜕𝜂

𝜕𝑥
 and is the 

meridional geostrophic velocity component, and 𝑓 is the Coriolis parameter. 

 

3.3 Results 

3.3.1 Time Series Regression on FSLEs 

Our regression analysis of FSLEs in the GoM presents two notable significant trends in 

coherent patches: An increasing trend near the western edge of the LC in its extended state and a 

decreasing trend along the continental shelves and slopes in the northern and western GoM 

(Figure 3-1(b)). Negative (positive) regression slopes indicate that the value of backward-

advection FSLEs are becoming more negative (positive), thus stronger (weaker). Both trends 

approach a magnitude of 0.001 day-1/yr. To put this value in perspective, if average values of 

FSLEs increased at this rate over the course of a decade, the average parcels of water would take 

an additional day to reach the same separation distance. While these trends may be descriptive of 

patterns in the average strength of mesoscale strain, much care must be taken in their 

interpretation as these patterns could also signify shifting behaviors in mesoscale stirring 

patterns. The following analyses attempt to investigate possible explanations for these significant 

trends. 

3.3.2 Investigating the Loop Current Region 

 The LC presents as a positive SLA with anticyclonic vorticity and is typically outlined by 

the 17 cm height contour (Leben, 2005; Hamilton et al., 2016). It exhibits two main modes of 

variability: the extended phase and the retracted phase (Figure 3-1(c) and (d)). Each mode can be 

associated with general patterns in SLA in the LC region and geostrophic velocities in the 

Yucatan Channel. During the retracted phase (Figure 3-1(d)), the northward flowing meridional 
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velocity through the Yucatan Channel is strongest and resides mainly on the eastern side of the 

channel. During the extended phase (Figure 3-1(c)), the northward flowing meridional velocity 

shifts to the western half of the Yucatan Channel and weakens prior to the shedding of a LCE 

(Abascal et al., 2003; Athié et al., 2015; Hamilton et al., 2016; Lugo-Fernández et al., 2016; 

Higuera-Parra et al., 2023, Laxenaire et al., 2023; Manta et al., 2023).  

We examined SLA and the meridional velocity throughout the region of the LC and the 

Yucatan Channel over the 27-year period and identified two key regions that highlight these 

Figure 3-1. Gulf of Mexico hydrography and regression analysis. (a) Basin average FSLE from 

1994-2021. (b) Time series regression analysis on FSLEs. Negative trends (blue) suggest 

increasing strength of FSLEs. Positive trends (red) suggest decreasing strength of FSLEs. White 

stiplings indicate non-significant trends on a 95% confidence level determined by the Mann-

Kendall Test. (c) Monthly averaged SST and geostrophic velocities for January 1998, 

representing the Loop current in its extended phase. (d) Monthly averaged SST and geostrophic 

velocities for February 1997, representing the Loop Current in its retracted phase. 
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familiar processes. Figure 3-2(b) and (c) displays Hövmoller diagrams of zonal SLA at 24N 

through the LC and meridional geostrophic velocity across 22N, respectively. On average, SLA 

became increasingly positive over time, and within the region of the LC (84W to 88W), the 

amplitudes became larger over time. The shedding of some LCEs can also be detected at this 

latitude as the 17 cm height contour encompassing a positive SLA drifts westward at 

approximately 2-5 km/day, as described in literature (Elliott, 1982; Vukovich & Crissman, 1986; 

Leben, 2005; Ohlmann & Niiler, 2005). The existence or parts of LCFEs can be identified by 

negative anomalies outlined in yellow, representing the -28 cm height contour (Hiron et al., 

2020). Some of these features occur after the shedding of a LCE, are stationary, and have 

durations ranging from a couple of months to nearly a year. These features tend be strongest and 

have relatively longer durations after the shedding of a large LCE. This coincides with the LC 

during the retraction phase, as strong northward-flowing meridional geostrophic velocity is 

detected at 22N and centered on 85W (eastern side of the Yucatan Channel). As the strong 

northward meridional velocities subside and shift westward, the strong cyclonic negative SLA 

vanishes. 

Earlier in the time series, this pattern of strong and long signals of negative SLA 

accompanied by strong and consistent meridional velocity on the eastern side of the Yucatan 

Channel is infrequent, and when it occurs, the durations are short. From 2010 on, this pattern 

becomes more frequent and the durations of each event last longer. A wavelet analysis (not 

shown) also indicates that there is an increased frequency of these events in the latter years of 

this time series and that the durations span from 9-11 months. As the frequency of these events 

increase over time, the frequency of eddy shedding decreases. 
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Empirical orthogonal functions were used to observe the dominant modes of spatial 

variability in SLA between two date ranges: 1994-2009 and 2010-2021. The first mode describes 

the LC during the extended phase, with a positive SLA in the LC region (Figure 3-3(c) and (d)). 

The second mode is representative of the LC during the retracted phase with a negative SLA in 

place of the extended LC. Figure 3-3(e) and (f) compares the second mode between the two date 

ranges. Compared to the cyclonic feature detected from 1994-2009, the cyclonic feature detected 

Figure 3-2. Hövmoller diagrams of monthly averaged altimetry-derived products. (a) 

Meridionally-integrated available surface potential energy (log-scaled) (b) Sea level anomaly 

(SLA) at 24N. The black contour indicates the 17 cm height contour and the yellow contour 

indicates the -28 cm height contour. (c) Meridional velocity at 22N. The gray horizontal lines 

across (a), (b), and (c) indicate the time of Loop Current Eddy shedding events. The white dots 

on the left of (a) indicate small eddies. The cyan dots indicate medium sized eddies. Red dots 

indicate large eddies. (d) Basin average FSLE from 1994-2021 with a yellow and blue line to 

indicate the locations of (b) and (c), respectively. (e) SLA at 24N and 86W as a function of 

ASPE and year. The gray triangle above (b) indicates 86W. 
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from 2010-2021 is broader and extends towards 28N and -90W. The mode associated with 1994-

2009 accounts for 12.6% of the variability within the 16-year time period and the mode 

associated with 2010-2021 accounts for 15.2% of the variability within the 11-year time period, 

demonstrating an increased frequency of this mode. Comparing the temporal average FSLE 

Figure 3-3. Average FSLEs and empirical orthogonal functions for the date ranges 1994-2009 

and 2010-2021. (a) and (b) are time-averaged FSLEs between the two date ranges. The blue 

contour indicates the 2nd mode EOF at -0.05. (c) and (d) are 1st mode EOFs for the two date 

ranges and represent the Loop Current extended phase. (e) and (f) are the 2nd mode EOFs for the 

two date ranges and represent the Loop Current retracted phase. 
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within these two periods (Figure 3-3(a) and (b)), there appears to be a “break” in the LC for the 

2010-2021 time period. This break occurs where the cyclonic feature extends northwestward and 

perhaps not coincidentally, where the increasing trend for FSLEs was detected. These analyses 

suggest that the increasing trend in FSLEs near the LC may be attributed to longer retraction 

periods and a disruption in the average flow pattern caused by large, northwestward-extended 

cyclonic eddies. 

3.3.3 Investigating the Shelves 

Though the decreasing FSLE trend on the shelves indicates an increase in the strength of 

mesoscale stirring and strain, it is still consistent with modeling literature that projects the eddy 

kinetic energy of the Gulf of Mexico to increase (Alexander et al., 2020; Moreles et al., 2021). 

The eddy kinetic energy in the central- and south-western basin is driven primarily by LCEs, 

with supporting or opposing influences from wind and buoyancy forcing (Martínez-López & 

Parés-Sierra, 1998; Teague et al., 2013; Luo et al., 2016; Barkan et al., 2017; Bracco et al., 2019; 

Justić et al., 2022; Olvera-Prado et al., 2024). The previous section also suggests that the 

frequency of eddy shedding may decrease with the dynamics associated with the retracted phase. 

With less eddies shed and advected to the west, what would drive mesoscale stirring to increase?  

The available potential energy of the LC and its eddies is released through barotropic and 

baroclinic instabilities and transferred to kinetic energy, which then influences the energetics of 

the western basin. To investigate the barotropic component of the available potential energy, we 

observed the meridionally integrated ASPE in the LC region over time (Figure 3-2(a)). It is 

evident that the latter half of the time series has more ASPE correlating with the larger, positive 

amplitudes in SLA. Integrating ASPE from 22N to 28N and 84W to 88W, we isolated the ASPE 

associated with the LC during the extended phase (ASPELC). Because some of this energy is 
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associated with the large cyclonic features in the LC region, and assuming that the energy that 

advects westward is associated with only positive SLA, we excluded values of ASPELC that were 

associated with negative SLA. These values are compared to the TKE of the western basin 

integrated between 92W and 97W (TKEW) in Figure 3-4(a). There appears to be three phases 

over this 27-year record, with the first phase occurring from January 1994 to December 2002. 

During this phase, ASPELC and TKEW are moderately correlated with a 3-month lag and a 

correlation value of 0.58 (p < 0.05). During the second phase from January 2003 to December 

2009, ASPELC and TKEW are strongly negatively correlated with no lag and a correlation value 

of -0.80 (p < 0.05). During the last phase from January 2010 to December 2021, ASPELC and 

TKEW are strongly correlated with a correlation value of 0.76 (p < 0.05). While the overall trend 

of the time series for both ASPELC and TKEW were significant and positive, the trend associated 

with 2010-2021 was doubled for ASPELC and increased by nearly a factor of 6 for TKEW. The 

trend associated with TKEW was also comparable to the average FSLE trend in the western 

region, linking the FSLE trend to the ASPE of the LC. These analyses suggest that the increased 

strength of mesoscale stirring in the western basin may be related to increases in potential energy 

within the LC. 

3.3.4 Intra- and Interannual Climate Variability 

Because the potential energy associated with the LC has implications for the energetics 

throughout the GoM, we assess the relationship between LC dynamics with intra- and 

interannual variability. To extract intra-annual amplitudes of ASPELC, sinusoids with an annual 

frequency were fit to the integrated quantity (Figure 3-4(c)). The amplitudes of the fits 

demonstrated a significant increasing trend over time of approximately 1.6 kJ/m2/yr based on 

linear regression. For interannual variability, there were moderate but significant correlations 
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between the time variability in ASPELC and global climate indices (SOI, NAO, and PDO). Over 

the entire time series, the correlations associated with SOI (Figure 3-4(b)) and PDO (not shown) 

were relatively higher with R-values of -0.45 and 0.41 (p < 0.05), respectively. With NAO, the 

R-value was 0.25 (p < 0.05) (not shown). Figure 3-4(a) indicates moderate correlations between 

Figure 3-4. Energetic parameters with interannual climate variability indicators. (a) Loop 

Current ASPE (ASPELC) and TKE of the western basin (TKEW) with the global ocean 

temperature index (normalized). The gray vertical dotted lines indicate the shifts between the 

different correlation phases. The black, red, and blue dashed lines from 2010-2021 indicate the 

regression trends of the global ocean temperature index, ASPELC, and TKEW respectively. The 

shaded regions represent the 95% confidence intervals. (b) Detrended and normalized ASPELC 

compared to the Southern Oscillation Index (SOI). (c) Intra-annual amplitudes of Loop Current 

ASPE. The black dashed line indicates the regression line and the shaded region represents the 

95% confidence intervals. 
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ASPELC and the global ocean temperature index, with a correlation value of 0.57 (p < 0.05) over 

the entire time series. 

 

3.4 Discussion 

Observing trends in Lagrangian tools may highlight shifts in behaviors of dynamical 

features, and in our case, indicate disruptions in the mean flow patterns of the LC and its 

associated cyclonic eddies on time scales O(1-10 yrs). Although the LC behaves as a nonlinear 

oscillator (Lugo-Fernández, 2007) and it is difficult to predict its phases, patterns in the behavior 

have still been identified and our analysis reveals recent deviations. The increasing trend in 

FSLEs near the extended LC reflects the increasing presence of strong and elongated cyclonic 

eddies. These eddies have emerged from LCFEs and have been documented to block the 

intrusion of the Loop Current into the Gulf (Zavala-Hidalgo et al., 2002, 2006; Higuera-Parra et 

al., 2023). The cyclonic eddies have ASPE values that are at least one order of magnitude higher 

than the ASPE values associated with the extended LC (Figure 3-2(e)), but for all large cyclonic 

features detected in this time series, SLA and ASPE remain relatively constant. It is the 

frequency of these features that changes.  

There are a few factors that may contribute to the frequency and duration of the large 

cyclonic eddies that are subject to intra- and interannual climate variability. While retracted, the 

LC may leak mass into the cyclonic flow, and variability with transport through the Yucatan 

Channel may govern the extent of this enhancement (Zavala-Hidalgo et al., 2006). This transport 

may also be influenced by SOI and NAO (Lugo-Fernández, 2007). Because these cyclonic 

features result from the merging of LCFEs, the generation frequency and energy levels of LCFEs 

may be increasing. LCFEs obtain their energy through an inverse energy cascade from the 
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surrounding submesoscale field, which is intensified seasonally from riverine influx (Luo et al., 

2016; Barkan et al., 2017; Hiron et al., 2020; Justić et al., 2022). With variability in precipitation 

increasing and freshwater influx through the Mississippi River anticipated to increase by up to 

60% within this century, lateral buoyancy gradients may increase and drive this inverse energy 

cascade, especially during summer (Morey et al., 2003; Luo et al., 2016; Barkan et al., 2017; 

Day et al., 2019; Justić et al., 2022; Snedden et al., 2023). LCFEs are the most energetic when 

LC eddies shed, and with higher levels of kinetic energy, LCFEs have stronger SLAs and larger 

areas (Hiron et al., 2020). Lastly, the deacceleration of the AMOC may reduce and weaken the 

transport of the LC, and this may allow the highly energetic cyclonic feature to suppress the 

current for longer durations and inhibit the current from extending into the basin (Liu et al., 

2012; Ezer et al., 2013; Moreles et al., 2021). 

While our results suggest that the LC experiences longer retracted phases in more recent 

years with the prolonged presence of the large cyclonic eddies, it seems to contradict the result 

that mesoscale stirring highlighted by FSLEs appear to increase in the western basin. Further 

analysis into the relationship between ASPELC and TKEW reveals periodic shifts between 

positive and negative correlations (Figure 3-4(a)). This calls to question other factors that 

influence the kinetic energy of the western basin and their relative contributions between these 

shifts. The eddy kinetic energy of the western GoM is influenced by freshwater forcing near the 

northern shelf, mesoscale stirring by LCEs in the central and south basin with cross-shelf 

exchange in the north, and wind forcing all throughout (Martínez-López & Parés-Sierra, 1998; 

Sutyrin et al., 2003; Vazquez de la Cerda et al., 2005; Vinogradova & Nechaev, 2006; Teague et 

al., 2013; Luo et al., 2016; Bracco et al., 2019; Gough et al., 2019; Guerrero et al., 2020; Yang et 

al., 2021; Justić et al., 2022; Olvera-Prado et al., 2023, 2024). Contributions from buoyancy 
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forcing generated by riverine influx demonstrate seasonal variability, and primarily influence 

energetics of the northern basin (Luo et al., 2016; Barkan et al., 2017; Bracco et al., 2019; Gough 

et al., 2019; Yang et al., 2021). Since we focus on longer time scales, the kinetic energy was 

meridionally integrated over the entire basin, and our regression analyses evaluate parameters 

that were annually averaged or smoothed to remove seasonal variability, we will assume that 

freshwater forcing does not contribute significantly to the variability of TKEW. Model 

simulations of Olvera-Prado et al. (2024) suggest that the contributions due to wind are 

influential, yet smaller than the contributions from LCEs. LCEs remain, and two aspects of LCEs 

have been identified to support our hypothesis on these shifts: eddy shedding frequency and 

available potential energy. 

For 1994-2002 (positive correlation between ASPELC and TKEW), the average shedding 

periods are relatively longer, as demonstrated in literature and Figure 3-5 (Vukovich, 2012; 

Lindo-Atichati et al., 2013). The error bars for the average shedding periods, are large, signaling 

more variability. Positive values of SLA and ASPE are lower compared to the rest of the record 

(Figure 3-2). For 2003-2009 (negative correlation), the average shedding periods begin to drop to 

approximately 6 months with less variability (Figure 3-5). Vukovich (2012) and Lindo-Atichati 

et al. (2013) also reflect this shift, while suggesting that the increased frequency of shed eddies is 

attributed to a higher average SLA. After 2010 (positive correlation), our results indicate an 

increase in average shedding period and higher values in SLA and ASPE. This contradicts 

previous thought that higher average SLA could increase the frequency of shed eddies (Lindo-

Atichati et al., 2013; Alexander et al., 2020; Moreles et al., 2021). Our analyses instead suggest 

that while the frequency of shed eddies may decrease as a result of the suppression of the Loop 

Current by large cyclonic eddies, the increases in SLA still lead to increases in TKEW. Though 
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there are less eddies in more recent years, on average, these eddies carry more energy to the 

western GoM. On longer times scales (O(1 yr)), the eddy shedding frequency may overshadow 

the effect of LCE available potential energy on the kinetic energy of the western GoM. The 

positive correlations between ASPELC and TKEW indicate that available potential energy is the 

main driver of TKEW, until increases in the frequency of LCE shedding contributes more to the 

energetics. 

Because we have determined that the available potential energy associated with the LC 

may be the main driver of TKEW, intra-annual variability in ASPE may reflect the kinetic energy 

of the western basin on shorter time scales (< O(1 yr)). It is known that LCEs have a tendency to 

be shed during certain seasons, though not absolute (Chang & Oey, 2012; Hall & Leben, 2016; 

Limer et al., 2020; Zhu & Liang, 2022); and with seasonal buoyancy forcing from riverine 

influx, the kinetic energy of the western basin may be higher at certain times of year (Luo et al., 

2016; Barkan et al., 2017; Bracco et al., 2019; Gough et al., 2019; Justić et al., 2022). Our results 

Figure 3-5. Five year running averages of Loop Current eddy shedding periods. Error bars 

represent standard error at the 95% confidence level. 
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indicate that the amplitudes of the intra-annual variability of ASPE are increasing over time 

(Figure 3-4(c)). Quantifying the impact of this on the eddy kinetic energy of the western basin is 

outside the scope of this work, however, it will be important to note this trend in these 

amplitudes and understand the impact of this variability in our changing climate.  

Moderate correlations between ASPE and interannual variability may reflect 

relationships between these climate modes of variability and the variability of the LC, 

fluctuations in wind and transport at the Yucatan Channel, surface temperatures, SLA 

differences, and submesoscale activity through riverine influx (Alexander & Scott, 2002; 

Kennedy et al., 2007; Kurtzman & Scanlon, 2007; Lugo-Fernández, 2007; Ezer, 2022; Snedden, 

2023). For example, wetter years (NAO positive anomalies, SOI negative anomalies) would lead 

to stronger riverine influx, which may encourage the formation of cyclones through the inverse 

energy cascade and encourage the formation of LCFEs. The moderate-strong correlation between 

ASPELC and global ocean temperatures suggests potential influence of a warming climate on 

these processes. Increases in SST, and through steric height, SLA would lead to increases in 

ASPE of the LC, therefore increases in kinetic energy of the western basin. This argument is 

consistent with previous projections that the kinetic energy in the Gulf of Mexico would increase 

with climate change (Alexander et al., 2020; Moreles et al., 2021), but also proposes that the 

frequency of eddy shedding may not be responsible for the rise.  

Figure 3-6 summarizes the relationships discussed above through a proposed causal 

chain. Though multiple factors rooting from climate change may impact the processes 

investigated here, we focus on increases in SST, sea level rise, and the deceleration of the 

AMOC. Our observational analysis provides evidence that suggests the influence of these factors 

on mesoscale stirring patterns. Without increases in sea level, which can be exacerbated by 
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increases in SST, the potential energy associated with the LC may primarily reflect interannual 

climate modes of variability on longer time scales, and result in kinetic energy levels with similar 

patterns in the western basin. Significant trends in FSLEs may not be detectable with this 

variability. The cyclonic eddies may exhibit the smaller spatial structure in Figure 3-3(e) without 

increases in SLA, and the “break” in the mean stirring pattern would not exist. If the LC did not 

experience a weakened transport by the deceleration of the AMOC, then the LC would have 

more momentum to overcome opposing forces exerted by the large cyclonic eddies. The duration 

of LC retracted and extended phases and eddy shedding frequency would still vary, but 

potentially without notable trends. It is important to acknowledge that these results, including the 

Figure 3-6. Proposed causal chain for shifts in GoM mesoscale stirring patterns. 
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FSLE regression analysis, are based on short time series (27-28 years) and are not long enough 

to fully resolve interannual climate variability or assess relationships to climate change. 

However, the moderate-strong correlations and significant trends found within this data are 

worthy of attention and could prompt further study and monitoring as records extend. 

With less frequent shedding of LC eddies and stronger mesoscale stirring, there is a level 

of unpredictability as it pertains to the eddy-driven circulation patterns of the Gulf. LCEs carry 

pockets of heat and salt from the Caribbean Sea into the GoM. Our results imply that although 

these pockets of heat and salt may be delivered less frequently, when they are advected through 

the basin, stronger stirring may result in a more effective dissipation of these properties into the 

interior and across the continental shelves (Teague et al., 2013). This may also impact the 

interactions between the ocean and atmosphere. Heat from these eddies supply energy to 

hurricanes and influence atmospheric circulation (Putrasahan et al., 2017; Zhu et al., 2022). 

When LC eddies are present, these processes may be more intense, however the frequency of 

these events are uncertain. Additionally, biological processes could be impacted by a shift in 

these dynamics. LCEs can serve as a predictor for the dispersal potential of coral and fish larvae, 

as larvae can become trapped and transported in regions of convergence and strain (Bracco et al., 

2019; Limer et al., 2020). Less frequent stirring could limit dispersal during spawning periods, 

however, stronger stirring when eddies are present could disperse larvae at further distances. 

 

3.5 Conclusion 

The circulation in the Gulf of Mexico depends largely on the dynamics of the Loop 

Current. With increases in SST, sea level rise, and a decelerating AMOC, consequent changes to 

the dynamics in this region continue to be explored. Through time series regression analysis of 
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finite size Lyapunov exponents, we find that the average strength of mesoscale stirring decreases 

near the Loop Current and increases along continental shelves and slopes, particularly in the 

western basin. The trends near the LC may be attributed to shifts in average flow patterns, an 

increased presence of large cyclonic eddies, and prolonged LC retraction phases. Highly 

energetic, large cyclonic eddies may block the intrusion of the LC, thought to be weakened by 

the deceleration of the AMOC, and decrease LC eddy shedding frequency. The trends along the 

continental shelves and slopes in the western Gulf indicate increases in kinetic energy that may 

be associated with increases in SLA and the availability potential energy of the LC. Some of 

these dynamics may be influenced by intra- and interannual climate variability, and a longer data 

record can establish more confidence in the trends observed here. These results have implications 

for circulation by Loop Current eddies throughout the basin, impacting the exchanges of heat and 

salt, air-sea interactions, and biological processes. 
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APPENDICES 

Appendix A: Mixed Layer Salinity Budget 

A mixed layer salinity budget was performed in an attempt to characterize some of the 

dynamics observed in the WW profiles as shown in Figure 1-3. This estimation is originally 

derived from a surface mixed layer heat balance equation which describes the time rate of 

change of salinity within the mixed layer due to surface freshwater fluxes, advection, turbulent 

fluxes, shear eddy fluxes, and entrainment (Cronin & McPhaden, 1998). Because of the lack of 

measurements with the capability to calculate some of these fluxes, the equation has been 

modified to estimate the change in mixed layer salinity with the acquired measurements. This 

estimation is expressed as: 

𝜕𝑆𝑎

𝜕𝑡
=  

1

𝐻
𝑆𝑜(𝐸 − 𝑃) + 𝑅 (𝐴1) 

where 
𝜕𝑆𝑎

𝜕𝑡
 is the time derivative of the average salinity within the mixed layer, 𝐻 is the mixed 

layer depth, 𝑆𝑜 is the sea surface salinity, 𝐸 is evaporation, 𝑃 is precipitation, and 𝑅 represents 

advection, turbulent fluxes and entrainment as residual processes and error estimates. The mixed 

layer depth (MLD) was estimated as the depth where the density is 0.1 kg/m3 greater than the 

nearest observed surface density (Chi et al., 2021).   

 

Appendix B: Idealized Profile Parameters 

Variables to generate the idealized stratification profiles for GOTM model initializations 

from Equation 1.1 are displayed in Table B1. 

 



112 

Supplemental Table B1. GOTM idealized stratification profile parameters. Units are as follows: 

SST [ºC], SSS [psu], N [s-2], z [m], 𝜀 [m], and 𝛿 [m]. 

Profile SST SSS NML zML 𝜺ML 𝜹ML z1 

Deep ML 28 34 0.0001 -50 -5 15 -80 

Shallow ML 29 33.5 0.0001 -15 -4 35 -75 

 

 

Appendix C: Time Series of Surface Forcing for GOTM 

Figure C1 depicts the surface forcing for the GOTM 1-D model two-box simulations for 

Case I, Case II, and the control. The heat fluxes remained the same in all simulations while the 

precipitation rate and wind speed varied depending on the scenario. Qnet is net-zero over the 

course of 24 hours. 

 

Appendix D: Definition of Turner Angle 

To expand the parameter space in considering other compensations in surface lateral 

thermohaline variability, Turner angle was used to define the bounds for types of compensations. 

Turner angle, 𝑇𝑢, is defined as 

𝑇𝑢 =  tan−1 (𝛼
𝜕𝑇

𝜕𝑥
− 𝛽

𝜕𝑆

𝜕𝑥
, 𝛼

𝜕𝑇

𝜕𝑥
+ 𝛽

𝜕𝑆

𝜕𝑥
) (𝐷1) 

 

where 𝛼 is the thermal expansion coefficient, 𝛽 is the haline contraction coefficient, and the 

gradients in 𝑇 and 𝑆 represent temperature and salinity lateral gradients across a front 

(McDougall et al., 1988). Figure D1 illustrates a schematic for this concept. If -90º < 𝑇𝑢 < -45º, 

then salinity dominates the lateral changes in density, and the gradient is compensated by 

temperature. If -45º < 𝑇𝑢 < 0º, then the front can also be described salinity-dominated, but a 

temperature gradient is augmenting the overall density gradient. If 0º < 𝑇𝑢 < 45º, the front is 

temperature-dominated, and a salinity gradient is augmenting the density gradient. And finally, if 
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45º < 𝑇𝑢 < 90º, then the front is temperature-dominated and compensated by salinity (Ruddick, 

1983). At 𝑇𝑢 = 0º, temperature and salinity are equally contributing to a stable density gradient. 

At 𝑇𝑢 = -90º or 𝑇𝑢 = 90º, the front is fully compensated by both temperature and salinity, 

resulting in a density gradient of 0. For the purpose of this study, ‘reinforcing’ will refer to the 

shift of a surface lateral gradient towards 𝑇𝑢 = -45º, as precipitation reinforces salinity gradients. 

‘Compensating’ refers to a shift away from 𝑇𝑢 = -45º. These definitions contrast from traditional 

definitions as reinforcing is typically recognized as a shift towards 𝑇𝑢 = 0º. 

 

 

 

Supplemental Figure C1. Surface forcing for Case I, II, and the control. The top panel describes 

three precipitation rates and the evaporation rate. The middle panel describes the net, shortwave, 

longwave, sensible and latent heat fluxes. The last panel describes the wind parameter in both 

speed and stress. 
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Supplemental Figure D1. Turner angle schematic with a corresponding diagram in T-S space. 

The red curved arrow indicates the direction of reinforcement and traditionally, is clockwise 

from 𝑇𝑢 = -90º to 𝑇𝑢 = 0º or counterclockwise from 𝑇𝑢 = 90º to 𝑇𝑢 = 0º. The dashed part of the 

red curved line signifies reinforcement towards salinity gradients. The blue curved arrow 

indicates the direction of compensation and is clockwise from 𝑇𝑢 = 0º to 𝑇𝑢 = 90º and 

counterclockwise from 𝑇𝑢 = 0º to 𝑇𝑢 = -90º. The dashed part of the blue curved line signifies 

compensation away from salinity gradients. The gray circles centered with ‘L’ and ‘D’ represent 

the light and dense side of a density gradient, respectively. 
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