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As the world becomes increasingly digitized, the demand for advanced 3D scene

understanding has expanded beyond academic research into practical applications such

as virtual reality (VR), augmented reality (AR), autonomous robotics, urban planning,

and entertainment industries like gaming and film. The central aim of this dissertation is

to push the boundaries of how we capture, interpret, and generate these large-scale 3D

scenes, advancing both theoretical understanding and practical implementations.

Our key contributions include a novel framework, NeRFusion, for fast and scalable

radiance field reconstruction, specifically designed for large indoor environments. By

utilizing recurrent neural networks and sparse voxel grids, this framework achieves a
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balance between geometric accuracy and photorealism, significantly improving efficiency

over traditional methods. Additionally, this dissertation introduces “nerflets”, an innovative

3D scene representation that breaks down complex scenes into smaller, interpretable

radiance fields. This allows for more efficient storage and enhanced semantic understanding,

enabling advanced tasks like 3D panoptic segmentation and interactive scene editing. The

dissertation also proposes the ConDense pre-training scheme, which unifies 2D and 3D

feature learning. Through a ray-marching process inspired by Neural Radiance Fields

(NeRF), ConDense ensures consistent 2D-3D feature alignment during pre-training,

improving performance across various downstream tasks, such as 2D and 3D classification

and segmentation tasks, and cross-modality scene query and retrieval. Finally, the

dissertation briefly touches on a novel methodology for generating 3D scenes by combining

2D diffusion models with 3D implicit scene representations, highlighting a promising

direction for further study in the field.

The research pushes the boundaries of 3D scene capturing, understanding, and

generation, offering solutions that are both practical and theoretically significant. These

innovations not only advance the field but also provide valuable tools for industries reliant

on high-fidelity 3D environments, paving the way for more intelligent, interactive digital

worlds.
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Chapter 1

Introduction

1.1 Learning to Capture, Understand, and Gener-
ate Large-Scale 3D Scenes

The ability to capture, understand, and generate large-scale 3D scenes is a critical

capability at the intersection of computer vision, robotics, and computer graphics. As the

world becomes increasingly digitized, the demand for advanced 3D scene understanding

has expanded beyond academic research into practical applications such as virtual reality

(VR), augmented reality (AR), autonomous robotics, urban planning, and entertainment

industries like gaming and film. The central aim of this dissertation is to push the

boundaries of how we capture, interpret, and generate these large-scale 3D scenes, advancing

both theoretical understanding and practical implementations.

In recent years, 3D scene understanding has evolved from simple geometric re-

construction to more complex tasks that require a deep comprehension of the scene’s

semantics, dynamics, and interrelationships between objects. These advancements are

crucial for applications that demand not just a static snapshot of an environment but

a rich, interactive model that can be manipulated, explored, and analyzed in real-time.

For instance, in autonomous driving, the ability of a vehicle to perceive its surroundings

accurately, including recognizing and predicting the movement of objects within the scene,

directly impacts its safety and efficiency. Similarly, in VR/AR, the generation of realistic
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and interactive environments hinges on the accurate reconstruction and understanding of

3D spaces.

The motivation behind this dissertation stems from the limitations of existing

methods in dealing with large-scale 3D environments, which are often characterized by

their complexity, diversity, and the need for real-time processing. Traditional methods,

while effective in controlled settings or with limited scope, struggle with scalability,

efficiency, and generalization. This work seeks to address these challenges by introducing

novel methodologies that leverage the latest advances in deep learning, neural rendering,

and multi-modal data fusion to improve the capture, understanding, and generation of

large-scale 3D scenes.

1.2 Challenges in Large-Scale 3D Scene Capturing
and Understanding

Understanding large-scale 3D scenes poses a multitude of challenges that arise from

the inherent complexity of the environments, the vast amounts of data involved, and the

need for high levels of accuracy and efficiency in processing. These challenges can be

broadly categorized into three main areas: data acquisition and processing, representation

and storage, and semantic understanding and interaction.

1.2.1 Data Acquisition and Processing

The first major challenge lies in the acquisition of 3D data, which must capture

the intricate details of large and complex environments. Traditional methods rely on

RGB-D cameras, LiDAR, or multi-view stereo techniques, each with its own limitations.

RGB-D sensors, while capable of capturing depth information alongside color, are often

limited in range and resolution, leading to incomplete or noisy data. LiDAR provides

high-resolution point clouds but is expensive and generates enormous datasets that are

challenging to process in real-time. Multi-view stereo techniques, on the other hand,
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require a large number of images and careful calibration, making them impractical for

dynamic or large-scale scenes.

Moreover, processing this data to create a coherent 3D representation involves

significant computational resources. Techniques such as volumetric fusion and point

cloud processing need to handle the large volume of data efficiently while maintaining

accuracy. Errors in data acquisition, such as occlusions or varying lighting conditions,

further complicate the processing pipeline, often requiring sophisticated algorithms to fill

in missing information or correct for inconsistencies.

1.2.2 Representation and Storage

Once the data is acquired, representing it in a form that is both compact and

capable of supporting various downstream tasks is another significant challenge. Traditional

representations like voxel grids or mesh models, while straightforward, suffer from scalability

issues as the resolution of the scene increases. High-resolution voxel grids, for example,

require enormous amounts of memory, making them impractical for large-scale scenes.

Mesh models, although more efficient in terms of memory usage, struggle with representing

complex geometries and dynamic scenes.

Recently, neural representations have emerged as a promising alternative. Methods

such as Neural Radiance Fields (NeRF) have shown remarkable success in generating

photorealistic images from sparse 2D views by encoding the scene within a neural network.

However, these methods are computationally intensive and typically require optimization

for each individual scene, limiting their applicability to real-time or large-scale scenarios.

Furthermore, they often lack the ability to represent scene semantics, which is crucial for

tasks such as object recognition, segmentation, and interaction.
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1.2.3 Semantic Understanding and Interaction

Beyond geometric reconstruction, a deeper understanding of the scene’s semantics is

essential for enabling intelligent interaction with the environment. Semantic understanding

involves recognizing and classifying objects within the scene, understanding their spatial

relationships, and interpreting the scene’s overall structure. This level of understanding is

necessary for a wide range of applications, from autonomous navigation and manipulation

in robotics to interactive editing and augmentation in AR/VR.

The challenge here is twofold. First, existing methods often require extensive

labeled 3D datasets for training, which are expensive and time-consuming to acquire.

Second, even with sufficient data, achieving real-time performance while maintaining high

accuracy remains a significant hurdle. Many state-of-the-art methods are either too slow

for practical use or lack the robustness needed to handle the diversity and variability

present in real-world scenes.

1.3 Overview of Techniques and Contributions

This dissertation addresses these challenges by introducing several novel techniques

designed to enhance the capture, understanding, and generation of large-scale 3D scenes.

The following sections outline the key contributions of this work, each aimed at overcoming

specific limitations in the current state of the art.

1.3.1 Fast and Scalable Radiance Field Reconstruction for
Indoor Scenes

One of the central contributions of this dissertation is the development of a fast and

scalable framework for radiance field reconstruction, specifically tailored for large-scale

indoor scenes. Traditional reconstruction methods, such as Truncated Signed Distance

Function (TSDF) fusion, focus primarily on geometry and are limited in their ability

to produce realistic visualizations. On the other hand, neural rendering techniques like
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NeRF offer photorealistic results but are computationally prohibitive and typically require

per-scene optimization, making them unsuitable for large-scale or real-time applications.

This dissertation introduces a novel approach that leverages recurrent neural

networks (RNNs) to incrementally build a sparse radiance field from a sequence of RGB

images. By utilizing sparse voxel grids and tri-linearly interpolated neural features,

the proposed method achieves a balance between geometric accuracy and photorealism,

while significantly reducing the computational overhead. Unlike previous methods that

optimize a global neural network for each scene, this approach generalizes across different

scenes, making it more practical for applications that require quick adaptation to new

environments.

1.3.2 Compact and Efficient 3D Scene Representation with
Local Radiance Fields

Another major contribution is the introduction of "nerflets," a novel representation

that offers a more compact and interpretable way to encode large-scale 3D scenes. Nerflets

combine the strengths of local neural fields with a structured and irregular representation,

enabling efficient scene decomposition into meaningful components. This method not only

improves the efficiency of storage and manipulation but also enhances the interpretability

of the scene, facilitating tasks such as 3D panoptic segmentation, novel view synthesis,

and interactive editing.

Unlike traditional neural rendering approaches that rely on global MLP networks,

nerflets allow for a localized and structured representation that can be jointly optimized

from 2D images. This results in a comprehensive 3D decomposition that captures not just

the appearance and geometry of the scene, but also its semantics and object instances.

The compactness and efficiency of this representation make it particularly suitable for

applications where real-time performance and scalability are crucial.
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1.3.3 Large-Scale Consistent 2D-3D Pre-Training with Dense
and Sparse Features

The third contribution of this dissertation is the development of ConDense, a

novel pre-training scheme designed to address the challenge of 3D data scarcity. By

leveraging large-scale 2D multi-view datasets and pre-trained 2D networks, ConDense

enforces 2D-3D feature consistency through a ray-marching process inspired by NeRF.

This process aligns features across the two domains, enabling the model to learn joint

2D-3D features that are consistent and transferrable.

The dual representation created by ConDense, which includes both dense per-

pixel features and sparse keypoint-based features, allows for versatile and adaptable

performance across a wide range of downstream tasks. This unified embedding space

facilitates the efficient querying and matching of 2D images with large-scale 3D scenes,

opening up new possibilities for cross-modal applications such as natural language-driven

scene interrogation, image-based localization, and object retrieval.

1.3.4 Fast 3D Scene Generation by Lifting Panorama Images
from 2D Diffusion Models

The generation of 3D scenes from 2D priors represents a transformative approach in

the intersection of computer vision and graphics, aiming to leverage the strengths of both

2D diffusion models and 3D implicit scene representations. This methodology harnesses

the power of 2D generative models to create detailed visual content, such as panoramas or

walkthrough videos, and then reconstructs these 2D outputs into full 3D environments

using advanced 3D reconstruction techniques.

At the heart of this approach lies the synergy between 2D and 3D representations.

The process begins with a 2D diffusion model, which is conditioned on textual or image

input to generate high-quality panorama images or video sequences that capture the

essence of the desired scene. These 2D outputs, while rich in detail and aesthetics, lack
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the geometric depth required for full 3D scene understanding and interaction. To bridge

this gap, we employ state-of-the-art 3D reconstruction methods including Neural Radiance

Fields (NeRF) or 3D Gaussian Splatting (3DGS). These techniques take the 2D-generated

content and infer a corresponding 3D structure, effectively converting the flat images into

native 3D representations.

The integration of 2D diffusion models and 3D reconstruction algorithms offers

several advantages. Firstly, it capitalizes on the maturity and robustness of 2D generative

models, which have been extensively trained on vast image datasets, allowing them to

produce visually compelling scenes. Secondly, by reconstructing these scenes in 3D, we

unlock the potential for immersive experiences, enabling applications such as virtual reality

(VR), augmented reality (AR), and 3D content creation.

This 2D-to-3D generation pipeline represents a novel contribution to the field,

addressing challenges in scene synthesis by combining the creative flexibility of 2D models

with the spatial accuracy of 3D techniques. This fusion not only enhances the quality and

realism of generated 3D scenes but also opens new avenues for research and applications

in areas requiring high-fidelity 3D content.
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Chapter 2

Fast and Scalable Radiance Field
Reconstruction for Indoor Scenes

2.1 Introduction

Reconstructing and rendering large-scale indoor scenes from RGB images is chal-

lenging but crucial for various applications in computer vision and graphics, including

AR/VR, e-commerce, and robotics. While truncated signed distance function (TSDF)

fusion techniques [120, 183] can achieve efficient reconstruction, these methods often use

depth sensors and focus on geometric reconstruction only, and cannot synthesize realistic

images. Recently, NeRF [115] proposed optimizing scene radiance fields, represented using

global MLPs, from RGB images to achieve photo-realistic novel view synthesis. However,

NeRF cannot handle large-scale scenes well due to its limited MLP network capacity and

impractical slow per-scene optimization.

In this work, we aim to achieve fast, large-scale scene-level radiance field recon-

struction to make neural scene reconstruction and rendering more practical. As opposed

to small-scale object-centric scenes, we use “large-scale” to refer to full-size indoor scenes,

like ScanNet scenes [36]), with multiple rooms and objects with complex scene geometry

and appearance.

To achieve fast radiance field reconstruction on such challenging scenes, we propose

a novel neural framework that uses recurrent neural modules to incrementally reconstruct
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Figure 2.1. We propose a novel method to enable fast reconstruction of volumetric
radiance fields of large-scale scenes. Our method uses a novel recurrent network – that
is generalizable and trained across scenes – to sequentially reconstruct a radiance field of
a large indoor scene in ScanNet [36] from an input image sequence (marked in yellow)
via direct inference. The predicted field can be directly used to render realistic images at
novel viewpoints (marked in red), achieving comparable quality to NeRF [115] that takes
12 hours per-scene optimization. This radiance field can be further fine-tuned for a short
period of 20 min, leading to boosted quality that significantly outperforms NeRF.

a large sparse radiance field from a long RGB image sequence. Unlike NeRF [115], that

requires per-scene optimization, our network is generalizable, pre-trained across scenes,

and able to efficiently reconstruct large-scale radiance fields via direct network inference.

As shown in Figure 2.1, our framework can successfully reconstruct a large indoor scene

from from an input monocular RGB video from ScanNet [36], to create a high-quality

radiance field with photo-realistic novel view synthesis results.

Our reconstructed radiance field is represented by a sparse volume grid with

per-voxel neural features; these voxel features are tri-linearly interpolated at any scene

location, and used to regress volume density and view-dependent radiance through an

MLP decoder for differentiable volume rendering. In contrast to previous methods [98, 60]

that reconstruct similar representations using slow per-scene optimization, we present a

novel deep neural network that can be trained across scenes and generalize on unseen

novel scenes to achieve fast radiance field reconstruction, bypassing per-scene fitting.

Given an input sequence of RGB images with known camera poses (that can be

registered by SLAM or SfM techniques), our framework reconstructs a radiance field as a
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sparse neural volume. Our pipeline is inspired by the classical TSDF fusion workflow [120,

121, 183] that starts from per-view geometry (depth) and fuses the per-view reconstruction

across key frames to obtain a global sparse TSDF volume. This workflow is widely used

to reconstruct large-scale scenes, but only focuses on geometric reconstruction. Instead,

we propose novel neural modules to reconstruct radiance fields as sparse voxels for photo-

realistic rendering.

We first reconstruct local radiance fields for each input key frame. We leverage

deep MVS techniques and apply sparse 3D convolutions on a world-space cost-volume

built from unprojected 2D images features (regressed from a deep 2D CNN) of neighboring

key frames. This reconstructs sparse neural voxels that represent a local radiance field.

Once estimated, this field can already be used to render realistic images locally, though

only for partial scene content seen by the local frames. We propose a recurrent neural

fusion module to sequentially fuse multiple local fields across frames. Our fusion module

recurrently takes a newly estimated local field as input and learns to incorporate the local

voxels to progressively reconstruct a global radiance field modeling the entire scene, by

adding new voxels and updating existing voxels. Our full model is trained from end to

end, learning to reconstruct radiance fields with arbitrary scene scales from an arbitrary

number of input images. We show that our direct network output can already render

high-quality images; moreover, our neural field can be effectively fine-tuned by optimizing

the predicted voxel features per scene in a short period to achieve better rendering quality

(see Figure 2.1 and 2.4).

We train our full framework from end to end with only rendering losses on a

combination of scenes from the ScanNet [36], DTU [72], and Google Scanned Object [143]

datasets. These datasets contain a large variety of different objects and scenes, allowing for

our method to work properly with any scene scale. We demonstrate, on various datasets,

that our approach performs better than prior arts, including IBRNet [180] that also designs

networks that generalize across scenes. Especially on large-scale indoor scenes, our results
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from real-time direct network inference can even be on par with NeRF’s results from long

per-scene optimization. Moreover, after only one hour of per-scene fine-tuning, our quality

can be further boosted to the state-of-the-art, outperforming NeRF [113] and NVSF

[98] that require much longer per-scene optimization times. Our approach significantly

improves the efficiency and scalability of radiance field reconstruction. We believe this is

an important step towards making neural scene reconstruction and rendering practical.

2.2 Related Work

Multi-view scene reconstruction. Abundant research has been conducted on repro-

ducing the appearance of of 3D scens from multi-view data. To reconstruct the geometry,

previous methods apply multi-view stereo [150, 152] or depth sensors [120] to acquire

the depth information of the scene. Recently, learning-based multi-view stereo meth-

ods [69, 205, 206, 28, 110, 50, 32] based on plane-swept cost volumes are also introduced

for depth estimation. Given the depth, one category of methods represent scenes with

colored point clouds [3, 84, 89], and utilize point splatting to render images of the scene.

Another category of methods [120, 121, 183] fuse multi-view depth and reconstruct surface

meshes using techniques such as TSDF fusion or Poisson reconstruction, and further

generate textures [233, 10] from multi-view images. However, both kinds of methods are

sensitive to potential inaccuracies in point clouds and meshes resulting from corrupted

depth, especially when there are thin structures and textureless regions, thus suffering

from holes and blurry artifacts in the final renderings. While some works apply neural

networks [3, 148, 59] such as a 2D CNN in screen-space to mitigate potential errors in

the geometry, their models are per-scene optimized for a specific scene (similar to NeRF),

requiring a long optimization time. Moreover, the screen-space neural networks typically

produce temporally unstable results with flickering artifacts. Instead of estimating and

fusing per-view depth, previous methods [75, 163, 15] introduce learning-based methods
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to aggregate per-view features and predict opacity volumes or signed distance volumes.

These methods only focus on geometry reconstruction and cannot produce realistic render-

ings. In contrast, our approach models scenes as neural volumetric radiance fields and

can reproduce the faithful scene appearance, producing photo-realistic novel views. Our

pipeline is pretrained on multi-view image datasets and can generalize to novel scenes at

arbitrary scales and enable efficient large-scale neural reconstruction.

Neural Radiance Fields. Volumetric representations [106, 115, 98] have been widely

adopted to reconstruct the appearance of the scene. NeRF [115] uses a global MLP to

regress the volume density and view-dependent radiance at any arbitrary point in the

space, and applies volume rendering to synthesize images at novel viewpoints. Following

works extend the framework for different tasks such as relighting [12, 11, 14, 160], scene

editing [193] and dynamic scene modeling [127, 128, 93]. Similar to NeRF, most of these

works train MLP networks, specific for each scene from scratch, which can take hours and

even days to optimize, heavily time-consuming. On the other hand, the limited network

capacity of MLPs makes these methods hard to scale up to large scene reconstruction.

NVSF [98] improves the scalability by building sparse voxel grids with per-voxel features.

However their networks and features are still optimized per scene from scratch and it can

still take days for large-scale scenes. In contrast, while we use a similar sparse volume,

our volume is generated from the direct inference of a pre-trained network, leading to fast

large-scale scene reconstruction. The direct network output can be further fine-tuned in a

short period to achieve better rendering quality than NeRF and NSVF.

Some previous papers also extend NeRF for generalization. PixelNeRF [208] uses

2D CNNs to extract image features on each sampled point of each ray used in ray marching

for regressing the point’s volume properties. However, their network is designed for object

rendering with few images and is trained specifically for each dataset. IBRNet [180] uses a

similar network but has better designs that enable rendering on any scene scales. However,
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Figure 2.2. Overview of our framework. Given a sequence of images, 1) we first
extract their image features (F1 . . .FN ) using a 2D CNN. 2) Then, at each frame, we
reconstruct a local sparse neural volume V1 . . .VN in the canonical world space by fetching
and aggregating 2D features across its neighboring views at visible voxels using a sparse
3D CNN. 3) We further fuse the local sparse volumes across frames using a recurrent
neural network and sequentially build global feature volumes Vg

1 . . .Vg
N to model a radiance

field of the entire scene. We regress volume density and view-dependent radiance from the
sparse neural volumes to render images with differentiable ray marching.

it leverages image features from neighboring views as input, varying across novel viewpoints,

which often lead to blurry or flickering artifacts from sparse inputs. Our network instead

reconstructs a neural volume with per-voxel features in 3D, modeling scene geometry and

appearance in a more consistent way, leading to much better rendering than IBRNet.

MVSNeRF [23] also reconstructs 3D volumes; however, it focuses on reconstructing a local

volume from a fixed number of three nearby views. In contrast, our network can fuse

per-view local reconstruction into a global volume from an arbitrary number of images,

leading to highly efficient large-scale scene reconstruction and rendering.

2.3 Method

We now present our approach for neural scene reconstruction and rendering. Given

an input sequence of images I1,...,IN of a large-scale scene with their known camera

parameters Φ1,...,ΦN , our approach reconstructs a radiance field modeling the entire scene

for realistic rendering.

Our final output radiance field is represented by a sparse neural volume Vg with
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per-voxel neural features (Sec. 2.3.1). Unlike per-scene optimization methods [115, 98],

we propose a deep neural network that sequentially takes the images It frame by frame

as input and convert the sequence to the final sparse reconstruction via direct network

inference. Our pipeline first learns to reconstruct a sparse volume Vt per input image frame,

expressing a local radiance field covered by local frames (Sec. 2.3.2). We then leverage a

recurrent fusion module that learns to fuse the per-frame volumes Vt online, incrementally

reconstructing the global large-scale field Vg (Sec. 2.3.3). We train our full pipeline from

end to end with pure rendering losses. Our model can reconstruct high-quality radiance

fields from direct network inference; the estimated field can also be further fine-tuned to

boost its quality (Sec. 2.3.4).

2.3.1 Sparse Volumes for Radiance Fields

Our output radiance field is modeled by a sparse neural volume V that has per-voxel

neural features in voxels that approximately cover the actual scene surface. We regress

volume density σ and view-dependent radiance c at any given 3D location x from this

volume using an MLP network, in which we first tri-linearly sample a feature vector and

then use the MLP to convert the feature to volume properties, expressed by

σ,c = R(x,d,V(x)). (2.1)

Here V(x) represents the trilinearly interpolated feature at x, R is the MLP, and d is the

viewing direction in rendering. The output volume properties regressed from the volume

can be directly used to synthesize images at novel target viewpoints via differentiable ray

marching as is done in NeRF [115]. This radiance field representation is similar to the

one in Neural Sparse Voxel Fields [98] that purely relies on per-scene optimization for the

reconstruction. We instead propose to leverage neural networks trained across scenes to

predict the neural volumes from image sequences.
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In our pipeline, such sparse volumes are reconstructed locally as Vt per frame t

and also globally as Vg for the entire sequence. The MLP network R is shared across all

volumes in the training process. We model the local volumes and the global volume both

in the canonical world space.

2.3.2 Reconstructing Local Volumes

We propose a deep neural network to regress a local neural volume for each input

frame t, using its image It and K − 1 images from neighboring views. Usually, given a

monocular video, these neighboring views correspond to temporal neighboring frames.

Using multiple nearby images for per-frame reconstruction allows the network to leverage

multi-view correspondence to recover better scene geometry, which a single image cannot

provide.

To make the local reconstruction per frame well generalized across scenes, we

leverage deep MVS techniques [205, 74], which are known to be generalizable. We extract

2D image features, build a cost volume from the features, and regress a neural feature

volume from the cost volume. However, unlike MVSNeRF [23] and other MVS techniques

[205, 32] that built frustum volumes in view’s perspective coordinate, we construct volumes

in the canonical world coordinate frame to align it with the final global volume output Vg,

facilitating the following fusion process.

Image feature extraction. We use a deep 2D convolutional neural network to extract

2D image features for each input image. This network maps the input image It into a 2D

feature map Ft, encoding the scene content from each view.

Local sparse volume. We consider the bounding box that covers the frustums of all K

neighboring viewpoints in the world coordinate frame, containing of a set of voxels in the

canonical space. The bounding volume is axis-aligned with the world frame; each voxel

inside it can be visible to a different number of neighboring views. We mask out all the
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voxels invisible to all view, leading to a sparse set of voxels in the bounding box. We then

unproject the image features into this volume for our local reconstruction.

3D feature volume. For each neighboring viewpoint i and its feature map Fi, we build

a 3D feature volume Ui. In particular, for each visible voxel centered at v, we fetch the 2D

image feature at its 2D projection from each neighboring view at frame t. In addition to

pure image features, we leverage the corresponding viewing direction di at v from each

viewpoint and compute additional features using an MLP G. The per-view 3D volume Ui

is expressed by

Ui(v) = [Fi(ui),G(di)], (2.2)

where Ui(v) is the feature at a voxel centered at v, ui is the center’s 2D projection in view

i, [·, ·] represents feature concatenation. Note that, we encode the additional information

of input viewing directions in the reconstruction process; this crucial information makes

our following fusion module effectively account for the view-dependent effects captured

across frames.

Neural reconstruction. We then aggregate the features across multiple neighboring

viewpoints to regress a local volume Vt at frame t, expressing a local radiance field. We

propose to leverage the mean and variance of the per-voxel features in Ui computed across

neighboring viewpoints; such operations have been widely used in building cost volumes in

MVS-based techniques [205, 23], where the mean can fuse per-view appearance information

and the variance provides rich correspondence cues for geometry reasoning. These two

operation are also invariant to the number/order of input; in our case, this naturally

handles voxels that have different numbers of visible viewpoints. We use a deep neural

network J to process the mean and variance features per voxel to regress the per-view
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Figure 2.3. A 2D example illustrating the GRU fusion step. The hidden state, which is
also the global feature volume Vg

t−1, is adaptively updated by aggregating new information
in the incoming local feature volume Vt.

reconstruction by

Vt = J([Meani∈NtUi, Vari∈NtUi]), (2.3)

Here Nt represents all K neighboring viewpoints used at frame t; Mean and Var represent

element-wise average and variance operation, respectively.

Essentially, we regress the local radiance field from the features across neighboring

views. This is similar to MVSNeRF [23]. However, unlike MVSNeRF that considers only

local reconstruction and builds perspective frustrum volumes for small-baseline rendering,

we leverage these local volumes for global large-scale reconstruction and rendering. We

build volumes directly in canonical space, naturally providing per-frame voxel inputs for

our fusion module.

2.3.3 Fusing Volumes for Global Reconstruction

In order to create a consistent, efficient, and extensible scene reconstruction, we

propose to use a global neural volume fusion network to incrementally fuse local feature

volumes {Vt} per frame into a global volume Vg.

Fusion. At each frame t, we consider its local sparse volume reconstruction Vt and
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the global reconstruction Vg
t−1 from the previous frame as recurrent input. We leverage

GRUs (Gated Recurrent Unit) [33] with sparse 3D CNNs in our fusion module, allowing

our network to learn to recurrently fuse the per-frame local reconstruction and output

high-quality global radiance fields. This is expressed by

zt = Mz([Vg
t−1,Vt]), (2.4)

rt = Mr([Vg
t−1,Vt]), (2.5)

Ṽg
t = Mt([rt ∗Vg

t−1,Vt]), (2.6)

Vg
t = (1− zt)∗Vg

t−1 + zt ∗ Ṽg
t , (2.7)

where ∗ is the element-wise multiplication, zt and rt are the update gate and the reset

gate, Mz, Mr and Mt all deep neural networks with sparse 3D convolution layers. As in

standard GRU, Mz and Mr are designed with sigmoid activation in the end, while Mt

uses tanh, allowing for the entire model sequentially updating the global reconstruction

Vg
t (seen as the hidden state in a GRU) for every input frame. In this process, we only

apply the networks on the voxels covered by the local volume Vt; all other voxels in the

global volume are kept unchanged. A 2D illustration of this GRU fusion process is shown

in Figure 2.3.

Intuitively, the update gate zt and reset gate rt in the GRU determine how much

information from the previous global volume Vg
t−1 as well as how much information from

the current local volume Vt should be incorporated into the new global features. In this

way, our module can adaptively improve the global scene reconstruction by filling up holes

and refining features while keeping the representation consistent. This fusion process

is similar to previous 3D reconstruction pipelines [132, 76, 163] that focus on geometry

reconstruction; in contrast, we instead reconstruct neural feature volumes to represent

neural radiance fields for volume rendering, leading to photo-realistic novel view synthesis.
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Voxel pruning. To maximize the memory and rendering efficiency, we adaptively prune

the global volume reconstruction Vg
t for every frame by removing the non-essential voxels

that do not have any scene content inside. We naturally leverage the volume density in

each voxel regressed by our radiance field (Equation 2.1), which models the scene geometry.

In particular, we prune voxels V if:

min
i=1...k

exp(−σ(vi)) > γ,vi ∈ V, (2.8)

where {vi}k
i=1 are k uniformly sampled points inside the voxel V , σ(vi) is the

predicted density at location vi, and γ is a pruning threshold. This pruning step is

performed in both later training phase and inference phase once we get a global feature

volume Vg
t . By doing so, we make our global volume sparser, leading to more efficient

reconstruction and rendering.

2.3.4 Training and optimization

Once a radiance field (that is represented by a sparse neural volume as described in

Sec. 2.3.1) is reconstructed, our final rendering is achieved via differentiable ray marching

using the regressed volume density and view-dependent radiance at any sampled ray points,

as is done in NeRF and any other radiance field methods [115, 98]. In this work, our full

pipeline is trained, completely depending on the rendering supervision with the ground

truth images, without any extra geometry supervision.

In particular, we first train our local reconstruction network and the radiance field

decoder (R) with a loss

Llocal = ∥Ct − Ĉ∥2
2, (2.9)

where Ĉ is the ground truth pixel color and Ct represents the rendered pixel color using

the local volume Vt reconstructed at frame t. This makes the network learn to predict

reasonable local neural volumes, which are already renderable and able to produce realistic
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images locally; it also initializes the radiance field decoder MLP to a reasonable state,

which is later shared across local and global volumes. This pre-training allows the local

reconstruction module to provide meaningful volume features for the fusion module to

utilize in the end-to-end training, effectively facilitating the fusion task. We then train

our full pipeline with the local reconstruction network, fusion network, and the radiance

field decoder network all together from end to end, using a rendering loss:

Lfuse =
∑

t

∥Ct − Ĉ∥2
2 +∥Cg

t − Ĉ∥2
2, (2.10)

where Ct is the pixel color rendered from the local reconstruction Vt (as is in Equation 2.9)

and Cg
t is the color rendered from the global volume Vg

t after fusing frame t. Basically,

we take every intermediate global and local volume (Vt and Vg
t ) at every frame to render

novel view images and supervise them with the ground truth. The fusion module thus

reasonably learns to fuse local volumes from an arbitrary number of input frames.

After trained, our full network is able to output a high-quality radiance field from

direct network inference and produce realistic rendering results (as shown in Figure 2.1).

In addition, the reconstructed radiance field as a sparse neural volume can also be easily

optimized (fine-tuned) per scene further to boost the rendering quality.

Fine-tuning. To fine-tune the estimated radiance field, we optimize the per-voxel neural

features in the sparse volume reconstruction Vg and the MLP decoder per scene with

the captured images, leading to better rendering results. Since our initial reconstruction

is already very good, a short period of optimization with less than 25k iterations can

usually lead to very high quality, which takes less than 1 hour. This is substantially less

optimization time than NeRF and other pure per-scene optimization methods.

In this per-scene optimization stage, we also do a coarse-to-fine reconstruction,

similar to NSVF [98]. Basically, after every 10k optimization iterations, we further prune

unnecessary voxels (using Equation 2.8) and also subdivide each voxel into 8 sub voxels.
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This prune and subdivision step progressively increases the spatial resolution of the neural

volume, further improving our final rendering quality.

2.4 Implementation Details

Training datasets. Our training data consists of both large-scale indoor scenes from

ScanNet [36] and small objects from DTU [73] and Google Scanned Objects [143]. We

randomly sample 100 scenes from ScanNet for training. For DTU, We adopt the training

split from PixelNeRF [208], which includes 88 training scenes. In addition, we use the

object-centric synthetic renderings of 1,023 models from the Google Scanned Objects [143]

generated by [180]. Our training data includes various camera setups and scene types,

enabling our model to generalize to all kinds of scenarios. We demonstrate that our model

can effectively work on large-scale indoor scenes, as well as scenes of objects.

Training details. For each input image sequence, we uniformly sample key frames from

the full sequences for the input frames in network training. For object-centric datasets, we

sample 16 views for each scene, and for ScanNet, we sample 2%−5% of the full sequence

as key frames. All other frames are used for supervision. We use K = 3 neighboring views

for each input frame, for local volume reconstruction. For video sequence captured by

a monocular camera, such as the scenes in ScanNet, we directly take the 3 neighboring

key frames temporally. For other datasets, we select the 3 spatially closest viewpoints, in

terms of both viewing location and direction.

Model details. The sparse volumes and networks are implemented with torchsparse [166].

We train our model using Adam optimizer with an initial learning rate of 0.003. We train

our network with 2 NVIDIA 2080Ti GPUs for 3 days. During inference, our network

processes frames from ScanNet sequences in real-time at 22 FPS. The final model takes

38 seconds on average to render a 640 × 480 image on ScanNet. We follow [163] to

use a modified MnasNet [165] pretrained from ImageNet [149] as the 2D encoder. The
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output feature channel number from the 2D encoder is 64. The direction encoder G is

a 5 layer MLP with 16-channel output. The SparseConvNet J has 5 SparseConv layers

implemented with torchsparse [166]. Each of Mz,Mr,Mt has 3 SparseConv layers. All

networks use ReLU as activation layers. All features in the feature volumes (global Vg
t

or local Vt) have 16 channels. We apply positional encoding to the volume feature with

maximum frequency L = 5 before feeding them into the volume renderer. The initial voxel

size is set manually for different datasets, specifically 40mm for large-scale datasets e.g.

ScanNet [36], and 4mm for object-centric datasets e.g. NeRF Synthetic [115] and Google

Scanned Objects [143]. When unprojecting 2D features into local feature volumes, we

build view frustums with max depth dmax = 3m. The pruning threshold γ is set to 0.6 for

all experiments. Nearest-neighbor interpolation is used for all coarse-to-fine fine-tuning

experiments. The code will be released after the review period.

2.5 Experiments

In this section, we evaluate the our model on various datasets. For all results, we

denote our results from direct network inference as Ours and our results after per-scene

fine-tuning as Oursft in all figure and tables. Similar labels are applied to IBRNet and

other generalizing methods.

Baselines. We compare our method against the state-of-the-art NeRF methods on

novel view synthesis including per-scene optimization methods, such as NeRF [115],

NVSF [98], and NerfingMVS [185], and methods that can generalize to new scenes, such

as PixelNeRF [208], IBRNet [180], and MVSNeRF [23].

To achieve fair and accurate comparisons, we run our method on the same experi-

ment settings in previous papers, and we try our best to directly use the reported official

quantitative results in previous papers or use the official code to run the experiments.

We find that the official NeRF and IBRNet code can easily run and work on different
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Table 2.1. Quantitative comparisons on the ScanNet dataset [36]. We follow the same
experiment settings as in NeRFingMVS [185] and report the error metrics including PSNR
(higher is better), SSIM (higher is better) and LPIPS (lower is better). Note that, our
diret inference results are better than IBRNet [180]. Our fine-tuning results achieve the
best numbers in all three metrics.

Method Settings PSNR↑ SSIM↑ LPIPS↓

IBRNet No per-scene
optimization

21.19 0.786 0.358
Ours 22.99 0.838 0.335

NeRF

Per-scene
optimization

24.04 0.860 0.334
NSVF 26.01 0.881 -
NeRFingMVS 26.37 0.903 0.245
IBRNetft-1.5h 25.14 0.871 0.266
Oursft-1h 26.49 0.915 0.209

datasets, producing corresponding images. We demonstrate visual comparison with these

two methods across the three testing sets in Figure 2.4. On the other hand, NSVF is very

hard to run without enough GPU memory; their official models are optimized on a V100

GPU that has 32G memory; we found it impractical to generate their corresponding results

with our resources. We therefore only include NSVF’s quantitative results whenever they

are reported previously. Besides, the recent MVSNeRF [23] is a very relevant technique,

but it is designed to take a fixed number of three nearby views as its network input; as a

result, it cannot support large-baseline rendering or arbitrary number of input images for

inference. We therefore only compare with MVSNeRF on the DTU dataset in the same

experiment setting used in their paper.

Large-scale scenes in ScanNet. We follow the same training and evaluation scheme as

described in NerfingMVS [185] for the comparison on ScanNet. We tested our model on

the 8 testing scenes used in their paper. From Table 2.1, we can see that our recurrent

neural reconstruction network generates significantly better results than IBRNet via direct

network inference. After fine-tuning for only a short period of 1 hour, the quality of our

results is further boosted significantly, leading to the best PSNR, SSIM and LIPIPS in all
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Table 2.2. Quantitative comparison on the NeRF Synthetic dataset [115]. Our model
is able to generate better results than IBRNet in both direct inference and fine-tuning
settings. Our model after 1 hour fine-tuning achieves comparable performance to the
state-of-the-art per-scene overfitting methods such as NeRF [115] and NVSF [98].

Method Settings PSNR↑ SSIM↑ LPIPS↓

IBRNet No per-scene
optimization

25.51 0.916 0.100
Ours 25.47 0.922 0.093

NeRF
Per-scene

optimization

31.01 0.947 0.081
NSVF 31.75 0.954 0.048
IBRNetft-1.5h 28.19 0.943 0.072
Oursft-1h 31.25 0.953 0.069

compared methods. Note that, the per-scene optimization methods like NeRF, NeRFing

MVS and NSVF require substantially longer per-scene optimization time but are still

outperformed by our method. Our approach is impressively better than NSVF in this

case though both methods have similar final radiance field representation; this indicates

that the data priors learned by our recurrent neural network can effectively help the

reconstruction and lead to reasonable initial radiance fields, even benefiting the per-scene

fine-tuning process.

As shown in Figure 2.4, our results on these large-scale scenes are of very high visual

quality. Our results are visually much better than the IBRNet’s results from both direct

inference and per-scene fine-tuning. IBRNet generates tearing artifacts since it performs

image-based rendering and can only aggregate a small set of local neighboring views due

to limited GPU memory. In contrast, our model learns a unified 3D representation in

the canonical space with a recurrent module that is able to efficiently aggregate per-view

information across all input views, leading to significantly better rendering quality with

better across-view consistency. Note that, even our direct inference renderings are already

very realistic and contain few noticeable artifacts; they are arguably comparable to the

rendering results of NeRF which require long per-scene optimization. Our approach

achieves highly efficient and highly accurate large-scale radiance field reconstruction.
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Figure 2.4. Qualitative comparisons of rendering quality on diverse scenes between
our method and state-of-the-art method. Our method achieves better performance than
state-of-the-art generalizable method IBRNet [180] in both the direct-inference and the fine-
tuned settings, where IBRNet generates results with obvious blurry and tearing artifacts.
Our model fine-tuned for 1 hour can generate even better results than NeRF [115] that
requires 12 hours of training, especially on large-scale scenes from ScanNet [36].
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Table 2.3. Quantitative comparisons on the DTU dataset [72]. Our model is able to
generate good results under this difficult setting where only 3 input views are given for the
direct inference. Our fine-tuning results outperforms other methods in all three metrics.

Method Settings PSNR↑ SSIM↑ LPIPS↓

PixelNeRF
No per-scene
optimization

19.31 0.789 0.382
IBRNet 26.04 0.917 0.190
MVSNeRF 26.63 0.931 0.168
Ours 26.19 0.922 0.177
NeRF

Per-scene
optimization

27.01 0.902 0.263
IBRNetft-1.5h 31.35 0.956 0.131
MVSNeRFft-15min 28.50 0.933 0.179
Oursft-1h 31.79 0.962 0.119

NeRF Synthetic. Our method also works well on small-scale scenes. We conduct

experiments on the NeRF Synthetic 360◦ dataset, and apply the same evaluation setting as

in [115]. As shown in Table 2.2, without per-scene fine-tuning, our model generates results

that are comparable to IBRNet; however, fine-tuning significantly boosts the performance

of our model, leading to high accuracy that is much superior to the fine-tuned IBRNet. In

practice, IBRNet suffers from the sparsely distributed input views of the dataset with large

baselines, where interpolating neighboring views are not effective to synthesize realistic

novel view images. Our fine-tuned model also achieves similar performance when compared

to per-scene optimization methods [115, 98], while ours is optimized for only 1 hour,

substantially less than the time other methods require.

DTU. To show that our method works with a small number of input views with small

baselines. We also evaluate our model on the DTU dataset, following the experiment

settings in MVSNeRF [23], where only 3 views are provided for the setting without

per-scene optimization and 16 more views are provided in the per-scene optimization

setting. Here we also compare with PixelNeRF [208], which is specifically trained for the

DTU dataset in their paper. As demonstrated in Table 2.3 and Figure 2.4, similar to

previous results, our model generalizes well to the testing scenes and can be efficiently
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Figure 2.5. Effect of fine-tuning. We show the results with our model with different
fine-tuning duration. The first column is our results without fine-tuning. Note that our
direct inference result have outperformed NeRF and the results from fine-tuning contain
significantly more details. PSNRs are shown at top right of each image.

fine-tuned to outperform NeRF and other generalizable methods including IBRNet [180]

and MVSNeRF [23].

2.6 Model Analysis and Discussions

Effect of input view numbers. Figure 2.6 shows the comparison when sample different

numbers of neighboring views to build the feature volume. Our learned global feature

fusion module is able to effectively fuse information from different views. Note that, when

using more input views, our method could produce sharper details in the rendered images,

which are very close to the reference.

Effect of fine-tuning. Figure 2.5 shows the visual quality of our method when fine-tuning

for different time period. Note that our direct inference result have outperformed NeRF,

and the results from fine-tuning contain significantly more details. PSNRs are shown at

top right of each image.

Geometry reconstruction. Following [115, 23], we evaluate our geometry reconstruction

quality on the DTU dataset [73] by comparing depth reconstruction results generated

from the volume density by a weighted sum of the depth values of the sampled points on

marched rays. We use 16 input views and compare the depth quality on both input views
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Figure 2.6. Effect of input view numbers. We show the results when sample different
numbers of neighboring views to build the feature volume. All results are from the
pretrained model without any further fine-tuning. It worth noting that when using more
input views, the method could produce sharp details comparable or even better than the
reference image.

Table 2.4. Geometry reconstruction. We evaluate depth reconstruction on the DTU
testing set and compare with other two neural rendering methods PixelNeRF [208] and
IBRNet [180]. Our method significantly outperforms other neural rendering methods and
achieves high depth accuracy. The two numbers of each item refers to the depth at input /
novel views.

Method Abs Err↓ Acc (8mm)↑
PixelNeRF [208] 0.205/0.211 0.096/0.089
IBRNet [180] 1.123/1.324 0.000/0.000
Ours 0.034/0.036 0.722/0.709

and novel views with 2 common metrics. The results are shown in Table 2.4. Thanks to

the explicit geometry modeling in our pipeline, our approach achieves significantly more

accurate geometry than other neural rendering methods.

2.7 Limitations

Our approach currently focuses on handling large-scale indoor scenes, but might not

be efficient on handling scenes that have foreground objects with distant background, which

might appear in unbounded outdoor scenes. This is because we consider a uniform grid for

the entire scene, similar to [98]. This can be potentially addressed in the future by doing

per-view reconstruction in disparity space or applying spherical coordinates for regions at
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long distances (similar to [219]). Our method relies on multi-view correspondence; hence,

extreme camera poses without enough parallax could lead to problems, which cannot be

addressed by any MVS-based techniques. For our current pipeline, we simply sample

input frames uniformly, because the camera motion in ScanNet has enough translation.

However, a more careful input view selection technique that accounts for relative camera

poses may be necessary in practice to address various types of camera motions.

2.8 Conclusion

In this work, we present a novel neural approach that can achieve fast, large-

scale, and high-quality scene reconstruction for photo-realistic rendering. In contrast to

traditional TSDF-based reconstruction, we reconstruct scenes as volumetric radiance fields,

leading to photo-realistic view synthesis results. Our approach leverages a novel recurrent

neural network to process the input image sequence and incrementally reconstruct a global

large-scale radiance field by reconstructing and fusing per-frame local radiance fields.

We demonstrate that our approach can achieve the state-of-the-art rendering quality for

large-scale indoor scenes from ScanNet while taking substantially less reconstruction time.
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Chapter 3

Compact and Efficient 3D Scene
Representation with Local Radiance
Fields

3.1 Introduction

This paper aims to produce a compact, efficient, and comprehensive 3D scene

representation from only 2D images. Ideally, the representation should reconstruct ap-

pearances, infer semantics, and separate object instances, so that it can be used in a

variety of computer vision and robotics tasks, including 2D and 3D panoptic segmentation,

interactive scene editing, and novel view synthesis.

Many previous approaches have attempted to generate rich 3D scene representations

from images. PanopticFusion [118] produces 3D panoptic labels from images, though

it requires input depth measurements from specialized sensors. NeRF [116] and its

descendants [117, 8, 9, 142] produce 3D density and radiance fields that are useful for novel

view synthesis, surface reconstruction, semantic segmentation [227, 173], and panoptic

segmentation [85, 13]. However, existing approaches require 3D ground truth supervision,

are inefficient, or do not handle object instances.

We propose nerflets, a 3D scene representation with multiple local neural fields that

are optimized jointly to describe the appearance, density, semantics, and object instances
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Figure 3.1. We propose to represent the scene with a set of local neural radiance fields,
named nerflets, which are trained with only 2D supervision. Our representation is not
only useful for 2D tasks such as novel view synthesis and panoptic segmentation, but also
capable of solving 3D-oriented tasks such as 3D segmentation and scene editing. The key
idea is our learned structured decomposition (top right).

in a scene (Figure 3.1). Nerflets constitute a structured and irregular representation– each

is parameterized by a 3D center, a 3D XYZ rotation, and 3 (per-axis) radii in a 9-DOF

coordinate frame. The influence of every nerflet is modulated by a radial basis function

(RBF) which falls off with increasing distance from the nerflet center according to its

orientation and radii, ensuring that each nerflet contributes to a local part of the scene.

Within that region of influence, each nerflet has a miniature MLP to estimate density and

radiance. It also stores one semantic logit vector describing the category (e.g., “car”) of the

nerflet, and one instance label indicating which real-world object it belongs to (e.g., “the

third car”). In Figure 3.1, each ellipsoid is a single nerflet, and they are colored according

to their semantics.

A scene can contain any number of nerflets, they may be placed anywhere in space,

and they may overlap, which provides the flexibility to model complex, sparse 3D scenes

efficiently. Since multiple nerflets can have the same instance label, they can combine to

represent the density and radiance distributions of complex object instances. Conversely,

since each nerflet has only one instance label, the nerflets provide a complete decomposition

of the scene into real-world objects. Nerflets therefore provide a 3D panoptic decomposition
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of a scene that can be rendered and edited.

Synthesizing images using nerflets proceeds with density-based volume rendering

just as in NeRF [116]. However, instead of evaluating one large MLP at each point sample

along a ray, we evaluate the small MLPs of only the nerflets near a sample. We average

the results, weighting by the influence each nerflet has over that sample. The rendering is

fully-differentiable with respect to all continuous parameters of the nerflets. Fitting the

nerflet representation is performed from a set of posed RGB images with a single training

stage. After training, instance labels are assigned based on the scene structure, completing

the representation.

Experiments with indoor and outdoor datasets confirm the main benefits of nerflets.

We find that: 1) Sparsity encourages the optimizer to decompose the scene into nerflets with

consistent projections into novel panoptic images (Section 3.5.2); 2) Semantic supervision

can be beneficial to novel view synthesis (Section 3.6); 3) Structure encourages efficiency,

compactness, and scalability (Section 3.3.4); and 4) the explicit decomposition of a

scene improves human interpretability for easy interactive editing, including adding and

removing objects (Section 3.5.3). These benefits enable state-of-the-art performance on

the KITTI360 [94] novel semantic view synthesis benchmark, competitive performance on

ScanNet 3D panoptic segmentation tasks with more limited supervision, and an interactive

3D editing tool that leverages the efficiency and 3D decomposition of nerflets.

The following summarizes our main contributions:

• We propose a novel 3D scene representation made of small, posed, local neural fields

named nerflets.

• The pose, shape, panoptic, and appearance information of nerflets are all fit jointly in

a single training stage, resulting in a comprehensive learned 3D decomposition from

real RGB images of indoor or outdoor scenes.

• We test nerflets on multiple tasks- novel view synthesis, panoptic view synthesis, 3D
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panoptic segmentation and reconstruction, and interactive editing.

• We achieve 1st place on the KITTI-360 semantic novel view synthesis leaderboard.

3.2 Related Work

Recently, the success of deep learning approaches for both computer vision and

graphics tasks has enabled researchers to reconstruct and reason about 3D scenes under

various settings. We review related work on segmentation and neural field based scene

representations.

Semantic, Instance, and Panoptic Segmentation: There are many methods designed

for semantic, instance, and/or panoptic [82] segmentation. The most popular approaches

are fully-supervised and operate within a single input data modality. For example, 2D

approaches [147, 108, 7, 27, 225, 226, 57, 105, 217] are usually based on CNN or transformer

backbones and associate each pixel in an image with certain semantic or instance labels.

We leverage a trained 2D panoptic model, Panoptic Deeplab [31], in our framework.

Similar frameworks have been proposed to solve 3D segmentation tasks for 3D

point clouds [131, 135, 136, 154, 168], meshes [52, 68], voxel grids [49, 159], and octrees

[146]. However, these methods typically require a large amount of annotated 3D data,

which is expensive to obtain.

To avoid the need for 3D annotations, several multiview fusion approaches have

explored aggregating 2D image semantic features onto a pointcloud or mesh using weighted

averaging [61, 87, 172, 5], conditional random fields (CRFs) [86, 114], and bayesian fusions

[111, 172, 214]. There have also been approaches like 2D3DNet [48] that combine both 2D

mutiview fusion with a 3D model.

In contrast to these methods, ours builds a complete 3D representation including

geometry, appearance, semantic, and instance information from only 2D inputs and without
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any input 3D substrate such as a mesh or a point cloud.

Scene Understanding with NeRF: NeRF [116] and subsequent work [85, 125, 202, 228,

173, 83] show the promise of neural radiance fields for tasks beyond novel view synthesis,

including 3D reconstruction, semantic segmentation, and panoptic segmentation. For

example, SemanticNeRF [228], and NeSF [173] are useful for semantic understanding,

but do not consider object instances. DFF [83] leverages the power of large language

models for semantic understanding, but similarly does not produce object instances.

ObjectNeRF [202] and NSG [125] are useful for object editing, but do not produce a full

panoptic decomposition or support efficient interactive editing. None of these methods

produce a complete scene representation in the way that nerflets do.

Panoptic Neural Fields (PNF) [85] is very relevant to our paper as it supports

both semantic scene understanding and object-level scene editing. PNF first runs a 3D

object detector and then a tracker to create an input set of object tracks. They then fit an

individual MLP for each object track and another special “stuff” MLP for the remainder of

the scene. This is a compelling and effective approach which supports moving objects, but

it does not solve our target problem. It 1) requires expensive ground truth 3D supervision

for the detector and tracker that are only available for some classes, and 2) has a fixed 3D

scene decomposition that is provided by the input tracker results. This last point means

that it can fail when the detector or tracker fails, even if a multi-view analysis-by-synthesis

appearance loss, like in NeRF, would have been able to force a correct prediction by

requiring all pixels to be described by some object instance. By comparison, nerflets

require only 2D supervision, support any class for which 2D panoptic segmentations are

available, and optimize most parameters jointly, improving efficiency and instance recall.

DM-NeRF [13] is highly related concurrent work. It learns an object decomposition

of a scene, but does not provide the explicit structure, full panoptic decomposition, or

easy interactive editing of nerflets. In particular, a large MLP decodes spatial positions to
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object identity vectors, and editing therefore requires careful consideration– an inverse

query algorithm [13]. By contrast, nerflets can be edited directly as geometric primitives.

We compare quantitatively to both PNF and DM-NeRF in Section 3.5.

Structured NeRF Representations: One of the key advantages of nerflets is their

irregular structure, which has been investigated in other contexts. Many existing approaches

exploit structure for efficiency [117, 142, 162, 187, 107], compactness [98], scalability [169,

222], human-interpretability [125], parsimony [46], or editability[85, 202]. For example,

Kilo-NeRF [142] and DiVER [187] exploit regular grids of MLPs or features to improve

the efficiency of NeRF novel view synthesis. MVP [107] builds an irregular primitive-based

representation for real-time portrait rendering, but requires explicit scene geometry inputs

to initialize the primitives and freezes their location after initialization. We take inspiration

from these approaches, which achieve impressive performance through local structure,

and apply their insights to panoptic segmentation and editing. Unlike these approaches,

nerflets can conform to an object’s extent and then move as it is edited. In the future,

more benefits of exploring irregular NeRF representations could include tracking a moving

object or allowing for a consistent local coordinate frame for learning 3D priors.

3.3 Method

This section introduces our nerflet scene representation and our training and

rendering method. As in NeRF [116], the input to our method is a set of posed 2D

RGB images. We first run an off-the-shelf 2D panoptic segmentation model [31] to

generate predicted 2D semantic and instance images, which we use as a target during

the optimization. Next, we optimize our core nerflet representation (Section 3.3.1) to

convergence on photometric, semantic, instance, and regularization losses applied to images

rendered with volumetric ray-marching [116] (Section 3.3.2). Finally, we assign instance

labels to the nerflets based on the learned decomposition (Section 3.3.3), at which point
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Figure 3.2. Information maintained by a nerflet and NeRF. Compared to NeRF, a
nerflet focuses only on a small portion of the scene determined by its influence function g
(Equation 3.1), and thus it uses a miniature MLP to fit density σ and color c. Each nerflet
also maintains a single semantic logit vector si and an assigned instance ID Insi. Together
these parameters comprise a compact building block for our scene representation.

the representation is complete and ready for rendering or editing.

3.3.1 Scene Representation

The core novelty of our framework is the nerflet scene representation. Nerflets are

a structured representation, where the output radiance and panoptic fields are defined by

blending the values produced by N individual nerflets.

Nerflet definition: Each nerflet stores local geometry, appearance, semantic, and

instance information. As shown in Figure. 3.2, a nerflet i has 1) position and orientation

parameters that define its influence function gi over space, 2) its own tiny MLP fi

generating both density and radiance values, 3) a single semantic logit vector si storing its

semantic information directly, and 4) an associated instance ID Insi. Compared to other

semantics-aware NeRF methods [227, 173], we use a single logit vector to represent local

semantic information instead of training an MLP to encode semantics. This aligns with

our goal that a single nerflet should not span multiple classes or instances, and has the

additional benefits of reducing the capacity burden of the MLP and providing a natural
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inductive bias towards 3D spatial consistency.

Pose and influence: Each nerflet has 9 pose parameters– a 3D center µi, 3 axis-aligned

radii, and 3 rotation angles. We interpret these pose parameters in two ways. First, as a

coordinate frame– each nerflet can be rasterized directly for visualization by transforming

an ellipsoid into the coordinate frame defined by the nerflet. This is useful for editing

and understanding the scene structure (e.g., Figure 3.1). The second way, more critical

for rendering, is via an influence function gi(x) defined by the same 9 pose parameters.

gi is an analytic radial basis function (RBF) based on scaled anisotropic multivariate

Gaussians [47, 46]

gi(x) = η exp
(

− 1
2τ

(x −µi)
T Σ−1

i (x −µi)
)

. (3.1)

µi is the center of the basis function and Σi is a 6-DOF covariance matrix. The covariance

matrix is determined by 3 Euler-angle rotation angles and 3 axis-aligned radii that are

the reciprocal of variance along each principal axis. These 9 parameters provide a fast

and compact way to evaluate a region of influence for each nerflet without evaluating any

neural network. This property is crucial for our fast training and evaluation, which will be

introduced later. η is a scaling hyper-parameter set to 5 for all experiments, and τ is a

scheduled temperature hyper-parameter used to control the falloff hardness. τ is reduced

after each training epoch to minimize overlap between nerflets gradually.

Rendering and blending: Given a scene represented by N nerflets, we can render 2D

images with volume rendering, as in NeRF:

Ĉ(r) =
K∑

k=1
Tkαkck, (3.2)

where αk = 1− exp(−σkδk) , (3.3)

Tk =
k−1∏
j=1

(1−αj). (3.4)
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Figure 3.3. Sample and blend method illustration. Results from individual nerflets
are mixed based on the influence values gi determined by the distance-based weighting
function. The mixing is smooth but most locations in space are dominated by a single
nerflet, even when there is some overlap.

Ĉ(r) is the final color of ray r, Tk is transmission at the k-th sample along the ray, αk is

the opacity of the sample, ck is the color at the sample, δk is the thickness of the current

sample on the ray, and σk is the density at the sample. We denote k for the index of the

sample along a ray, K total number of samples and reserve i for the index of the nerflet.

The biggest difference from NeRF is that instead of employing a single large MLP to

produce ck and σk, we combine values produced by individual nerflets using their influence

weights (Figure 3.3). We query individual nerflet MLPs fi at the k-th input sample

(pos,dir) = (xk,d) along the ray, producing producing N values σk,i and ck,i for nerflets

labeled i ∈ [1,N ]. We then map the individual nerflet σk,i values to αk,i for rendering

using δk and Equation 3.2. Finally, we take a weighted average of the N individual nerflet
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color and α values to produce ck and αk:

ck =
N∑

i=1
ĝi(xk)ck,i, (3.5)

αk =
N∑

i=1
ĝi(xk)αk,i, (3.6)

where ĝi(xk) = gi(xk)∑N
j=1 gj(xk)+ ϵ

. (3.7)

ϵ is a factor allowing smooth decay to zero in empty space, with Σgi(xk) ∼ ϵ. After

blending, the αk and ck values are used directly for ray marching as in Equation 3.2-3.4

to generate final pixel color values Ĉ(r), as in NeRF.

While in principle we should evaluate all nerflet MLPs in the scene in this step, as

gaussian RBFs have infinite support, we do not do this. Typically, gi is dominated by one

or at most a handful of nerflets that are close to the sample. Therefore, we evaluate only

the nearby MLPs, improving performance and scalability. This is implemented with our

custom CUDA kernel, which will be introduced in Sec. 3.3.4. More distant nerflets are

omitted from the average.

To generate semantic images, we average the per-nerflet semantic logit vector for

each point sample in the same way described for color values ck,i above.

To handle instances, we first compute a nerflet influence activation function w ∈ Rn

for each point sample:

w(x) = SoftMax([σ1g1(x), . . . ,σN gN (x)]). (3.8)

σi is the density evaluation for x on the i-th nerflet. This value intuitively represents how

much influence each nerflet has over a given point sample, and can be accumulated by

ray marching to generate a nerflet influence map W (r) for each ray r. W (r) continuously

captures which nerflet is dominant for each final pixel value, and is used by our influence
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loss described in Section 3.3.2. To assign a discrete instance label to a query position or

ray, we take argmaxi∈[N ]w(r) or argmaxi∈[N ]W (r), respectively to get i, then output Insi,

the instance of that nerflet.

Unbounded scenes: Nerflets support both indoor (bounded) and outdoor (unbounded)

scenes. To handle unbounded scenes, we add a single MLP ffar to evaluate samples outside

a large scene bounding box. We draw M additional samples for these points at the end of

the ray, which we concatenate after our blended RGBα values and composite. We use the

scheme proposed by Zhang et al. [219], with an added semantics branch, though as the

content is very distant and nearly directional, many other approaches would likely work

well (e.g., an environment map).

3.3.2 Loss Function

During training, we jointly optimize all network parameters as well as the pose of

the nerflets. In this way, each nerflet can be pushed by gradients to “move” across the

scene, and focus on a specific portion of it. We expect a final decomposition mirroring the

scene, with more nerflets on complex objects, and use multiple losses to that end.

The loss function is broken up into rgb, semantic, instance, and regularization

terms:

L = Lrgb +Lsem +Lins +Lreg. (3.9)

Lrgb: The RGB loss Lrgb is the mean squared error between the synthesized color

Ĉ and the ground truth color C averaged over a batch of sampled rays, as in the original

NeRF. The one change is that we weight this loss with a schedule parameter that is 0.0 at

step 0. We gradually increase this value to 1.0 during training to prevent early overfitting

to high frequency appearance information.

Lsem: Our semantic loss Lsem compares the volume-rendered semantic logits pixel
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with the Panoptic Deeplab prediction [31]. We use a per-pixel softmax-cross-entropy

function for this loss.

Lins: The instance loss is defined as:

Lins = − 1
P

∑
(r1,r2)

||W (r1)−W (r2)||1. (3.10)

That is, we sample P ray pairs (r1,r2) that are from the same class but different instances

according to the instance segmentation model prediction, and enforce them to have different

influence maps. While this approach is somewhat indirect, well separated nerflets can

be easily assigned instance labels (Section 3.3.3), and it has the advantage of avoiding

topology issues due to a variable number of instances in the scene while still achieving an

analysis-by-synthesis loss targeting the instance decomposition. It is also compatible with

the inconsistent instance ID labelings across different 2D panoptic image predictions. Ray

pairs (r1,r2) are chosen within in an L×L pixel window per-batch for training efficiency.

Lreg: Our regularization loss has several terms to make the structure of the nerflets

better mirror the structure of the scene–

Lreg = Ldensity +Lradii +Lℓ1 +Lbox. (3.11)

In addition to the intuitions described below, each of these is validated in a knock-out

ablation study (Sec. 3.6) and tested on multiple datasets, to reduce the risk of overfitting

to one setting.

First, to minimize unnecessary nerflet overlap within objects and reduce scene

clutter, we penalize the L2 norm of the radii of the nerflets (Lradii). To encourage sparsity

where possible, we penalize the L1 norm of the nerflet influence values at the sample

42



locations (Lℓ1). We also require nerflets to stay within their scene bounding box, penalizing:

∑
d∈{x,y,z}

max(xd −boxmax,boxmin −xd,0). (3.12)

This reduces risk of “dead” nerflets, where a nerflet is far from the scene content, so it

does not contribute to the loss, and therefore would receive no gradient.

Finally, we incorporate a “density” regularization loss Ldensity, which substantially

improves the decomposition quality:

Ldensity = − 1
D

n∑
i=1

∑
x∼N (µi,Σi)

σ(x). (3.13)

N (µi,Σi) represents the underlying multivariate gaussian distribution for the i-th

nerflet and D is the number of samples drawn. This term rewards a nerflet for creating

density near its center location. As a result, nerflets end up centered inside the objects

they reconstruct.

3.3.3 Instance Label Assignment

Given an optimized scene representation, we use a greedy merge algorithm to group

the nerflets and associate them with actual object instances. We first pick an arbitrary 2D

instance image, and render the associated nerflet influence map W (r) for the image. We

then assign the nerflets most responsible for rendering each 2D instance to a 3D instance

based on it. We proceed to the next image, assigning nerflets to new or existing 3D

instances as needed. Because the nerflets have been optimized to project to only a single

2D instance in the training images, this stage is not prone to failure unless the 2D panoptic

images disagree strongly.

To assign instance labels for each nerflet, we render the nerflet influence map Wi

for each view and compare with corresponding 2D semantic and instance segmentation

43



maps to match each lji (2D object instance or stuff with local id j in view i) to a set of

nerflets M(lji ). Here M(·) maps an instance ID to its set of associated nerflets. We then

create a set of 3D instances G = {gk} according to the segmentation result of the first view

– we create a 3D global instance for each detected 2D object instance and also each disjoint

stuff labels in the semantic maps. For each new view i, we match lji to the 3D instance gk

if |M(lji )∩M(gk)|/|M(lji )| ≥ δ, and then update M(gk) to M(gk)∪M(lji ). If no match is

found in {gk}, we create a new 3D instance and insert it into G. Before inserting any new

global instance g, we remove all nerflets that are already covered by the global set G from

g. By using this first-come-first-serve greedy strategy we always guarantee no nerflet is

associated with 2 different global instances. After this step, each nerflet is associated with

a global instance ID, and our representation can be used to reason at an instance level

effectively.

3.3.4 Efficient Nerflet Evaluation

Top-k Evaluation: Instead of evaluating all nerflet MLPs in a scene as in Equation 3.5-

3.8, we use the gi influence values to filter out distant and irrelevant nerflets in two ways.

First, we truncate all nerflet influences below some trivial threshold to 0– there is no need

to evaluate the MLP at all if it has limited support. In free space, often all MLPs can be

ignored this way. Next, we implement a “top-k” MLP evaluation CUDA kernel that is

compatible with the autodiff training and inference framework. This kernel evaluates only

the highest influence nerflet MLPs associated with each sample. We use k = 16 for both

training and visualizations in this work, although even more aggressive pruning is quite

similar in image quality (e.g., a difference of only ∼ 0.05 PSNR between top-16 and top-3)

and provides a substantial reduction in compute. A top-k ablation study is available in

the supplemental.

Interactive Visualization and Scene Editing: We develop an interactive visualizer

combining CUDA and OpenGL for nerflets that takes advantage of their structure, efficiency,
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rendering quality, and panoptic decomposition of the scene. Details are available in the

supplemental. The key insight enabling efficient evaluation is that nerflets have a good

sparsity pattern for acceleration – they are sparse with consistent local structure. We

greatly reduce computation with the following two pass approach. In the first pass, we

determine where in the volumetric sample grid nerflets have high enough influence to

contribute to the final image. In the second pass, we evaluate small spatially adjacent

subgrids for a particular nerflet MLP, which is generally high-influence for all samples in

the subgrid due to the low spatial frequency of the RBF function. This amortizes the

memory bandwidth of loading the MLP layers into shared memory. This approach is not

as fast as InstantNGP [117], but is still interactive and has the advantage of mirroring the

scene structure.

3.4 Implementation Details

Model Architecture: For all nerflets MLPs fi, we follow the NeRF architecture [116]

but reduce the number of hidden layers from 8 to 4, and reduce the number of hidden

dimensions from 256 to 32. We also removed the shortcut connection in the original

network. All other architecture details are as in [116]. The background neural field uses

NeRF++ [219] style encoding, and its MLP ffar is with 6 hidden layers and 128 hidden

dimensions. One distinction is that we do perform coarse-to-fine sampling as in [116], but

both coarse and fine samples are drawn from a single MLP, not two distinct ones.

Hyper-parameters: We use N = 512 nerflets for all experiments in the main paper. The

scaling parameter η is set to 5 for all experiments. We initialize the nerflets temperature

parameter τ to 1 and multiply τ by 0.9 across the epochs. The smooth decay factor ϵ is

set to 10−7 for all experiments. We draw 64 samples for coarse level and 128 samples for

fine level within the bounding box. For unbounded scenes, we draw 16 coarse samples

and 16 fine samples from the background MLP. We increase the weight for Lrgb from 0.0

45



to a maximum of 1.0 by the step of 0.2 across epochs to prevent early overfitting to high

frequency information. Contrastive ray pairs are sampled within an 32 × 32 pixel window.

The weight for regularization loss Lreg is set to 0.1. All other losses are with weight 1.0.

Dataset Details: For training on each ScanNet scene, we uniformly sample 20% of the

RGB frames for training and 10% of the RGB frames for evaluation– about 200 frames

for training and 100 frames for evaluation. For both ScanNet and KITTI-360 scenes, we

estimate the scene bounding box with camera extrinsics and normalize the coordinate

inputs to [−0.5,0.5] for all experiments.

One important note about the ScanNet [36] experiments is that 2D ScanNet

supervision indirectly comes from 3D. That is because the 2D ScanNet dataset was made

by rendering the labeled mesh into images. We do not use this 2D ground truth directly,

but PSPNet [225] is trained on it. Here, this is primarily a limitation of the evaluation

rather than the method– there are many 2D models that can predict reasonable semantics

and instances on ScanNet images, but we want to be able to evaluate against the exact

classes present in the 3D ground truth. This does not affect the comparison to other

2D supervised methods, as all receive their supervision from the same 2D model. By

comparison KITTI-360 results are purely 2D only, but all quantitative evaluations must

be done in image-space.

For KITTI-360 experiments, we use the novel view synthesis split, and compare to

Panoptic Neural Fields (PNF) [85], a recent state of the art method for panoptic novel

view synthesis (1st on the KITTI-360 leaderboard). To generate 2D panoptic predictions

for outdoor scenes, we use a Panoptic DeepLab [31] model trained on COCO [96].

For ScanNet experiments, we evaluate on 8 scenes as in DM-NeRF [13] and

compare to recent baselines– DM-NeRF [13], which synthesizes both semantics and

instance information, and Semantic-NeRF [227] which synthesizes semantics only. To

generate panoptic images for indoor scenes, we use PSPNet [225] and Mask R-CNN [57].

Please see the supplemental for important subtleties regarding how 2D supervision on
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ScanNet is achieved.

Interactive Visualizer Details: In order to demonstrate the efficiency of our represen-

tation, we have implemented a real-time interactive visualizer for nerflets. Our interactive

visualizer allows real-time previewing of nerflet editing results while adjusting the bounding

boxes of objects in the scene. The visualizer draws the following components. First, a

volume-rendered RGB or depth image at an interactive resolution of up to 320x240. This

enables viewing the changes being made to the scene in real time. Second, the nerflets

directly, by rendering an ellipsoid per nerflet at a configurable influence threshold. This

enables seeing the scene decomposition produced by the nerflets. Third, a dynamic isosur-

face mesh extracted via marching cubes that updates as the scene is edited, giving some

sense of where the nerflets are in relation to the content of the scene. Fourth, a set of

boxing box manipulators, one per object instance, with draggable translation and rotation

handles. These boxes are instantiated by taking the bounding box of the ellipsoid outline

meshes for all nerflets associated with a single instance ID. A transformation matrix that

varies per instance is stored and pushed to the nerflets on each edit.

Most of the editor is implemented in OpenGL, with the volume rendering imple-

mented as a sequence of CUDA kernels that execute asynchronously and are transferred

to the preview window when ready. In the main paper we report performance numbers for

top-1 evaluation, which is often the right compromise for maximizing perceived quality in

a given budget (e.g., pixel count can be more important), though interactive framerates

with top-16 or top-3 evaluation are possible at somewhat lower resolutions.

3.5 Experiments

In this section, we evaluate our method using 512 nerflets on multiple tasks with

two challenging real-world datasets.
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Table 3.1. Results on novel view color and semantic synthesis tasks on KITTI-360 [94].
Nerflets achieve similar color synthesis quality and better semantic synthesis quality
compared to PNF [85] without any 3D supervision. We also have the best efficiency in
terms of worst case kFLOPs.

Method Appearance
PSNR

Semantics
mIOU

Worst-Case
kFLOPs

PBNR [84] + PSPNet [225] 19.91 65.07 -
FVS [145] + PSPNet [225] 20.00 67.08 -
NeRF [116] + PSPNet [225] 21.18 53.01 ∼ 1056
Mip-NeRF [8] + PSPNet [225] 21.54 51.15 ∼ 1056
PNF [85] 21.91 74.28 ∼ 1256
Ours 21.69 75.07 ∼ 244

Table 3.2. ScanNet novel view synthesis quantitative results. Rendered color images and
segmentation maps from nerflets have the best quality among all evaluated methods.

Method PSNR Semantics mIoU Instance mAP0.5
PSPNet [225] on GT Image - 68.43 -
Mask R-CNN [57] on GT Image - - 23.53
PSPNet [225] on NeRF Im. - 46.21 -
Mask R-CNN [57] on NeRF Im. - - 14.32
Semantic-NeRF [227] 28.43 71.34 -
DM-NeRF [13] 28.21 70.71 25.12
Ours 29.12 73.63 31.32

Table 3.3. Evaluation of nerflet panoptic performance on ScanNet 3D point cloud labeling
task. Nerflets beat some less recent fully 3D-supervised methods with less supervision at
both semantic and instance tasks, while also beating the similarly supervised multiview
fusion approach.

Supervision Method Semantics mIoU Instance mAP0.5

Pointcloud

MinkowskiNet [34] 71.92 -
3DMV [37] 49.22 -

PointNet++ [136] 44.54 -
Mask3D [151] - 75.34

3D-BoNet [203] - 46.23

Images Multiview Fusion [48] 55.23 -
Ours 63.94 48.67
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Figure 3.4. Novel view synthesis qualitative comparison. Nerflets outperform NeRF,
Mip-NeRF, and FVS, and perform comparably to PNF with better performance in difficult
areas (far left), possibly due to explicit spatial allocation of parameters.

3.5.1 Novel View Synthesis

We evaluate the performance of nerflets for novel view image synthesis on both

KITTI-360 and ScanNet. As shown in Table 3.1, on KITTI-360, our method achieves

better PSNR than all other 2D supervised methods on the leaderboard and is competitive

with PNF [85], which utilizes 3D supervision. As shown in Figure 3.4 our visual quality

is approximately on par with PNF, and does particularly well in challenging areas. For

complex indoor scenes in ScanNet (Table 3.2), we achieve the best performance for

novel view synthesis under all settings (with or without instance supervision), including

when compared to DM-NeRF [13]. In particular, nerflets achieve better object details

(Figure 3.6), likely due to their explicit allocation of parameters to individual object

instances.
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Figure 3.5. Novel view semantic synthesis qualitative comparison. Nerflets outperform
other methods, particularly with respect to details and thin structures.

3.5.2 2D Panoptic Segmentation

Nerflets can render semantic and instance segmentations at novel views. We evaluate

our 2D panoptic rendering performance quantitatively on both KITTI-360 (Table 3.1)

and ScanNet (Table 3.2). On both datasets, nerflets outperform all baselines in terms of

semantic mIoU, even compared to the 3D-supervised PNF [85]. On the ScanNet dataset,

we also show that nerflets outperform PSPNet [225] and Mask R-CNN [57] in terms of both

mIoU and instance mAP, although those methods were used to generate the 2D supervision

for our method. This is an indication that nerflets are not only expressive enough to

represent the input masks despite their much lower-dimensional semantic parameterization,

but also that nerflets are effectively fusing 2D information from multiple views into a

better more consistent 3D whole. We further explore this in the supplemental material.

Qualitatively, nerflets achieve better, more detailed segmentations compared to baseline

methods (Figure 3.5, Figure 3.6), particularly for thin structures.
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Ground Truth DM-NeRF Ours

Figure 3.6. ScanNet qualitative result and comparison to DM-NeRF [13]. The comparison
is on a ScanNet view synthesis example taken from the DM-NeRF paper. Our results
improve in terms of both image and segmentation quality- notice the better image rendering
for the glass table, and the better segmentation of the chair legs, which even exceeds the
ground truth quality.

3.5.3 Scene Editing

In Figure 3.7 and Figure 3.8, we use the instance labels on nerflets to select individual

objects, and then manipulate the nerflet structure directly to edit scenes. No additional

optimization is required, and editing can be done while rendering at interactive framerates

(please see the video for a demonstration, the results here were rendered by the standard

autodiff inference code for the paper). When compared to Object-NeRF on ScanNet

(Figure 3.8), nerflets generate cleaner results with more detail, thanks to their explicit

structure and alignment with object boundaries. Using nerflets, empty scene regions will

not carry any density after deletion, as there is nothing there to evaluate. In Figure 3.7,

we demonstrate additional edits on KITTI-360, with similar results. These visualizations

help to confirm that indeed, nerflets learn a precise and useful 3D decomposition of the

scene.
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Original View Edited

Figure 3.7. KITTI-360 scene editing. We replace cars (top) or removing a sign instance
(bottom).

3.5.4 3D Panoptic Reconstruction

In Figure 3.9, we demonstrate the 3D capabilities of nerflets by extracting a

panoptically labeled 3D mesh and comparing it to the ground truth. We create point

samples on a grid and evaluate their density, semantic and instance information from

nerflets. We then estimate point normals using the 5 nearest neighbors and create a mesh

with screened Poisson surface reconstruction [77]. The mesh triangles are colored according

to the semantic and instance labels of their vertices. We observe that the resulting mesh

has both good reconstruction and panoptic quality compared to the ground truth. For

example, nerflets even reveal a chair instance that is entirely absent in the ground truth

mesh. We demonstrate this quantitatively by transferring nerflet representations to a

set of ground truth 3D ScanNet meshes, comparing to existing 3D-labeling approaches

in Table 3.3. We observe that nerflets outperform the similarly supervised multi-view

fusion baseline, while adding instance capabilities. State of the art directly-3D supervised

baselines are still more effective than nerflets when input geometry and a large 3D training

corpus are available, but even so nerflets outperform some older 3D semantic and instance

segmentation methods.
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Figure 3.8. Scene editing comparison with ObjectNeRF on a pair of ScanNet images
shown in the ObjectNeRF paper. Notice the improved handling of free space during
removal and the more accurate texture during duplication, both attributable to the simple
“copy-and-paste” nature of nerflets manipulation.

3.6 Model Analysis and Discussions

Scene Decomposition Quality: Our insight was to create an irregular representation

that mirrors the structure of the scene. Do nerflets succeed at achieving this scene

decomposition? In Figure 3.10, we show RGB and panoptic images alongside the underlying

nerflet decomposition that generated them. We visualize nerflets according to its influence

function. We draw ellipsoids at influence value e− 1
2 ≈ 0.607. We see that indeed, the

nerflets do not cross object boundaries, do join together to represent large or complex

objects, and do cover the scene content.

Semantics Help Appearance: One key insight about our approach is that the semantic

structure of the nerflets decomposition is beneficial even for lower level tasks, like novel

view synthesis. We perform an experiment on the KITTI-360 validation set and observe

that when training without a semantic or instance loss (i.e., photometric and regularization

losses only), nerflets achieve a PSNR of 20.95. But when adding the semantics loss, PSNR

increases to 22.43, because the nerflets end up more accurately positioned where the

content of the scene is. This is also why we train with a higher semantic loss early in
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Figure 3.9. A 3D mesh extracted from a ScanNet RGB sequence with nerflets, colorized
according to predicted panoptic labels. Ground truth RGBD mesh with human-annotated
labels is shown on the left. Nerflets successfully reconstruct and label a chair instance
missing from the ground truth mesh.

Rendered Image Rendered Semantic Segmentation
(overlaid on rendered image) Learned Nerflets RepresentationRendered Panoptic Segmentation

(overlaid on rendered image)

Figure 3.10. Visualization of nerflet outputs, trained on KITTI-360 images.

training, to encourage better nerflet positioning.

Ablation Study: Here we run a knock-out ablation study to validate the effectiveness of

each of our regularization terms. Table 3.4 shows that all regularization terms contribute

to final performance quantitatively. Ldensity is the most crucial term for learning a nice

representation. It affects both image synthesis and segmentation performance, as it

encourages nerflets to focus around actual scene content. Lradii, Lℓ1 and Lbox all also

improve performance, due to their effect of forcing a more well-separated and active

decomposition of the scene where all nerflets contribute to the final result.

Performance: Nerflets have good performance due to their local structure. Our editor

renders 320×240 top-1 editable volume images with 192 samples/pixel at 31 FPS with 4
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Table 3.4. Ablation experiment on ScanNet for the effectiveness of our regularization
terms– density loss Ldensity, radii penalty Lradii, influence sparsity loss Lℓ1 and scene box
loss. Lbox

PSNR mIOU mAP0.5
w/o Ldensity 20.85 63.31 11.20
w/o Lradii 27.23 72.43 26.32
w/o Lℓ1 28.83 68.23 21.74
w/o Lbox 28.93 72.14 29.88
full model 29.12 73.63 31.32

Table 3.5. Ablation experiment on ScanNet for different number of nerflets.

PSNR mIOU
n = 64 26.34 53.23
n = 128 28.34 62.41
n = 256 28.81 69.97
n = 512 29.12 73.63
n = 1024 29.19 74.09

A100 GPUs and 64 nerflets– 457 million sample evaluations per second.

Number of Nerflets: We perform ablation study on the number of nerflets on the

subset of ScanNet from [13]. The results are in Table 3.5. We find that increasing the

number of nerflets could improve the performance on both photometric and semantic

metrics. However, the benefit saturates when adding more nerflets than 512. To balance

performance and efficiency, we use 512 nerflets in all experiments in the paper.

Effect of Top-k Evaluation: We perform ablation study on the performance impact of

k when we only evaluate nerflets with top-k influence weights for each point sample. The

experiment is done on the subset of ScanNet from [13]. The results are in Table 3.6. We

Table 3.6. Ablation experiment on ScanNet for evaluating only nerflets with top-k
influence weights during training and testing.

PSNR mIOU
k = 32 29.13 73.72
k = 16 29.12 73.63
k = 3 29.05 72.95
k = 1 28.35 70.73
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Figure 3.11. Comparison of ScanNet reference panoptic segmentation maps and our
panoptic segmentation predictions overlaid on reference images.

find that evaluating 32, 16 or 3 nerflets have little influence on the model performance,

since each nerflet is only contributing locally. However we see a moderate performance

drop when only evaluating one nerflets with the highest influence weight. We choose to

evaluate k = 16 nerflets for all experiments in the paper to balance the computational cost

and performance.

Inactive Nerflets: One known problem [47] with training using RBFs that have learned

extent is that when an RBF gets too small or too far from the scene, it does not contribute

to the construction results. The radii loss Lradii and box loss Lbox are proposed to alleviate

this issue. To estimate the actual number of inactive nerflets, we utilize nerflet influence

map W and count nerflets that do not appear on any of these maps in any views. In

KITTI-360 experiments, we estimate to have 10.6 inactive nerflets on average per scene,

making up ∼ 2.07% of all available nerflets. In ScanNet experiments in the main paper,

we estimate to have 30.6 inactive nerflets on average per scene, making up ∼ 5.98% of all

available nerflets.

Robustness against Input 2D Segmentation: In Figure 3.11, we visualize more

examples on ScanNet comparing our panoptic predictions with reference annotations from

the dataset. It can be seen that our representation learned from 2D supervision contains
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rich information and can produce more accurate segmentation results than reference maps

in some cases. Our method produces clearer boundaries, fewer holes and discovers missing

objects in the reference results, thanks to its ability to fuse segmentation maps from

multiple views with a 3D sparsity prior from the structure of the representation.

3.7 Conclusion and Limitations

In this work, we present nerflets, a novel 3D scene representation which decomposes

the scene into a set of local neural fields. Past work demonstrated structure is useful for

parsimony in MLP-based shape representation [46], and we have found similar evidence

extending that to scenes in this work. Thanks to the locality of each nerflet, our model is

compact, efficient, and multi-view-consistent. Results of experiments on two challenging

real-world datasets KITTI-360 and ScanNet demonstrate state-of-the-art performance for

panoptic novel view synthesis, as well as competitive novel view synthesis and support for

downstream tasks such as scene editing and 3D segmentation.

Despite these positives, nerflets have several limitations. For example, we do

not model dynamic content. Even though the representation is well-suited for handling

rigid motions (as demonstrated in scene editing), that feature has not been investigated.

Also, while individual nerflet radiance fields are capable of handling participating media,

the overall representation may struggle to fit scenes where those effects cross semantic

boundaries (e.g., foggy outdoor sequences). Finally, we currently assume a fixed number of

nerflets for each scene, regardless of the scene complexity. However, it may be advantageous

to prune, add, or otherwise dynamically adjust the number based on where they are needed

(e.g. where the loss is highest). Investigating these novel features is interesting for future

work.

Connection to 3D Gaussian Splatting (3DGS): This work shares a common high-

level idea with the later work 3DGS [78]. Both methods explore to decompose and express
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a large scene into a set of small 3D Gaussian based primitives. The major difference

lies in the method for rendering. In our work, we follow the NeRF line of works to

evaluate point samples along the ray, and render with volume rendering equation. While

in 3DGS, splatting is used to directly rasterize 3D representations onto 2D image planes.

Our representation is more information-rich while 3DGS is more compact and faster in

rendering.
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Chapter 4

Large-Scale Consistent 2D-3D Pre-
Training with Dense and Sparse Fea-
tures

4.1 Introduction

The rapid advancement of 3D computer vision has led to significant breakthroughs

in understanding and interpreting the world in three dimensions. However, achieving

robust performance across a range of 3D perception tasks is challenging when we try to

match the accomplishments of large pre-trained models in the natural language and 2D

vision domains. The path to a 3D foundation model is hampered by the relative scarcity

of 3D data compared to 2D images, and especially the increased difficulty of obtaining

quality annotations in 3D. At the same time, 3D models need to co-exist and communicate

with language or language-vision models, if we are to optimally use priors in perceiving,

reasoning, and acting on the physical world. Motivated by these considerations we propose

a novel approach for large-scale 3D pre-training that leverages the knowledge encoded in

extant pre-trained 2D networks, capitalizes on the availability of large-scale multi-view

datasets, and learns consistent 2D-3D features.

In this work, we introduce a comprehensive 2D-3D joint training scheme, named

ConDense, aimed at extracting co-embedded 2D and 3D features in an end-to-end
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Figure 4.1. ConDense extract co-embedded feature for 2D or 3D inputs. The model
not only has improved performance over previous pre-training methods but also enables
efficient cross-modality, cross-scale queries such as 3D retrieval and duplicate detection.

pipeline. Our approach goes beyond conventional pre-training methods by enforcing

2D-3D feature consistency through 2D-3D consensus. This consistency is established by

cross-checking the extracted 2D and 3D features via a ray-marching process inspired by

Neural Radiance Fields (NeRFs), ensuring that the learned features align seamlessly in

both the 2D and 3D domains.

In addition, ConDense represents the extracted features in two forms: a dense per-

pixel representation and a sparse key point-based representation. This dual representation

allows us to capitalize on the strengths of both types of features, making ConDense ver-

satile and adaptable to a wide range of downstream tasks. Consider, for example, the

fact the NeRFs have made the capture of 3D scenes a lightweight and widely available

process. We will soon have hundreds of millions of objects and scenes in a NeRF form and

the need arises to organize and search large collections of such data – and in particular to

interrogate them using language and image queries. Our sparse key point representation

and joint 2D-3D embeddings enable and facilitate such multi-modal cross-domain queries.

Our contributions can be summarized as follows:
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• We propose ConDense, a novel 3D self-supervised pre-training scheme. By leverag-

ing only large-scale 2D multi-view image datasets and 2D foundation models, we are

able to achieve 3D pre-training with state-of-the-art downstream task performance,

even when compared to 3D pre-training methods that utilize 3D training data.

• Our approach leads to the creation of more consistent and less noisy 2D features,

enhancing the quality of existing 2D visual representations, and shows better perfor-

mance than base models in various downstream 2D tasks.

• By learning sparse features jointly with the dense features for both 2D and 3D, we

enable several novel tasks such as efficiently matching 2D images to larger-scale 3D

scenes, or matching 3D captures of the same scene to each other.

• We establish a unified embedding space where 2D, 3D, and other modalities (e.g.,

natural language prompts) can be jointly queried, enabling efficient matching using

either dense or efficient sparse features.

To validate the effectiveness of our large-scale pre-training approach, we conduct

extensive experiments, showcasing its superior performance in various tasks. Furthermore,

our pre-trained model opens up exciting possibilities for downstream applications, such as

querying 3D scenes through natural language inputs or efficiently matching 2D images to

3D scenes, all without per-scene fine-tuning.

4.2 Related Work

2D Representation Learning and Foundation Models. Initial works on self-

supervised 2D representation learning employ various pretext tasks derived from the

images themselves [129, 221, 17], etc. Another line of work adopted discriminative strate-

gies, such as instance classification [55], treating each image as a unique class and employing

data augmentation for training. Recent advances in patch-based architectures, like Vision
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Transformers (ViTs) [41], revived interest in pretext tasks, particularly inpainting in both

image and feature space. Various works find that masked-autoencoders (MAEs) provide

strong initialization for downstream tasks [54]. However, all these pre-trained features

require additional supervised fine-tuning. More recently, foundation models, referring to

pre-trained models adept at a broad range of tasks, have seen expansive growth within

the vision domain through variants that have successfully adapted to numerous vision-

related tasks. Notably, the CLIP model [139] leverages contrastive learning from extensive

image-text pairs to achieve zero-shot task transferability. DINO [18, 123] demonstrates

the emergence of various desirable properties in its features through self-supervision,

facilitating its direct application across diverse visual tasks.

3D Representation Learning and Foundation Models. Despite advances in 2D

representation learning and foundation models, 3D models lag behind greatly due to

dataset and architecture constraints. A major line of research proposed various pretext

tasks for 3D point clouds [126, 224]. The recent success of ViTs in 2D has also spurred

the exploration of their counterparts in 3D domains [212, 126, 236, 95]. However, all

these models require 3D point clouds for pre-training. Most of them are pre-trained on

ScanNet [36] (around 1000 scenes) and ShapeNet [20] (around 50k objects, synthetic), and

are thus constrained by the limited amount of real-world data available.

2D to 3D Feature Distillation and Multi-Modality Embeddings. With the

recent development of large-scale 2D foundation models and multi-modality embeddings

(e.g., CLIP for images and languages), many have tried to distill the knowledge learned

from these models and extend their application to 3D data formats. PointCLIP and

PartSLIP [220, 102] achieves zero-shot point cloud classification and segmentation by

projecting point clouds to 2D depth maps and applying the 2D pre-trained models directly.

OpenShape, ULIP, and ULIP-2 [100, 199, 200] collects text, image, and point cloud triplets

and takes advantage of pre-aligned vision-language feature space to achieve alignment

among the triplet modalities. Specifically, they fix the visual-language embedding space
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and only tune their 3D point cloud encoder to achieve this alignment. These methods

focus on the task of point cloud classification and their design cannot be easily extended

to other 3D tasks or 3D input formats. Several methods have been proposed for dense

feature encoding in 3D [130, 236, 232]. For example, OpenScene [130] trains on point

cloud-grounded multi-view datasets and learns a 3D point cloud network from multi-view

aggregated 2D features. Like PointCLIP and ULIP, OpenScene requires 3D point clouds

for training, which are scarce and hard to collect in the real world on a large scale, when

compared to multi-view images. These works also re-use the embedding space from the

2D foundation model and only distill the 3D encoder.

More recently, Neural Radiance Fields (NeRFs) [116] and numerous subsequent

follow-ups [9, 222] have gained great success in novel view synthesis. NeRF has the

property of aggregating information across views. Several recent works leverage this

property to improve the quality of semantic segmentation [79, 223, 229]. Many works

distill features (e.g., DINO [18] and CLIP [140]) into 3D and demonstrate they can be

used for downstream tasks such as natural language-based query. These works require

per-scene distillation and optimization. FeatureNeRF [207] proposed to distill features

from 2D foundation models to 3D space via generalizable NeRFs [209, 23]. Through

distillation, the learned model can lift any 2D images to continuous 3D semantic feature

volumes. However, the pipeline serves more as a 2D-to-3D lifting technique and cannot

handle native 3D data directly.

NeRF for Perception. The integration of Neural Radiance Fields (NeRF) into various

discriminative perception tasks such as classification, detection, and segmentation has also

been explored [223, 174]. These methods typically follow a reconstruction-then-detection

pipeline by creating NeRFs from multi-view image data first and then designing task-

specific networks and loss terms to tackle each perception task, and many of them work in

a scene-by-scene manner and require re-training and optimization for each new scene. More

recently, NeRF-Det [195] incorporates generalizable, feature-conditioned NeRF, and 3D
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detection pipelines to achieve efficient detection performance with no per-scene fine-tuning.

Our work is inspired by these ideas while developing further by joining forces with 2D

foundation models and creating a pre-training pipeline that is native to both 2D images

and 3D formats.

Querying 3D Data. A variety of works have explored 3D to 3D similarity queries in

pre-deep learning period, mostly at the object level, by constructing human-designed whole

object features encoded as Euclidean embeddings or as distributions [124, 24]. Later some

works explored learned embedding spaces, as well as co-embeddings of images and 3D

models [91]. Inspired by the bag-of-words paradigm in image search, “bags-of-features”

have also been investigated in 3D to 3D search, for example [16]. However, none of these

approaches is integrated into a multi-task framework, as we aim to do here and they are

largely focused on object retrieval, not scenes.

4.3 Preliminaries

Neural Radiance Fields (NeRFs) [116] offer a novel representation of 3D scenes,

capturing continuous volumetric scenes as neural networks. We briefly describe the

mechanism of the NeRF and refer to [116, 9] for details about related NeRF models. A

NeRF F maps a 3D coordinate x = (x,y,z) and a viewing direction d = (θ,ϕ) to a color

c = (R,G,B) and density σ – F : (x,d) 7→ (c,σ), where color c is related to both point

location x and viewing direction d, recording the local appearance information, and density

σ is only related to point location x, recording the local geometry information.

The rendering of a 3D scene from a 2D perspective is formulated as a volume

rendering problem. Given a ray r(t) = o+ td, where o is the camera origin and t is the

distance along the viewing direction d, the color C(r) of the ray is computed as:

C(r) =
∫ tf

tn

T (t)σ(r(t))c(r(t),d)dt, T (t) = exp
(

−
∫ t

tn

σ(r(s))ds

)
, (4.1)
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where T (t) is the accumulated transmittance along the ray from tn (near bound) to tf (far

bound). In practice, discretized approximations are used to evaluate this integral. The

process is also called ray marching, which can be used as a general tool to render from

any 3D feature field f and get a 2D-projected feature map as shown in many previous

works [229, 174, 223]. The property can be used to bridge the 3D feature field of a scene

with its 2D feature maps and is the basis of our 2D-3D consensus pipeline.

2D Foundation Models are deep learning models that have been extensively pre-trained

on large-scale image datasets. Let G be a 2D foundation model that maps an input

image I to a feature representation F: G : I 7→ F. The feature representation F is a high-

dimensional vector that captures the essential properties such as geometry and semantic

information of the input image I. Of particular interest, our work leverages DINO [18, 123],

a self-supervised learning approach for visual representation trained on large-scale image

datasets. Its latest version, DINOv2, excels in capturing both fine-grained details and

global contextual information from images without any labeled data. By initializing the 2D

encoder from DINOv2, we tap into a robust source of information-rich 2D dense features,

and can thus kick-start our 3D encoder from 2D-3D knowledge distillation.

4.4 Method

An overview of our approach is illustrated in Figure 4.2 (dense feature encoding)

and Figure 4.3 (key point prediction). Our model is composed of two branches, encoding

2D and 3D information, respectively (Sec. 4.4.1 and Sec. 4.4.2). Both branches encode

features in two forms – dense format and key-point-based sparse format (Sec. 4.4.4).

During training, we use paired 2D-3D inputs in the form of multi-view images and the

corresponding NeRF scene. The information extracted in 2D and 3D branches is compared

via 2D-3D consensus (Sec. 4.4.3) so that information can flow both ways.
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Figure 4.2. Dense feature encoding: the 3D encoding module G3D is composed of a
swappable input processing head J3D and a common 3D reasoning backbone H3D. J3D
maps input 3D scenes of various formats into a feature Js in a unified 3D embedding
space. H3D turns Js into a 3D feature grid Fs. Through interpolation on Fs and volume
rendering, a 3D-projected feature map F3D can be obtained and compared with a 2D
dense feature map F2D, extracted from the 2D encoding module G2D. The resulting 2D-3D
consensus loss L2D3D is used as a self-supervision signal. An additional 2D fidelity loss
Lfid is introduced to make sure that the 2D-3D consensus optimized 2D feature F2D does
not deviate too much from the original 2D feature in order to retain some of its semantics
and visual richness.

4.4.1 2D Encoding

The 2D encoding branch (G2D) of the ConDense framework is crucial for extracting

rich visual features from multi-view images, which later are learned synergistically with the

3D encoding module. We follow the network architecture of DINOv2 [123] to use ViT [41]

as the base for our 2D encoder and load the pre-trained DINO weights for the initialization

of our 2D branch. The ViT architecture takes as input a grid of non-overlapping contiguous

image patches of resolution N ×N . In this work, we use N = 14 (“/14” ViT models). The

patches are then passed through a linear layer to form a set of embeddings. Following

previous works [41, 18], an extra learnable [CLS] token is added to the sequence to

aggregate global information. These patch tokens and the [CLS] token are fed to the
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standard transformer blocks and updated by the attention mechanism.

For any given input image I, the 2D branch generates a dense feature map F2D =

G2D(I). This feature representation F2D is a high-dimensional vector encoding various

essential attributions of the input image, and can already be used out-of-the-box due to

its pre-training on large-scale image datasets. We will later show that combined with our

2D-3D joint training, the feature branch can be further improved for various downstream

tasks.

4.4.2 3D Encoding

The 3D encoding branch (G3D) of the ConDense framework is aimed at extracting

a 3D feature field from various data formats. It is designed to be composed of two parts:

G3D = H3D ◦J3D, where J3D is the input processing head and H3D is the actual 3D reasoning

backbone. Different 3D data formats have their individual input processing heads, but

they share a common 3D reasoning backbone H3D. The major 3D inputs we are dealing

with are NeRF models, while we also support other data formats such as point clouds.

Here we detail the full pipeline for 3D feature field reasoning from NeRF data.

Grid Sampling from NeRF. Given any learned NeRF function F : (σ,c), we sample

uniformly on a 3D lattice within the normalized scene bounding box [−1,+1], with spacing

ϵ between samples:

Σs = {σ(x),s.t. x ∈ [−1 : ϵ : 1]3}, (4.2)

Cs = {c(x,d),s.t. x ∈ [−1 : ϵ : 1]3,d ∈ D}, (4.3)

where D is a predefined set of directions aiming to capture as much local appearance

information as possible. In order to reduce computation costs, we use the density field

from the input NeRF to sparsify these grids. Specifically, we calculate sample opacity by

α(x) = 1− exp(−σ(x)) due to the canceled-out spacing term δt in the regular grid [195],
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and filter out the point samples x with α(x) < θ. After sparsification, the evaluated

sigma value and color values are concatenated for each grid sample and fed into the input

processing head, which is a small 3D sparse convolutional network:

Js = J NeRF
3D (Concat(Σs,Cs)). (4.4)

Here Js serves as the input embedding for the 3D reasoning backbone, while

different input processing heads take care of mapping data from different input sources

to this input embedding space. For point cloud inputs, we first voxelize the data before

feeding it into a small 3D network. Please check the appendix for more details.

3D Spatial Reasoning. We apply a 3D UNet [35] implemented with sparse convolution

blocks to obtain a 3D feature grid Fs from the aforementioned input embedding:

Fs = H3D(Js). (4.5)

The module enables reasoning in 3D space. To obtain the feature for an arbitrary 3D

query point x ∈ R3, we interpolate within the feature grid Fs with a trilinear interpolation

operator:

f3D(x) = TriLerp(x,Fs). (4.6)

4.4.3 2D-3D Consensus with 2D Fidelity

With the proposed 2D and 3D encoders, our model can generate co-embedded

dense features given 2D or 3D inputs. During training, we use paired data of multi-view

2D images {Ik} and their corresponding learned NeRF F : (σ,c) to jointly train the 2D

and 3D branches.

Specifically, for each scene, we first generate the 3D feature field f3D as detailed in
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Sec. 4.4.2. Based on this feature field and the scene density σ, we can adapt the rendering

equation to render 3D-projected feature maps as in [229, 174]:

F3D(r) =
∫ tf

tn

T (t)σ(r(t))f3D(r(t))dt. (4.7)

In the meantime, we generate the 2D feature map with our 2D branch: F2D = G2D(Ik)

and adopt the consistency loss between the 3D rendered feature map F3D the 2D-originated

counterpart F2D with L2 loss:

L2D3D(F2D,F3D) =
∑
r∈R

||F2D(r)−F3D(r)||22. (4.8)

R denotes all camera rays in the multi-view image set of the scene that hit at

least one active voxel in the 3D feature grid Fs. The loss encourages information to flow

both ways – the 3D branch could learn to generate useful 3D feature fields from the 2D

multi-view supervision, and the 2D branch could also benefit from consistent underlying 3D

geometry and learn to extract less noisy, multi-view consistent, and 3D-informed features.

Due to the biased and scarcer nature of the existing multi-view image datasets, if we

optimize the networks based only on this 2D-3D consistency loss, the feature quality may

degrade due to trivial solutions and biased data distribution. To prevent this, we propose

to insert an additional output head called 2D fidelity head K2D before the second-to-last

transfer block (see Figure 4.2), and apply the 2D fidelity loss to keep its output Ffid
2D from

deviating too much from the original DINOv2 [18] feature:

Lfid(Ffid
2D ) = ||Ffid

2D −Ft
2D||22, (4.9)

where Ft
2D is the pre-trained DINOv2 feature. No ground-truth labels are used in this loss,

and this term can be applied on any natural image collection. We adapt ImageNet-21k [144]

in our pipeline.
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Figure 4.3. Key point prediction: key points are detected in both 2D (P2D) and 3D
(P3D) based on the existing feature backbones. The 2D-3D key point loss Lp is used as a
self-supervision signal.

4.4.4 Key Point Extraction

With the proposed 2D and 3D encoders and the joint training scheme, our model

can generate co-embedded dense features given any input 2D image or 3D scene. This

property is desired since it enables possible applications to query among 2D, 3D, and other

modalities. To further facilitate these applications, we add support for sparse key point

detection in both 2D and 3D based on the existing feature backbones for efficient queries

across scene scales.

As shown in Figure 4.3. To detect key points in 2D images, we follow a similar

formulation as in [40] and decode the 2D backbone feature F2D into the full image-resolution

interest point possibility map P2D with 2 MLP layers with a softmax output head (noted

as M2D). Please refer to [40] and our Appendix for more in-depth details. For the 3D

branch, we similarly use 2 MLP layers with a ReLU output head (noted as M3D) to decode

the key point possibility on the 3D feature grid Fs, and the possibility maps are rendered
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and compared between 2D and 3D using the aforementioned 2D-3D consensus scheme:

P2D = M2D(F2D), (4.10)

P3D(r) =
∫ tf

tn

T (t)σ(r(t))p3D(r(t))dt, (4.11)

Ps = M3D(Fs), p3D(x) = TriLerp(x,Ps), (4.12)

Lp(P2D,P3D) =
∑
r∈R

||P2D(r)−P3D(r)||22. (4.13)

During test time, 3D key points are selected directly from opaque 3D grid samples.

We multiply the opacity value by the predicted key point possibility and use α(x)×p3D as

the selecting criteria for the 3D key points.

We argue that the joint 2D-3D key point detection not only helps enable various

query tasks based on dense feature backbones (Sec. 4.6.3) but also serves as a useful

technique to improve the overall feature quality (Sec. 4.7.1).

4.5 Implementation Details

Loss Terms. The final loss L is given by:

L = λ2D3DL2D3D +λfidLfid +λpLp, (4.14)

where λ2D3D, λfid, and λp are scalars adjusted throughout the training process. Check the

appendix for more details.

Datasets Details. For all experiments included in the main experiments, we use

MVImgNet [211], ScanNet [36], and RealEstate10k [234] as our multi-view pre-training

datasets. MVImgNet is an object-centric dataset containing a total of 6.5 million frames

from more than 200k video captures of diverse objects. ScanNet and RealEstate10k are

indoor scene-scale datasets each containing a diverse set of scene captures in the form of

video clips. Though other modalities are provided in some of these datasets (e.g. point

72



clouds, semantic labels, etc.), we only use the posed images in pre-training. To generate

NeRFs for our pre-training dataset, we use the MipNeRF-360 [9] official implementation

to fit the scenes. For MVImgNet, we trained 4000 steps for each scene. For ScanNet and

RealEstate10k we trained 8000 steps for each scene. We half the image resolution before

using it as training supervision. All the NeRF are fitted with 8 V100 GPUs. We find these

settings are enough for generating NeRF with good qualities. We summarized the NeRF

quality in terms of PSNR and SSIM in Table 4.1. It takes around 35000 V100 GPU hours

to build these NeRFs, and we parallelize the process on around 1000 GPUs. For ScanNet,

we are determining the bounding boxes with the ground-truth meshes. For MVImgNet

and RealEstate10k, we use the ray near-far values and camera locations to determine the

scene bounds.

Table 4.1. NeRF quality on the pre-training datasets with PSNR (before the slash) and
SSIM (after the slash), tested on the sampled 1% images on each dataset’s native image
resolution.

MVImgNet ScanNet RealEstate10k

30.23 / 0.939 25.78 / 0.901 27.24 / 0.922

We acknowledge that fitting NeRFs on multi-view datasets requires significant

computation. However, we believe this upfront cost is justified: (1) It enables 3D backbone

pre-training without explicit 3D supervision, which is much more time-consuming to

acquire. (2) Creating these datasets is a one-time process, and they can be shared among

researchers to avoid repeated computation. (3) Faster rendering models have emerged

since we developed the pipeline, especially the 3D Gaussian Splatting, which is even more

suitable for our pipeline due to its sparsity nature. Adoption of these newer models could

potentially cut the computational cost greatly.

ImageNet-21k [144] is used to provide image samples for the 2D fidelity loss in

addition to the multi-view datasets. ImageNet-21k is the superset of the commonly used

ImageNet-1k dataset and contains more than 14 million images.
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2D Input Details. For MVImgNet [211], we use all 6.4M images in 214k scenes spreading

over 238 classes for pre-training. Images are center-cropped and resized to 336×336 before

being fed into 2D branch input. For ScanNet [36], we use all 1513 scans for training. We

filter out blurred frames by calculating the variance of the Laplacian matrix and ignore

them for the 2D branch inputs. Other images are randomly cropped in 336×336 before

being used as 2D inputs. The same sampling and pre-processing schemes are applied for

RealEstate10k [234]. For 2D fidelity loss, we sample from all 14M images in ImageNet-21k

spreading over 21k classes. Images are resized in 336×336 before being processed by our

2D branch and output features were compared with the DINOv2 ViT-g/14 model [123] to

enforce the 2D fidelity.

3D Input Details. During training, we grid sample the NeRFs with resolution varying

from 64×64×64 to 256×256×256 to ensure adaptability to different resolutions. These

samples are then re-scaled to 128×128×128, with 0.5 possibility of being sparse-dilated.

The output 3D feature grid Fs has the spatial resolution of 128×128×128 in all experiments

in this work.

Network Details. For the 3D Network, we follow the conventions and implementations

as in MinkowskiNet [34]. Specifically, for input processing heads J3D, we apply 3 sparse

convolution layers with “5×5×5×1,16”, “5×5×5×1,32” and “5×5×5×1,64” config-

urations, similarly following the input processing of [34]. Here × indicates a hypercubic

sparse kernel. For the 3D reasoning backbone H3D, we apply the same architecture as

MinkowskiUNet32 in [34] but remove the original input head and modify the number

of output channels to match the 2D feature channels. We utilize Vision Transformers

(ViT-g/14) as the backbone for the 2D branch and use 8 A100 GPUs for training. For the

key point prediction, the process is illustrated in Figure 4.3. Two different 2-layer MLPs

are used for reasoning key point possibilities from 2D and 3D inputs.

Training Scheme. We bootstrap the full training process of ConDense in four stages.

First, the 2D feature backbone G2D is initialized from DINOv2 [18] pre-trained weights.
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We then freeze its weights and fit the 2D key point detector MLPs (M2D) by enforcing

the interest point heatmap predictions to a pre-trained, frozen SuperPoint [40] model.

Then both G2D and M2D are kept frozen, while the 3D branch modules G3D and M3D

are optimized from L2D3D and Lp. In this stage, we distill the knowledge from the 2D

foundation models to kick start the learning of 3D modules. For the final phase, we

unfreeze all modules and jointly train all 2D and 3D modules with the loss terms defined

in Equation 4.14.

Loss Scheduling. After initializing the 2D branches and fine-tuning the 2D key point

detector, we train for 30k iterations with λfid and λp = 0 while only tuning the 3D networks

(distillation from 2D to 3D), where we sample 8 NeRF scenes in each iteration and sample

rays within the original set of rays for supervision. After this stage, we train an additional

30k iterations with a linear warm-up of λfid and λp in 5k iterations where all 2D and 3D

modules are jointly fine-tuned. Throughout the process, we use an AdamW optimizer,

an initial LayerScale value of 1e-5, a weight decay cosine schedule from 0.02 to 0.24, a

learning rate of 3.3e-4, and its warm-up of 2k iterations.

Computational Footprints. For data preparation, we use V100 GPUs for fitting each

scene. It takes around 35k V100 GPU hours. For pre-training, we use A100 GPUs and it

takes around 4k A100 GPU hours, including both distillation and joint tuning stages. The

total estimated power consumption is 12.1 MWh and carbon emitted is 5.8t CO2eq.

4.6 Experiments

In this section, we present extensive evaluations of our models on 1) 3D tasks

including 3D classification, and 3D segmentation; 2) 2D image understanding tasks; and

3) Cross-Modality scene queries. In all experiments, we freeze weights for the feature

backbones G2D and H3D unless otherwise stated. Due to the page limit, we only include

the most common benchmarks in the main paper, please check the appendix for more
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experiments including 3D detection, 2D retrieval, and 2D depth estimation.

4.6.1 3D Tasks

For point-cloud-based 3D tasks, we use the 3D feature backbone H3D out-of-the-

box and freeze its weights, while training a point cloud input head J PC
3D with 4 sparse

convolutional layers. For a 3D point x, we fetch the interpolated features in the 3D feature

grid Fs as the point feature (Equation 4.6). Depending on the actual 3D tasks, different

output heads could be added to further process these point features.

3D Classification We follow the testing protocols in the previous works [199, 200]

to evaluate on ModelNet40 [192] and ScanObjectNN [170]. ModelNet40 is a synthetic

dataset of CAD models containing around 10k training samples and 2.5k testing samples.

ScanObjectNN is a real-world 3D dataset with around 15k objects extracted from indoor

scans. We follow the same dataset setup and preparation protocols as in ULIP [199] to

ensure consistent evaluation. We apply normalization on the point clouds before passing

them into the input processing head and use a simple 3-layer sparse convolutional network

with average pooling and 1-layer MLP output with softmax to predict the scene class.

Only these two modules are trained with standard cross entropy loss on the target dataset

and the 3D feature backbone is kept frozen. Results are in Table 4.2.

3D Segmentation We follow the testing protocols in the previous works [204, 138] to

evaluate on the ScanNet [36] and the S3DIS [6] datasets. ScanNet contains 1613 indoor

scans with 20 semantic classes, we train on its train split and report the mean Intersection

over Union (mIoU) on the validation split. S3DIS contains 272 scenes, we train on its

training split and evaluate on its validation set with the 6-fold cross-validation scheme.

The voxel sizes for ScanNet and S3DIS are set to 2cm and 5cm, respectively. We extract

the point feature from the backbone with trilinear interpolation (Equation 4.6) and use a

simple linear layer with softmax to predict the point label. Only the input processing head

and the linear layer are trained with standard cross entropy loss on the target dataset and
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Table 4.2. 3D classification results on ScanObjectNN (before slash) and ModelNet40 (after
slash). ConDense outperforms all the baselines including train-from-scratch methods
and pre-training methods.

Model Overall Acc Cls-mean Acc

PointNet [135] 68.2 / 89.2 63.4 / 86.0
PointNet++ [136] 77.9 / 90.7 75.4 / – –
DGCNN [186] 78.1 / 92.9 73.6 / 90.2
MVTN [51] 82.8 / 93.8 – – / 92.0
PointMLP [112] 85.7 / 94.1 84.4 / 91.3
PointNeXt [138] 87.5 / – – 85.9 / – –

Point2Vec [213] 87.5 / 94.8 86.0 / 92.0
ULIP (w/ PointMLP) [199] 88.8 / 94.3 87.8 / 92.3
ULIP-2 (w/ PointNeXt) [200] 90.8 / – – 90.3 / – –
ReCon [137] 90.6 / 94.7 – – / – –
PointGPT [26] 93.4 / 94.9 – – / – –
ConDense (Ours) 94.1 / 95.2 93.4 / 93.1

the 3D feature backbone is kept frozen. Results are presented in Table 4.3.

3D Detection We show that our 3D features are also useful for 3D detection by following

the settings of [204] to attach a state-of-the-art detection head CAGoup3D [178] and

fine-tune the entire network for fair comparisons. The results are presented in Table 4.4.

We provide an additional 2.1 and 2.9 points gain in terms of mAP@0.25 and mAP@0.5

respectively over an already strong baseline CAGroup3D. Our performance is also better

than other pre-training methods [194, 204].

Summarizing the results in Table 4.2, Table 4.3, and Table 4.4 our method has

demonstrated superior performance compared to other train-from-scratch and pre-training

frameworks on 3D classification, segmentation, and detection tasks. Despite only tuning

the input and output heads, our approach still surpasses the performance of pre-trained

methods that fine-tune the entire model. Furthermore, while many other methods heavily

utilize point cloud data during pre-training [199, 200], our approach achieves remarkable

results without this requirement.
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Table 4.3. 3D segmentation results (mIOU) on ScanNet and S3DIS. ConDense outper-
forms all the baselines including train-from-scratch methods and pre-training methods.

Model ScanNet S3DIS
PointNet++ [136] 53.5 54.5
MinkowskiNet [34] 72.2 65.4
PointCNN [90] – 65.4
KPConv [168] 69.2 70.6
PointNeXt [138] 71.5 74.9
PointMetaBase [95] 72.8 77.0
PointVector [39] – 78.4
PointContrast [194] 74.1 –
MSC (w/ SparseUNet) [191] 75.5 –
PPT (w/ SparseUNet) [190] 76.4 78.1
PonderV2 (w/ SparseUNet) [235] 77.0 79.9
Swin3D [204] 77.5 79.8
ConDense (Ours) 79.8 80.7

Table 4.4. 3D detection results (mAP@0.25 and mAP@0.5) on ScanNet.

Model mAP@0.25 mAP@0.5
RepSurf [141] 71.2 54.8
SoftGroup [175] 71.6 59.4
CAGroup3D [178] 75.1 61.3
PointContrast [194] 59.2 37.3
Swin3D [204] w/ CAGroup3D 76.4 63.2
ConDense w/ CAGroup3D 77.2 64.2

4.6.2 2D Tasks

To evaluate the performance of the pre-trained 2D feature backbone G2D, we follow

the settings as presented in DINOv2 [123], and compare with common self-supervised pre-

trained baselines including MAE [54], DINO [18, 123], and iBOT [231], as well as weakly

supervised visual-language pre-trained model OpenCLIP [71]. For both classification

and segmentation, we present results under the “Linear (lin.)” setting [18, 123]. We

include more results under the “multi-scale (+ms)” setting and more 3D benchmarks in

our appendix. Results are presented in Table 4.5.
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2D Classification We test the quality of the holistic image representation produced by

the model on the ImageNet-1k [149] and Places205 [230] classification dataset. A linear

probe is added on top of the frozen feature backbone to generate the prediction, following

previous works [18, 123].

2D Segmentation We test on the task of semantic image segmentation to evaluate the

quality of our learned representation. A linear layer is trained to predict class logits from

patch tokens and it is upscaled to obtain the final segmentation map, following previous

works [18, 123].

Table 4.5. 2D classification and segmentation results on multiple evaluation datasets
with frozen features. ConDense improves over the DINOv2 in all benchmarks.

Classification (Acc) Segmentation (mIOU)
Model ImageNet Places205 ADE20k PascalVOC
OpenCLIP [71] 86.2 69.8 39.3 71.4
MAE [54] 76.6 52.4 33.3 67.6
DINO [18] 79.2 60.4 31.8 66.4
iBOT [231] 82.3 64.4 44.6 82.3
DINOv2 [123] 86.5 67.5 49.0 83.0
ConDense 89.6 70.2 53.6 85.1

For both 2D classification and segmentation benchmarks, our 3D-informed Con-

Dense shows consistent improvement over the original DINOv2 and indicate that our

2D-3D consensus training pipeline can help improve the performance of the existing 2D

foundation models.

2D Retrieval We evaluate our performance for image retrieval with MVImgNet [211]

and ScanNet [36]. We follow the experiment settings of [18, 123] by freezing the features

and directly applying k-NN for retrieval. On both datasets, we perform tests with 1 query

image and 1 index image on each scene. The top-1 accuracy is reported in Table 4.6. Our

ConDense clearly generates better global features suitable for retrieval tasks.

Depth Estimation We follow the settings in [123] and attach a linear classifier on top
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of one (lin. 1) or four (lin. 4) transformer layers to infer depth from the frozen feature

backbones. It can be seen that our performance is better than all other pre-training

backbones except DINOv2. The reason is that the 2D-3D consensus loss enforces the

feature to be invariant across different views, and the 2D branch is thus expected to

generate the same features for the same spatial point regardless of viewing angles and

distances. The process of 2D-3D consensus facilitates more 3D-informed and consistent

features, as can be observed from Figure 4.4. Such a property could be desired or unwanted

depending on the exact downstream tasks. And we defer the more in-depth study into

this property to future research. To validate this, we show our results on multi-view stereo

(MVS) depth estimation. Here we tested two widely used MVS depth estimation methods–

MVSNet [205] and PointMVS [28], on the standard dataset (DTU [73]). It can be seen

that both backbones are boosted by our features, and ConDense outperforms DINOv2

by a large margin.

Table 4.6. 2D retrieval results (top-1 Acc) on MVImgNet and ReaEstate10k datasets.

Model MVImgNet RealEstate10k
OpenCLIP [71] 70.1 63.0
MAE [54] 65.4 55.1
DINO [18] 65.6 58.9
DINOv2 [123] 70.1 61.3
ConDense 76.9 63.2

4.6.3 Cross-Modality Scene Query

Leveraging the joint 2D-3D co-embedding property of ConDense, we are able

to query across modalities. Here we tackle a series of matching tasks including scene

identification from 2D images and a newly proposed task – 3D scene duplication detection.

The results are presented in Table 4.9.

We use 3 datasets: Objectron [170], ScanNet [36], and Replica [161] for cross-

modality scene query tasks. To NeRF these scenes, we trained 4000 steps for Objectron
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Table 4.7. Depth estimation with frozen features. We report performance when training
a linear classifier on top of one (lin. 1) or four (lin. 4) transformer layers. We report the
RMSE metric on the 3 datasets. Lower is better.

NYUd NYUd → SUN RGBD
Method lin. 1 lin. 4 lin. 1 lin. 4
OpenCLIP [71] 0.541 0.510 0.537 0.476
MAE [54] 0.517 0.483 0.545 0.523
DINO [18] 0.555 0.539 0.553 0.541
iBOT [231] 0.417 0.387 0.447 0.435
DINOv2 [123] 0.344 0.298 0.402 0.362
Ours 0.361 0.322 0.389 0.367

Table 4.8. Stereo depth estimation on the DTU dataset. Backbone methods could benefit
a lot from our feature initialization.

Model Overall Err.
MVSNet [205] 0.462
PointMVS [28] 0.366
DINOv2 [123] w/ MVSNet 0.389
DINOv2 [123] w/ PointMVS 0.365
ConDense w/ MVSNet 0.341
ConDense w/ PointMVS 0.320

and 8000 steps for both ScanNet and Replica on each scan. We use ground-truth bounding

boxes included in these datasets. For “Ren5” baselines, we render images in the same

resolution as in their corresponding datasets and the 5 views are randomly sampled from

the original camera trajectories. So these 2D-Native methods are taking advantage of

that queries and indices are drawn from the same trajectory, where in real-world cases

this is not possible– since the original image sequences and trajectories are typically not

accessible in 3D models. For ULIP-2 [200], we use its global scene embedding to perform

the top-1 matching between the queries and indices. For our methods, we use 32 key points

for each 2D image and 32, 64, and 64 key points for 3D input from Objectron, ScanNet,

and Replica respectively. For our 2D-3D key point matching, we use the threshold 0.75
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and select the 3D scene with the most number of successful matches as the query result.

3D Scene Retrieval with a Single Image (2D-3D). In this task, we retrieve a scene

from a repository with a single view. To compare with 2D-only methods, we first render

5 views (Ren5) from a scene and compute the cosine similarity of the query image and

rendered views, and then use the winner-take-all scheme to identify the scene.

For Objectron [170], we sampled 1000 scenes spreading over 9 object categories.

For each scene, we sample one image as the test query. We use top-1 to match between

queries and keys and calculate the retrieval accuracy. For ScanNet [36], we use all 1513

scans. We sample one frame as a test query per 100 frames and at least one frame for

every scene regardless of its length.

In Table 4.9, it can be seen ConDense 2D is a strong baseline not only outper-

forming all the other 2D methods but also performing better than ULIP-2. In 2D-3D

methods, both global (using globally averaged feature) and KP (key point matching with

RANSAC) variants of ConDense do better than the other 2D-3D method.

Table 4.9. 3D scene retrieval and 3D scene duplicate detection results on multiple datasets
with frozen features. The upper includes 2D solutions where scenes are represented by 5
random views (Ren5), and the lower includes 2D-3D native methods.

3D Retrieval (Acc) 3D Dup. Det. (AP∗
75)

Model Objectron ScanNet ScanNet Replica
OpenCLIP (Ren5) [71] 90.3 49.8 51.0 52.7
DINOv2 (Ren5) [123] 88.1 43.1 41.3 43.3
Unicom (Ren5) [4] 92.9 52.5 54.3 57.0
ConDense 2D (Ren5) 94.6 53.3 58.7 59.0

ULIP-2 [200] 89.7 61.7 63.0 66.6
ConDense-Global 91.6 70.1 65.3 66.9
ConDense-KP 92.9 78.4 70.7 72.0

3D Scene Duplicate Detection (3D - 3D). We further test the matching capabilities

of ConDense at the scene level by proposing a new task of detecting duplicate scenes

in a large NeRF repository. Our method is generalizable to both NeRF and Point-Cloud
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inputs, and we run our experiments on ScanNet and Replica [36, 161]. For both datasets,

we sample 300 scene pairs where half of them are NeRFs from the same scene (duplicates)

and half of them not. For ScanNet, the duplicates are created from different scans of

the same scenes. (e.g. scene #0 has 3 different scans.) For Replica, the duplicates are

created from the overlapping scans of the same scenes, where at least 50% of trajectory

overlappings are ensured. In this way, we comprehensively test the 3D matching capability

of models on either full scans or adjacent partial scans. We use 0.75 as the threshold when

determining if two embeddings belong to the same scene as a way to detect duplicated

scenes. AP∗
75 is calculated as the classification accuracy of duplicate detection when the

threshold is 0.75.

Results are presented in Table 4.9. Here, Ren5 methods are similarly defined as

in the previous 3D scene retrieval, where scenes are rendered into images and the image

embeddings are used. We use θ = 0.75 as the threshold to determine if two embeddings

belong to the same scene. Here we find the remarkable effectiveness of our key points.

There is a large gap between 2D-3D methods for this task, showing the need to tackle

this task in 3D feature space. While ConDense-Global performs similarly to ULIP-2,

ConDense-KP is significantly better for scene-to-scene matching.

4.7 Model Analysis and Discussions

4.7.1 Ablation Study

Table 4.10. Ablation study on removing individual components in our pre-training
pipeline, evaluated on both 3D classification (Overall Acc on ScanObjectNN, before slash)
and 2D classification (Acc on ImageNet-1k, after slash).

Full Model Freeze 2D No Lp No Lfid 10% Data
94.1 / 89.6 91.3 / 86.5 90.5 / 87.1 89.7 / 79.9 88.7 / 79.1

We perform experiments to verify the effectiveness of our design. The ablation
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Figure 4.4. Visualization of our 2D dense feature reveals its superiority over the Original
DINOv2 feature in terms of consistency across multi-view images. Additionally, we present
visualizations of sparse feature locations identified by our key point detector.

study results are presented in Table 4.10. Freeze the 2D encoder? When we freeze

the 2D encoder, as is done in other methods [130, 199], we observed a worse performance

in performance for both 2D and 3D tasks. We can also see that the features from our

backbone are more 3D consistent and contains more detail. Please check the visualization

in our supplementary materials. Sparse feature helps? The sparse feature module is

an integral component of our framework, not only enabling novel capabilities in 2D-3D

retrieval but also serving as a strong self-supervision signal to enhance performance on

individual 2D and 3D tasks. 2D fidelity helps? The 2D fidelity loss helps prevent the

2D features from collapsing to a trivial solution or overfitting the biased data distribution.

The exclusion of the 2D fidelity module has a detrimental impact on the quality of both

2D and 3D tasks, as evidenced by our experiments. Part of this loss is due to multi-view

datasets being still considerably smaller than 2D image datasets, and featuring mostly

man-made objects and indoor scenes. The limited size and biased distribution can cause

the features to deviate significantly, leading to worse results.
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Figure 4.5. Visualization of using different types of input to query the target scene
repository (ScanNet). Within each pair are query inputs (left) and top-1 query results
(right).

4.7.2 Feature Visualization

For Figure 4.4, we ran PCA on the generated feature maps, both DINOv2 (2nd

row) and ours (3rd row), of each scene and selected top-3 components to visualize them

as red, green, and blue, respectively. We also visualize the top 10 confident (in terms of

predicted probabilities) key points with positive 3D matches in this figure (1st row).

4.7.3 Cross-Modality Queries

We show in Figure 4.5 the visualization of using different types of input to query

the target 3D scene repository (ScanNet). The unique 2D-3D co-embedded embedding

space with sparse key point design enables ConDense to effectively query objects in

repositories of large scenes. Here, ConDense is not only able to query 3D scenes with

partial views from the dataset but also able to find objects in these scenes that match

the appearance from unseen internet images. In addition, by changing our backbone to a

multi-scale CLIP [140] feature as in [80], we further acquire the ability to query 3D scenes

with natural languages inputs, and thus build a language-image-3D co-embedded feature
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space with sparse key points. With this modified model, we can query scene repositories

with text inputs as in Figure 4.5 third row.

Table 4.11. 3D Classification (Acc) on MVImgNet, Co3D, and ShapeNet. Our method
is even more useful when 3D training data are scarce (ShapeNet 1%).

Method MVImgNet Co3D ShapeNet (1%) ShapeNet (10%) ShapeNet (Full)
From Scratch 73.5 81.1 61.2 76.9 84.9
PointContrast [194] 76.9 84.9 65.8 78.9 86.6
Point-MAE [126] 79.1 86.2 72.3 81.1 89.2
ULIP-2 [200] 82.9 86.1 74.3 81.9 89.3
Ours (Freeze 2D) 87.3 88.8 80.1 83.9 90.1
Ours 91.3 93.8 81.4 85.3 91.9

Table 4.12. 3D Segmentation (mIOU) on ScanNet, SemanticKitti, and S3DIS. Our
method is even more useful when 3D training data are scarce (ScanNet 1%).

Method ScanNet (1%) ScanNet (10%) ScanNet (100%) SemanticKitti S3DIS
PointNet [135] 42.2 62.1 72.2 19.6 47.6
Mix3D [119] 39.4 69.9 73.6 65.4 63.5
PointContrast [194] 52.9 70.4 74.1 71.7 75.2
Swin3D [204] 54.8 65.2 77.5 74.7 79.8
Ours (Freeze 2D) 65.6 70.0 78.1 74.6 80.6
Ours 67.3 72.3 79.8 75.1 80.7

4.7.4 Effect of Data Amount

We tested our 3D capabilities on more datasets and also with varying amounts of

3D training data. The results are presented in Table 4.11 (classification) and Table 4.12

(segmentation). We see consistent improvement over all baselines from these results. Also,

it can be seen that our method is even more useful when 3D training data is very scarce

(See ShapeNet 1% and ScanNet 1%).

Table 4.13. Comparing different backbones.

PointBERT PointNeXt MinkowskiNet
#Parameters 32.3M 41.6M 41.3M
3D Cls / 3D Seg 87.2 / - 92.1 / 77.0 93.2 / 79.1
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4.7.5 Backbone Architecture

The MinkowskiNet (MNet) is the established state-of-the-art for dense 3D tasks

and has been adopted by most 3D dense task models. So we select MinkowskiNet as

our backbone. Here we had an experiment comparing different backbones – results are

reported in Table 4.13 on ScanObjectNN (3D Cls) and ScanNet (3D Seg).

We see better performance, especially on 3D Seg, with MNet. The reasons behind

this may include (1) an overfitting tendency of the transformer-based model PointBERT,

which aligns with OpenScene’s finding (their Sec. 6.4); (2) our better generalizability from

training to test domains, where point distributions are different. We will include a more

detailed discussion on the performance and scalability of different backbones once time

permits.

Table 4.14. Ablation study on NeRF quality in the pre-training dataset.

Training NeRF Type Mip-NeRF (2k steps) Mip-NeRF (4k steps)
Quality (PSNR/SSIM) 28.54 / 0.899 30.23 / 0.939
2D Cls / 3D Cls 86.2 / 88.9 87.7 / 93.2

4.7.6 Effect of NeRF Quality

We observed differences in performance when using trained NeRFs of different

quality. The numbers are reported on ImageNet (2D Cls) and ScanObjectNN (3D Cls) on

a lighter version of the final model reported in the main paper.

Results are presented in Table 4.14. We find that pre-training with data of lower

quality will have an impact on performance, especially for 3D tasks. We take measures such

as using different iteration numbers to ensure convergence, and filtering out low-quality

frames as mentioned previously.
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4.8 Conclusions and Limitations

In this work, we have presented ConDense, a framework for 3D pre-training that

adeptly harmonizes 2D and 3D feature extraction using pre-trained 2D networks and

multi-view datasets, in both the dense and the sparse feature regimes. Our approach not

only provides a pre-trained 3D network acing in multiple tasks but also enhances the quality

of 2D feature representation and establishes a unified embedding space for multi-modal

data interaction. Extensive experiments demonstrate the superiority of ConDense over

existing 3D pre-training methods in tasks like 3D classification and 3D segmentation and

in new applications such as 2D image queries of 3D NeRF scenes. ConDense marks an

advance in 3D computer vision, reducing the reliance on scarce 3D data and enabling more

efficient and multi-modality queries on 3D scenes.

Nonetheless, the pipeline comes with several limitations including the relatively high

cost of processing multi-view data. Exploring more efficient ways to exploit multi-view data

as well as ready-to-use 3D data could be a useful future direction. Furthermore, combining

techniques from contrastive learning methods [194, 56] and efficient fine-tuning methods

(e.g. LoRA [67]) could improve the overall robustness and efficiency of the pipeline. We

believe that ConDense opens up exciting avenues for model pre-training and 2D/3D

feature backbones, and defer these to future research in this direction.
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Chapter 5

Fast 3D Scene Generation by Lifting
Panorama Images from 2D Diffusion
Models

5.1 Introduction

The creation of immersive 3D environments represents a frontier in computer vision

and graphics, promising to revolutionize content creation for virtual reality, gaming, and

architectural visualization. While recent years have seen remarkable progress in image

synthesis, particularly with the advent of diffusion models, extending these capabilities to

full 3D scene generation introduces a host of new challenges. These challenges stem from

the need to ensure geometric consistency, scene completeness, and the ability to render

novel views that were not explicitly generated.

In this dissertation, we propose and analyze a framework for text-to-3D and image-

to-3D scene generation that bridges the gap between the rich priors of 2D diffusion models

and the complexities of 3D scene representation. Our approach leverages the strengths of

existing 2D generative models to bootstrap a robust 3D reconstruction process, effectively

decomposing the problem into manageable stages that can be optimized independently.

The core of our method lies in a two-stage pipeline: First, we harness state-of-the-art

2D diffusion models, specifically panorama generation models, to produce photorealistic
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panorama images. These models, which can be conditioned on text descriptions or single

image inputs, generate panorama images with a comprehensive 360-degree representation

of the scene. In the second stage, we employ a learned 3D reconstruction model that

integrates information across these generated images to infer the underlying 3D geometry

and appearance. This reconstruction process is designed to complete any missing regions,

resulting in a coherent 3D scene that can be freely navigated.

Our two-stage pipeline offers several key advantages:

Flexibility in Input Modalities. Our framework supports both text-to-3D and image-

to-3D generation, providing flexibility for various use cases and user preferences. This

versatility makes our approach applicable to a wide range of scenarios, from purely

imaginative creations to extensions of existing environments.

Complete, Navigable 3D Scenes. Unlike methods that focus on generating single

objects or constrained viewpoints, our approach produces complete, navigable 3D scenes.

This enables users to explore the generated environments from any angle, enhancing the

immersive experience.

Scalability and Efficiency. By decomposing the problem into 2D generation followed

by 3D reconstruction, we can leverage highly optimized 2D diffusion models and focus our

3D learning efforts on the reconstruction task. This leads to a more scalable and efficient

pipeline and an easier optimization process.

We demonstrate through experiments that our approach generates diverse, high-

quality 3D scenes from text descriptions or single images. By enabling the rapid creation

of immersive 3D environments from simple text descriptions, we open up new possibilities

for creative expression, prototyping, and virtual world-building. This technology has the

potential to democratize 3D content creation, making it accessible to a broader audience

of artists, designers, and developers who may lack traditional 3D modeling expertise.

In summary, this chapter introduces a new methodology for text-to-3D and image-

to-3D scene generation that leverages the strengths of 2D diffusion models to produce
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high-quality, navigable 3D environments. By bridging the gap between 2D and 3D

generation, we pave the way for more advanced and accessible 3D content creation tools,

bringing us closer to the vision of effortlessly translating imagination into immersive virtual

experiences.

5.2 Related Work

Our proposed 3D scene generation from the panorama prior pipeline is built upon

the recent advancement of 2D panorama generative and 3D scene implicit representations.

We now review related work on these techniques as well as similar approaches that integrate

2D generative model priors into object-level 3D generation tasks.

Panorama Generative Model. Omnidirectional 360-degree panorama images are

subjected to nonlinear perspective distortion of equirectangular projection, resulting in a

shift of data distribution from regular 2D images used to train large-scale image generative

models. Among existing methods, one line of works [176, 2, 179, 122, 188, 38, 157, 53]

tries to solve the problem of panorama image generation as an outpainting problem and

focuses on generating a 360-degree panorama from a partial image input. To tackle the

distribution shift while ensuring visual authenticity, various attempts have been made.

OmniDreamer [2] utilized transformer-based networks to perform diverse completions

and samplings while BIPS [122] integrates depth-aided adversarial supervision into their

training process. PanoDiffusion [189] adopts progressive camera rotations during each

diffusion denoising step, leading to panorama wrap-around consistency improvements.

Alternatively, following the success of advanced generative models, another line of works

explores to synthesize high-fidelity panorama images, from textual input [64, 158, 188,

43, 181, 201, 210, 177]. Such attempts integrate rich prior information from pre-trained

2D text-to-image generation models, further broadening their generalization capability

to zero-shot scenarios. Test2Light [30] introduce VQGAN [42] structure to synthesize
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panorama images from text inputs. AOGNet [109] performs 360-degree outpainting

through an autoregressive process but suffers from inefficiency in the sampling process.

MVDiffusion [167] generates multi-view consistent images indirectly which can be stitched

together into panorama images. More recently, PanFusion [215] proposes a dual network,

considering both global panorama views and local perspective views, ensuring both global

consistency and local quality.

3D Reconstruction with Implicit Representations. Neural rendering techniques

have recently gained significant attention for their ability to represent high-quality 3D

scenes for realistic rendering, novel view synthesis, and extended applications. Most

recent methods are based on NeRF [11] which represents scenes as volumetric neural

radiance fields [22, 45, 117] and is optimized by per-scene rendering supervision. Given the

expressibility of NeRF, the NeRF-based pipeline suffers from high computation overhead,

as rendering usually requires dozens of queries through large MLP of the neural field per

ray. 3D Gaussian Splatting (3DGS) [78] solves this problem by representing the radiance

field using 3DGS that can efficiently be rendered via rasterization. However, all these

methods require dense input images and time-consuming per-scene optimization to achieve

high-quality reconstruction. More recently, transformer-based large reconstruction models

(LRMs) emerged as a general framework [65, 197, 182, 216, 184, 198] for reconstructing an

implicit 3D representation (NeRF or 3DGS) with only a feed-forward pass. These methods

learn from a large-scale dataset and capture rich priors useful for 3D reconstruction, and

achieve high-quality 3D reconstruction with only sparse view inputs. LRM [65] adopts a

highly scalable transformer-based architecture to directly predict a neural radiance field

from the input images. CRM [182] generates six canonical view images from a single

image input, and then feeds these images into a convolutional U-Net to create a high-

resolution triplane neural field. These LRM-derived methods mostly focus on object-level

reconstruction. For scene-level reconstruction, a more common line of research is to leverage
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per-pixel (per-patch) feature and backproject each pixel into 3D space [21, 164, 29, 218].

PixelSplat [21] leverages epipolar line-based sampling to overcome local minima. GS-

LRM [218] takes advantage of plucker ray coding [133] and directly processes image

patches as a sequence of variable length. Flash3D [164] integrates a monocular depth

estimation model as prior and extends it to a full 3D shape and appearance reconstruction.

MVSplat [29] builds a cost volume representation via plane sweeping which provides

valuable geometry cues to the estimation of depth. This line of work is the most related

to our proposed method, while we adopt a few novel techniques to take care of unique

challenges in full 3D scene generation.

3D Object Generation from 2D Prior. The advancements in generative techniques [81,

62] enable large-scale pretrained 2D generative models to synthesize high-fidelity, open-

vocabulary, photorealistic 2D visual contents [41, 63]. There is a host of new challenges

to extending these capabilities into 3D content generation. Vast explorations have been

made into utilizing 2D diffusion models in object-level 3D generation. DreamFusion [134]

introduces the Score Distillation Sampling (SDS) method and a loss based on probability

density distillation that enables the use of a 2D diffusion model as a prior for optimization

of the objective neural field parameters. Later works [181, 155, 70, 104] improve SDS

sampling in terms of training speed, cross-view consistency, and texture fidelity. Notably,

MVDream [155] trains a multi-view diffusion to generate multi-view images simultaneously,

improving the 3D awareness of 2D. Later works [103, 153, 101, 99] take advantage of

consistent multi-view generation models to further improve the quality and speed of

3D object generation. However, these methods do not trivially extend to 3D scene

generation due to inherent challenges including lack of large-scale training data and limited

representation capabilities.
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Input: Image / Text Output: Realistic Full 3D ScenesOur Pano3D Model

“a spacious modern 
bedroom, glossy floor, 

bright lighting ”

or

Panorama Generation

3D Reconstruction

Figure 5.1. Given a text or single image input, the pipeline first employs a 2D panorama
generation model to generate photorealistic panorama images, and then perform 3D
reconstruction to create complete and navigable 3D scenes. Pano3D efficiently creates 3D
scenes from only feed-forward passes.

5.3 Method

Our pipeline (Figure 5.1) integrates off-the-shelf panorama generative models to

synthesize 360-degree panorama images I ∈ RH×W ×3 conditioned on given inputs (text

or image). Then the panorama images are processed by our novel 3D Gaussian-based

reconstruction model to produce full 3D scenes with only fast feed-forward passes.

5.3.1 Panorama Image Generation

For text-to-panorama generation, we adopt the FLUX.1 [dev] model [88], since it is

the current state-of-the-art for image generation. The original FLUX.1 [dev] is distilled

from FLUX.1 [pro], a giant model, which is trained on a diverse set of natural, art, and

artificial images. We finetune FLUX.1 [dev] with LoRA on our curated panorama image

dataset for 2000 steps. The dataset contains 72 samples selected from public-domain

internet images, and we captioned the images manually.

For image-to-panorama generation, we adopt the Diffusion360 model [44]. The

model takes a perspective image of arbitrary shape and a corresponding mask on a

panorama image as input, and outpaint the entire panorama image based on the content.
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Input Image Input Mask Generated Panorama Image #1 Generated Panorama Image #2

Figure 5.2. Generation examples with single image inputs. The model could generate a
diverse set of panorama images with different inputs or different diffusion runs.

We use a standard center mask and square image inputs throughout the paper to simplify

the settings. Examples of these images and masks are shown in Figure 5.2.

5.3.2 Navigable 3D Scene from a Single Panorama Image

As shown in Figure 5.3, given the generated 2D panorama image I, we then use a

simple transformer-based network to convert the image into a complete and navigable 3D

Gaussian splat-based scene.

Transformer-based Reconstruction Model

We use a transformer-based model to regress 3D Gaussian primitive parameters

corresponding to each pixel in the image. Given a panorama image I, we first incorporate

the spatial information into the pixel feature by concatenating Plücker ray coordinates [133]

following previous works [196, 25]. Specifically, for each pixel i, j we compute the ri,j = (o×

di,j ,di,j) in world coordinate; here o is the origin of the camera, and di,j is the normalized

direction vector from the origin to the pixel, calculated by reverse equirectangular projection.

The 6D Plücker ray coordinates are concatenated with the image RGB colors channel-wise,

forming 9-channel inputs to the network.

Following ViT [41], we patchify input pose-conditioned panorama images I into
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Patchify

…
Tokenize

…

Linear Layers

Self-Attention

+

+

✕ N

Transformer Blocks

Detokenize & Unpatchify

…

𝜇! , 𝜎! , 𝑆𝐻!
Patch-wise Gaussian 

Splat Parameters

3D Gaussian-Based Scene

Concat

…
Learnable Tokens

…

Figure 5.3. The input panorama image is pachified and processed into a sequence of
tokens with flatten and linear operations. The transformer network maps this sequence of
tokens into patch-wise Gaussian splat parameters, and constructs the final 3D Gaussian
based scene.

non-overlapping 2D tokens {Ti,j ∈ Rh×w×9} indexed by x,y, where h = H
p ,w = W

p , and

p is the patch size (set to 8 for all experiments). These tokens are flattened into a 1D

sequence of width 9 ·p2 and length h ·w before being transformed by a set of linear layers

into dimension d to align with the following transformer layers. No positional encoding

is used in this network since absolution location information is already encoded in the

Plücker ray coordinates. If more than one image is passed to the network, we simply

concatenate the tokens as a longer sequence. This further improves the overall flexibility

of the pipeline, making it easier to train and use under different settings.

The pose-conditioned tokens are fed into layers of residual connected [58] transformer

blocks [171]. Each consists of a self-attention layer and a set of linear layers as implemented

in ViT [41]. We then take the output tokens and decode them into Gaussian primitive

parameters with a set of linear layers, each token produces p2 sets of Gaussian parameters,

representing p2 pixels within the original patch. This step generates h × w Gaussian

primitives in total.
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We follow [78] and parameterize the 3D Gaussian primitives by 3-channel RGB,

3-channel scale, 3-channel location, 4-channel rotation quaternion, and 1-channel opacity,

and 1-channel distance (to the corresponding pixel center).

Learnable Gaussian Tokens for Scene Completion

The formulation above could generate 3D Gaussian primitives and cover most

portion of the scene. However, such a Gaussian placement strategy is not capable of

covering the occluded parts of the scene, leaving the scene incomplete.

To generate a complete 3D scene, the ability to generate free-float 3D Gaussian

primitives is required. This is solved by introducing learnable tokens into the pipeline.

Given the tokenized sequence, we concatenate a set of learnable tokens at the end of the

sequence. Then at the detokenize and unpatchify steps, each of these tokens decodes into

p2 3D Gaussian primitives, but with 3-channel location instead of 1-channel distance. This

enables the network to reason where to add 3D Gaussian primitives and complete the

scene as much as possible, leaving much fewer holes.

Loss Terms and Training Scheme

During training, we render panorama images from the generated 3D Gaussian

primitives at 10 supervision views. The views are randomly sampled within the scene

beforehand. Following [218], we use both perceptual loss and mean squared error (MSE)

loss terms during training. We also followed their practice of using VGG-19 [156] based

perceptual loss.

We adopted the multi-stage training scheme to reach convergence faster and make

the most of the limited 3D scene data. In the first stage, we train the network with

perspective images from the RealEstate10k [234] dataset. We use 2-6 input images in

this stage. Both input images and supervision images are randomly sampled on the same

video sequence, encouraging the network to learn extrapolation and generation of unseen
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Gaussian primitives in the input images. For the second and third stages, we switch

to our own 3D synthetic dataset, which contains around 10k 3D indoor scenes. In the

second stage, we use 6 cube map images as input to the network and supervise with

randomly sampled perspective views within the scene. This stage adapts the network to

single-viewpoint data. In the final stage, we use a single panorama image as input and

supervise with randomly sampled perspective views within the scene. This prepares the

network for our actual test settings.

The training takes around 60 hours with 32 NVIDIA H100 GPUs, in which the

three stages take around 30, 15, and 15 hours respectively. The network acts fast during

evaluation, taking less than 1s with 1024 × 512 panorama images on a single NVIDIA

H100 GPU.

5.4 Experiments

In this section, we perform various experiments to evaluate the performance of the

proposed Pano3D framework, both quantitatively and qualitatively.

5.4.1 3D Scene Generation

Text-Conditioned Generation

Our results for text-conditioned generation are presented in Figure 5.4. For the

same input text prompt, our model is capable of sampling different 3D scenes, as shown

in the first and second columns. Our model generates smooth geometry and realistic

appearance, leading to appealing 3D scenes. This setting is particularly useful for VR

devices since users could be able to enter and explore new 3D scenes given solely their

text prompts.
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Table 5.1. Quantitative analysis of novel view synthesis quality. The experiments are
performed on the Matterport3D dataset [19].

Method PSNR ↑ SSIM ↑ LPIPS ↓
NeRF [11] 18.32 0.745 0.341
TensoRF [22] 18.90 0.778 0.333
OmniNeRF [66] 33.25 0.954 0.110
Pano3D (Ours) 33.98 0.961 0.098

Table 5.2. Quantitative analysis of geometry accuracy of generated 3D scenes. The
experiments are performed on the Matterport3D dataset [19].

Method Abs Rel ↓ Sq. Rel ↓ RMSE ↓
OmniFusion [92] 0.1007 0.0969 0.4435
HRDFuse [1] 0.0967 0.0936 0.4433
Liu et al., 2024 [97] 0.0941 0.0723 0.4396
Pano3D (Ours) 0.0889 0.0613 0.4126

Image-Conditioned Generation

Our results for image-conditioned generation are presented in Figure 5.5. Our model

is capable of generating different types of scenes ranging from bedrooms to bathrooms,

given the image condition. Our model not only generates 3D scenes with appealing

appearance and geometry details but also well follows the input condition, making it

suitable for a wide range of downstream tasks such as interior designing and remodeling.

For quantitative evaluation of image-conditioned generation, we followed the settings

of OmniNeRF [66], where they train the models on a single panorama image and evaluate

on a set of neighboring views. The results on the Matterport3D dataset are shown in

Table 5.1. Our model generates the scene that best matches the original inputs.

5.4.2 Geometry Accuracy

To evaluate the geometry quality of the generated scenes, we test on the Mat-

terport3D dataset by generating 3D scenes from Matterport3D panorama images and

comparing rendered depth maps with the dataset ground truth. We also include several

recent state-of-the-art methods for panoramic depth estimation [92, 1, 97]. The results
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“An unfurnished spacious 
home in North America, 

wooden floor”
Text Input

Generated
Panorama Image

Depth Map
Generated 3D Scene

Novel Views
Generated 3D Scene

“An unfurnished spacious 
home in North America, 

wooden floor”

Normal Map
Generated 3D Scene

“A modern living room, 
with a TV and sofas, 

floor-to-ceiling windows”

Figure 5.4. 3D scene generation examples with text inputs. The model could generate
3D scenes with consistent geometry and good novel view quality.
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Image Input

Generated
Panorama Image

Depth Map
Generated 3D Scene

Novel Views
Generated 3D Scene

Normal Map
Generated 3D Scene

Figure 5.5. 3D scene generation examples with single image inputs. The model could
generate 3D scenes with consistent geometry and good novel view quality.
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are presented in Table 5.2. We find that our model outperforms all other models, even

though no explicit geometry supervision is given in the training stage, suggesting our

strong capability of geometry reasoning.

5.5 Conclusion and Limitations

This chapter presents a framework for 3D indoor scene generation that integrates

2D panorama image diffusion models with 3D scene reconstruction methods, addressing

key challenges in creating immersive, navigable virtual environments. By leveraging

the strengths of cutting-edge 2D generative techniques, our two-stage pipeline provides

a flexible, efficient approach to transforming text descriptions and single images into

comprehensive 3D scenes. The proposed transformer-based reconstruction network and

panorama-oriented training scheme help improve the completeness and visual quality of

the generated scenes. This approach points to a clear direction for making realistic 3D

data more accessible to a diverse range of users and applications.

The method comes with several shortcomings. First, it is not possible to generate

large-scale outdoor scenes with this pipeline, due to the inherent difficulty of modeling

distant 3D Gaussian primitives. Secondly, the method is prone to distance ambiguity due

to its single view nature. Because of this, the method would sometimes generate curved

walls and ceilings, which is rarely seen in real world. The method also relies heavily on

the consistency and correctness of the 2D generation model. Any failure in the first step

generation (e.g. prompt not matched, or geometrically incorrect image) is not fixable and

the final result would also fail. An interesting future direction is to incorporate more

explicit 3D priors to solve these issues.
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